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Summary

Nuclear Magnetic Resonance (NMR) is unquestionably one of the most powerful
and extensively used experimental techniques for molecular structure elucidation.
The key to the success of NMR spectroscopy is firmly related to two main charac-
teristics: its virtually non-existent interference with the sample, and the extreme
sensitivity of NMR parameters. Chief among these is the chemical shielding, also
denoted as the chemical shift with respect to a standard.

In recent years, ab initio calculations have been playing an increasingly im-
portant role in support of experimental NMR research. Advances attained in com-
puter data processing now allow one to implement and carry out increasingly more
sophisticated and accurate NMR shielding calculations. Among the available ap-
proaches, Density-Functional Theory (DFT) based methods have been shown to
represent a good compromise between accuracy and computational cost.

This thesis reports the results of the development and extensive testing of an
approximation for the determination of the NMR shielding, namely the “local ap-
proximation 3" (Loc.3). This approximation has its roots in “Time-Dependent
Density-Functional Response Theory” (TDDFRT) and it also represents the phys-
ical basis of “Sum-Over-States Density-Functional Perturbation Theory” (SOS-
DFPT). The latter is a very successful DFT-based methodology for NMR shield-



ing calculations, which has been the subject of criticism in the past years specifi-
cally for the lack of a clear physical basis.

The first part of this work gives a broad perspective on the theoretical frame-
work within which the Loc.3 approximation has been developed. In particular,
Chs. 1 and 2 are devoted to the introduction of the basis of time-independent and of
time-dependent DFT, respectively. In Ch. 3 we explore the theory of NMR shield-
ing and the fundamentals of the most used ab initio implementations, namely
“coupled Hartree-Fock” (CHF), “uncoupled Kohn-Sham” (UKS) and SOS-DFPT.

A more technical part then follows, in which a brief digression on the general
characteristics of the implementation of the DFT working equations in the deMon-
KS program is presented. Next, we describe the computational details concerning
the calculations performed.

The three following chapters are dedicated to the description and discussion of
the three stages of testing of the Loc.3 approximation. In the first chapter, the first
set of benchmark tests is shown, where Loc.3 is compared to the other SOS-DFPT
approximations (UKS, Loc.1 and Loc.2). Moreover, the test is also extended to
other powerful DFT-based methodologies. In the second chapter, we discuss the
Loc.3 performance against experimental '“'>N chemical shifts in liquid media.
This very important test, based on the results of 132 different nitrogen nuclei, al-
lows us to determine the maximum error associated with the SOS-DFPT NMR
shielding calculation of each of ten major types of nitrogen atoms. In the third
chapter, we provide a critical assessment of Loc.3 as a support tool for experi-
mental research. This step is concerned with the study of the catalytic mechanism
of Serine Protease enzymes. In particular, a suitable model of the active-site of

the enzyme has been constructed and the fundamental first steps of the catalytic



mechanism have been reproduced according to two main pathways proposed on
the basis of, among others, NMR experimental data. In light of the information
obtained through the previous tests, the results will show that the calculation sup-
ports only one of the two catalytic mechanisms proposed.

The last part of this work is devoted to the conclusions and perspectives for
future development of new DFT-based methodologies for the calculation of NMR

properties.

Keywords: Density-Functional Theory, Sum-Over-States Density-Functional Per-
turbation Theory, Loc.3, Time-Dependent Density-Functional Response Theory,
Nuclear Magnetic Resonance, Nitrogen Compounds, Serine Proteases, “Ring Flip”

Catalytic Mechanism.



Sommaire

La résonance magnétique nucléaire (RMN) est une technique expérimentale trés
puissante et entre les plus utilisées actuellement pour la détermination de la struc-
ture moléculaire. Les avantages les plus importants que I’utilisation de la RMN
présente, sont notamment deux. Le premier est relié a ’absence des interférences
avec I’échantillon et le second concerne la haute sensibilité de ses paramétres
par rapport au milieu électronique. Le déplacement chimique est certainement
un des grandeurs RMN les plus étudiés du point de vue expérimental aussi que
théorique. Récemment les méthodes ab initio ont commencé a jouer un role im-
portant comme support dans les études RMN expérimentales. Particuliérement, la
performance offerte par les ordinateurs d’aujourd’hui, permet de développer des
nouveau méthodes et subséquemment d’exécuter des calculs RMN de plus en plus
précis et sophistiqués. Parmi les méthodes théoriques disponibles, la théorie de
la fonctionnelle de la densité (TFD) montre un bon compromis entre précision et
cout des calculs.

Dans cette thése, je présenterai le développement et la validation d’une nou-
velle approximation pour le calcul du déplacement chimique en RMN, définie
comme “approximation locale 3” ou plus simplement “Loc.3”. Loc.3 a été dérivée

a partir de la théorie de la fonctionnelle de la densité dépendant du temps (TFD-



DT) et représente le fondement physique de “Sum-Over-States Density-Functional
Perturbation Theory” (SOS-DFPT). Cette derniere est une théorie parmi les plus
utilisées pour le calcul des paramétres RMN, toutefois, réecemment elle a été sujet
a des critiques précisément pour ’absence d’un fondement physique clair.

La premicére partie de cette thése est dévolue a fournir une ample perspective
sur la méthode théorique dans laquelle I’approximation Loc.3 a été développée.
En particulier, les chapitres 1 et 2 sont dédiés, respectivement, a I’introduction de
la base de la TDF indépendant et dépendent du temps. La théorie de la RMN est
présentée dans le chapitre 3, aussi que les aspects fondamentaux des méthodes de
calcul les plus utilisées.

Une partie plus technique suit. Ici sont présentées les caractéristiques générales
de I’implémentation des équations de la TFD dans le programme deMon-KS. De
plus, le choix des parametres de calcul est décrit en détail.

Les trois chapitres suivants sont dévolus a I’exposition et 1’analyse des résultats
obtenus dans les tests de validation et dans la phase d’application de la méthode.
Les deux premiéres séries des vérifications présentées concemnent la détermination
de la compétence de Loc.3 par rapport aux autres approximations dans la TPFD-
SSE, c’est-a-dire UKS, Loc.1 et Loc.2, et par rapport aux autres fonctionnelles
développées précisément pour les calculs RMN. Dans le troisiéme test, les déplace-
ments chimiques de I’atome d’azote, obtenues avec Loc.3, sont comparés aux
références provennent d’expérimentes dans le milieu liquide. L’importance de
ce test est relié a la dimension de I’échantillon étudié. Sur la base des résultats
obtenus pour 132 types différents d’atomes d’azotes, on €tait capable d’établir les
erreurs maximales relatives a chacun des dix groupements majeurs des systémes

azotes.



L’étape suivante voit Loc.3 dans un réle de support pour I’interprétation des
données expérimentales RMN. Cette étude concerne I’analyse du mécanisme cat-
alytique d’une classe d’enzymes connues comme protéases a serine. Un modéle
adéquat du site actif de ’enzyme a été congu. En-suite, les premiéres étapes
du mécanisme catalytique ont été reproduit en accord avec les deux chemins de
réaction proposées sur la base des données expérimentales RMN. Sur la base des
informations relatives a la précision de la méthode obtenues a partir des tests
précédents, les résultats appuient seulement un des deux mécanismes proposés.

Le dernier chapitre est dévolu aux conclusions et aux perspectives sur le déve-
loppement des nouvelles méthodes basées sur la TFD pour le calcul des paramétres

RMN.

Mots Clés: théorie de la fonctionnelle de la densité, sum-over-states density-
functional perturbation theory, Loc.3, théorie de la fonctionnelle de la densité
dépendent du temps, résonance magnétique nucléaire, composés azotés, protéases

a serine, méchanisme catalytique “ring flip”.
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Introduction

One of the primary challenges of today’s chemistry pertains to the determina-
tion of the link between structure and function of large biomolecular systems.
Among these, a particularly difficult case is represented by proteins. Their three-
dimensional (3D) structure is, in fact, an apparently chaotic arrangement of pep-
tide chains. A closer analysis leads the observer to realize that this 3D structure
is the result of a perfect equilibrium of weak interactions between different atom
groups in the peptide residues. The mechanistic significance of this arrangement
is shown by the simple fact that active proteins in vivo assume only one configu-
ration, known as native.

The determination of protein structure is nowadays an interdisciplinary ef-
fort. The experimental techniques most widely used for this purpose are X-ray
diffraction and nuclear magnetic resonance (NMR). Through the analysis of high
resolution density maps, X-ray crystallography allows one to obtain very accu-
rate protein structures, to the extent that presently the position of many hydrogen
atoms can be resolved. The only shortcoming of this method is that it reveals the
structure of the crystallized form of the protein, which can differ from that of the
in vivo one. On the other hand, NMR based techniques are able to produce a less

refined 3D structure, which, nevertheless, corresponds more closely to the native
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configuration of the protein.

The resolution of a protein structure through NMR is an elaborate process in-
volving several methods. The first step consists usually in the acquisition of a
series of one-dimensional (1D) spectra to construct a two-dimensional (2D) cor-
relation spectroscopy (COSY) spectrum. The homonuclear COSY spectrum, to-
gether with heteronuclear assignment experiments, are necessary for the attribu-
tion of the signals. The distance constraints can be determined through the nuclear
Overhauser enhancement (NOE) effect. The intensities of the cross peaks in a 2D
NOESY spectrum are correlated to the distance between the protons which they
represent. The technique is sensitive for distances up to 5 A. Further, information
on the backbone and side-chain torsional angles can be derived from the three-
bond coupling constants. The combination of these methods provides accurate re-
sults for smaller and medium-sized proteins (i.e. proteins with molecular weight
<25kDa or with less than 200 residues). However, for larger systems, problems
due to NOE peaks overlap and line broadening can compromise the refinement of
the final structure.

The limitations of experimental NMR have given rise to the study of alter-
native methods, one of which is the analysis of the correlation between structure
and NMR properties on a smaller scale. The comparison of the NMR shieldings
and coupling constants to known structural features in proteins provides us with
critical information. Furthermore, recent developments in theoretical methods for
NMR properties offer a very powerful alternative. The careful assessment of a
theoretical methodology through the comparison with experimental data can re-
sult in the use of theory as a supporting tool for the interpretation of the NMR

spectra.
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The size of biomolecular systems is of major concern for the application of
theoretical methods. However, the level of compromise between size and accu-
racy is lowered progressively by constant advances in computer data processing.
In addition, the development of hybrid theoretical methods enables one to consider
systems of increased size compared to the full quantum mechanical or semiem-
pirical approaches. One of the methodologies that has the highest potentials for
treating large biomolecules is QM/MM. In QM/MM, the largest portion of the
system is taken into account by means of an empirical force field (MM), while the
part of most interest is treated with higher level quantum mechanics (QM). For
NMR calculations, the ONIOM-NMR approach of Karadakov and Morokuma'
offers a very interesting prospect. Highly accurate correlated methods (i.e. higher
order perturbation theory or coupled-cluster approaches) can be used to describe
the central part of the system, while the remainder can be treated with coupled
Hartree-Fock (CHF). However, the computational cost of higher correlated meth-
ods for routine application in biomolecules, even if on a small portion of the sys-
tem, is prohibitive as yet. In fact, recent applications of the ONIOM-NMR method
on proteins involve uncoupled density-functional theory (UDFT) or CHF with dif-
ferent quality of basis sets for the central and peripheral regions.>3

Generally, UDFT is preferred to CHF since it allows the inclusion of cor-
relation effects at the same computational cost. For some important nuclei in
biomolecular NMR, such as nitrogen, correlation effects are crucial in order to ob-
tain accurate results. The shortcoming of UDFT is related to the underestimation
of the eigenvalue difference, which becomes an important issue in the determina-
tion of the NMR properties of unsaturated nuclei. The least accurate results are

obtained with exchange-correlation functionals defined within the local density
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approximation (LDA). Nonetheless, the impact of this problem can be reduced
in various ways, for instance, through the use of more sophisticated exchange-
correlation functionals, the construction of new functionals for NMR calculations
(e.g. through an ad hoc parametrization), or by the explicit correction of the ex-
citation energy through the addition of appropriate terms. The latter approach has
been introduced by Malkin and coworkers* and it is known as sum-over-states
density-functional perturbation theory (SOS-DFPT). Two exchange-only correc-
tion terms have been introduced in the original paper, namely the local approx-
imation 1 (Loc.1) and the local approximation 2 (Loc.2). Although SOS-DFPT
improves significantly the accuracy of the results compared to the uncoupled ap-
proach, maintaining at the same time its computational efficiency, many criticized
it for the lack of a clear physical basis.

The subject of this thesis is the introduction of a newly developed SOS-DFPT
approximation, namely the local approximation 3 (Loc.3), for NMR shielding
calculations. Loc.3 has its roots in time-dependent density-functional response
theory, a formally exact theory, and is defined within the Tamm-Dancoff approx-
imation (TDA) and the two level model (2LM). According to the exact time-
dependent perturbation theory, both magnetic and electric perturbations may be
described using the same SOS expression'. However, in adiabatic time-dependent
DFT (TDDFT), the absence of explicit current-density dependence of the exchange-
correlation functional causes the magnetic and electric SOS expressions to differ.
The TDA allows us to keep electric and magnetic perturbations on the same foot-

ing. The 2LM has been considered because, by approximating the excited states

SOS expressions for the corresponding time-independent response properties are obtained by

considering the static limit of their time-dependent derivation.
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by singlet states obtained through the excitation of one electron from an occu-
pied orbital to a virtual orbital, it is computationally more efficient. Moreover, the
2LM brings Loc.3 to the same level as Loc.1 and Loc.2. One of the most impor-
tant results of this thesis work is indeed the elucidation of the physical basis of
SOS-DFPT through the comparison of Loc.3 to Loc.1 and Loc.2.

The quality of Loc.3 as an independently determined approximation is another
crucial aspect of the assessment of SOS-DFPT. The first set of tests entails the
calculation of the absolute shielding of '3C, ''>N and 7O of small organic and
inorganic molecules. The comparison against the uncoupled approach and the
SOS-DFPT “classic” local corrections demontrates that Loc.3 generally enhances
the quality of the NMR shieldings especially in the case of unsaturated nuclei.
A second step consists in the evaluation of Loc.3 against the most recent and
promising DFT-based approaches for NMR calculations. The results indicate that
Loc.3 is rather weak in the approximation of the '>*C NMR shielding, however it
is competitive in the case of 70 and especially in the case of '4'5N.

The good performance obtained in the calculation of the 5N shielding is a
significant result. In fact, the accurate calculation of its NMR properties requires
the introduction of correlation effects and Loc.3 is the only SOS-DFPT correction
term that explicitly accounts for correlation. Furthermore, '*'>N NMR plays a
central role in the study of the structure and function of biomolecules. Hence, the
careful assessment of the Loc.3 strengths and limitations in the NMR shielding
calculation of various types of nitrogen atoms can allow us to use SOS-DFPT as
a supporting tool for the experimental NMR of molecules of biological interest.
In order to accomplish this, I tested all the SOS-DFPT approximations, includ-

ing Loc.3, against 132 experimental '*'>N NMR data on the chemical shift scale.
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The major obstacle of this analysis is the lack of explicit inclusion of solvent
effects in the calculation. In fact, while the experiment is conducted at room tem-
perature and in the liquid-phase, the calculation reproduces more closely a zero-
temperature, zero-pressure state. Furthermore, '*'>N NMR is very sensitive to the
presence of the solvent. Since the explicit inclusion of solvent molecules in the
calculation is prohibitively expensive, in the absence of a QM/MM module in our
program, the computational approach chosen to limit the solvent effect is a prag-
matic one. According to the Kamlet-Taft theory (see Ch.7 page 143) solvents with
similar characteristics induce comparable shifts to the NMR shielding of similar
types of "N nuclei. Therefore, the 132 calculated '*'5N shieldings have been
analyzed within eight different nitrogen classes (i.e. amines, hydrazines, amides,
cyanides and isocyanides, azoles, azines, azine N-oxides and nitrates). The re-
sults, which cover a vast portion of the "N NMR spectrum (i.e. ~450 ppm),
confirm that the accuracy of the calculations is strongly dependent on the type of
nitrogen nucleus. Loc.3 represents a significant improvement for highly unsatu-
rated nitrogens, such as cyanides and isocyanides, and for aromatic systems with
multiple nitrogen nuclei within the ring. The most difficult cases are represented
by the highly delocalized systems, where ring currents play a crucial role. Partic-
ularly large errors are observed for aryl cyanides and for pyridine-type nitrogens.
In the latter case the solvent effect has been simulated explicitly by the progressive
addition of water molecules. The results show that the addition of a minimum of
25 water molecules is necessary to reproduce the ~+40 ppm of solvent-induced
shift.

The knowledge of the margins of error of Loc.3 for each nitrogen type offers

the opportunity to employ it as a predictive tool, as in the study of the catalytic
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mechanism of a class of proteolytic enzymes known as serine proteases. The gen-
eral features of the catalytic reaction path have been proven beyond any doubt by
X-ray diffraction and by 'H and '*'>N NMR studies. However some important
details involving transition states and unstable intermediates are still a matter of
debate. Recently, a new version of the generally accepted catalytic mechanism has
been introduced, namely the “ring flip” mechanism.> According to this theory, the
imidazole ring of the catalytic histidine residue (His) in the active site performs a
rotation of 180°, presumably in a stage near the formation of the first reaction’s
intermediate. The role of the rotated His is to promote the hydrolysis of the amine
group from the intermediate, a step that has been difficult to explain in terms
of the most widely accepted version of the catalytic mechanism. Unfortunately,
there are considerable difficulties in finding experimental evidence for the “ring
flip” theory. In fact, the flipped rotamer is thought to appear only in intermediate
structures, which have a very short lifetime. The only data supporting the presence
of a rotated His in the active site are '*'>N NMR shieldings coming from a low pH
structure of particular inhibited complexes. The molecules acting as inhibitors in
these complexes (i.e. diisopropylfluorophosphates or phenylmethanesulfonylflu-
orides) are known to block the catalysis of serine proteases in a stage that mimics
the conformation of the reaction intermediate of the free enzyme.

The advantage of the theoretical approach to this problem is that any type of
structure, regardless of the extent of its lifetime, can be studied. Therefore, a suit-
able prototype of the active site in the first reaction intermediate has been built
according to the two catalytic mechanisms, i.e. the generally accepted one and
the “ring flip”. Subsequently, the Loc.3 "1°N shieldings have been calculated for

all the His conformers obtained and the results compared to the experimental data
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relative to the inhibited complexes. Based on the tests performed to gauge the
dependence of the '*'>N shieldings upon the H-bond characteristics, and on the
margins of errors determined for the model chosen for the His residue, the calcu-
lations prove that the formation of the reaction intermediate involves a rotation of
the imidazolium ring in the catalytic His. Although the methodology’s margin of
error does not allow one to state with certainty if this rotation is partial or com-
plete, the calculations do provide compelling evidence for the flipped conformer
which shows the best agreement with the experimental results.

This thesis is organized as follows. The first part is dedicated to the theo-
retical background. The basis of time-independent and time-dependent DFT are
demonstrated, respectively, in Ch. 1 and 2. The content of these chapters has
been organized according to two of the most important and recent textbooks on
DFT.%7 Ch. 3 is devoted to the basics of the NMR theory and of its most widely
used implementations, such as CHF and UDFT. The fundamentals of SOS-DFPT
are shown in Sec. 3.3.1, while the Loc.3 approximation is introduced subsequently
in Sec. 3.3.2.

In the second part all the computational details are explained, from the de-
scription of the DFT program used throughout this study, to the choice of the pa-
rameters for each type of calculation (i.e. exchange-correlation functionals, basis
sets and type of grid).

The third and last part is dedicated to the presentation and discussion of the
results. Ch. 6 and Ch. 7 are dedicated to the benchmark tests of Loc.3, while Ch. 8
is dedicated to the study of the catalytic mechanism of serine protease. Finally,
conclusive remarks are presented in Ch. 9, together with some ideas for the future

development of this work.
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Theoretical Background



Chapter 1

Brief Introduction to

Density-Functional Theory

The probability density p(r), more commonly known as the “electron density”,
associated with a wave function W(x1,X5, - - ,Xn) of an N-electron system, is
defined as the integral over N spin coordinates and (N — 1) spatial coordinates of

the square of the wave function ¥,
olr) =N [+ | Wi xa o o) dondy b (L)

p(r) reflects the probability per unit volume dr of finding an electron of arbitrary
spin, while all the other (N — 1) electrons have arbitrary positions and spins. The
electron density’s fundamental characteristics follow directly from this interpre-
tation. p(r) is always positive and decays to zero at infinity with an asymptotic
behavior given by,

p(r) o exp [—Z{ZImm);r] (1.2)
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Figure 1.1: Electron density map from X-Ray diffraction of a protein side-chain
containing the phenylalanine residue. The numbers at the bottom represent three

different degrees of resolution. (Copyright 1997 Christophe Verlinde)

where In is the exact first ionization potential.” Furthermore, by integration

p(r) provides us with the number N of electrons of the system,
Jp(r}dr:N (1.3)

Unlike the wave function, the electron density is an observable. Electron den-
sity maps, such as the one shown in Fig. 1.1, are determined from X-Ray diffrac-
tion data and play a crucial role in molecular structure determination. The position
of the nuclei corresponds to a peak in the map. In fact, here, due to the positive

charge Z 5 of the nucleus, the electron density value reaches a maximum. At the
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same point the gradient of the electron density presents a discontinuity due to the
singularity of the nuclear-electron attraction term shown where r4 — 0. The cusp
condition is given by:
0 _ -
Ep(r;\)lm 0 =—2ZAp(0) (1.4)
where p indicates the electron density spherical average.

As indicated by the equations presented above, the electron density p(r) con-
tains essential information on the system, such as the number of electrons N and
the charge and the position of the nuclei. Its central role in defining all the proper-
ties of an electronic system has been delineated by Hohenberg and Kohn in their

ground-breaking paper.®

1.1 The Hohenberg-Kohn Theorems

The first Hohenberg-Kohn theorem recognizes that the electron density p(r) is
the only function required to derive all the information concerning an arbitrary
electron system. The same role was previously believed to be held exclusively by

the wave function ¥. Quoting directly from the original paper:?

“the external potential Vex(r) is (to within a constant) a unique func-
tional of p(r); since in turn Vex(r) fixes the Hamiltonian H we see

that the full many particle ground state is a unique functional of p(r).”

The proof of this theorem is extremely simple and is based on reductio ad ab-
surdum. From the electron density po(r), corresponding to the non-degenerate

ground state wave function ¥ of a generic N-electron system, we can derive the
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number of electrons N from Eq.(1.3). From Eq.(1.4) we can also determine the
nuclear charges Z 4 and their positions. Therefore,
VeulH) 5 Vol == 3 3 22 (15)
T A A
is uniquely defined. Note that the external potential V., may include other kinds
of potentials in addition to the nuclear-electron Coulomb attraction potential V().
The first Hohenberg-Kohn theorem’s proof starts with the antithetic assump-

tion that two external potentials, Ve, and V.

ext> correspond to the same ground-

state electron density po(r), although differing by more than a constant. V., and

V. fix two Hamiltonians, H and H'’ that differ only in the external potentials,
H=T+Vee+ Vet #T+ Vee + Vo, = H’ (1.6)

where T is the kinetic energy term and V., the electron-electron repulsion term. H
and H' are also associated with two different ground-state eigenfunctions, ¥, and

o> and therefore with two different ground-state energies, £, and E,. However,
these two states, defined by W and W;, with energies Eq and Ej, respectively, lead
to the same electron density po(r). We can apply the variational principle using

W}, as a trial function for H,
Eo = (Wo |H|Wo) < (W5 [HI W) (1.7)
Since H and H’ differ only in the external potentials we can write,
Eo < (W [H'|Wg) + (W [H — H'| W) (1.8)
which corresponds to,

Eo< E)+ j o) (Vexs — Vi) dr (1.9)
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If we used W, as a trial function for H' we would have obtained,
0< Eo+jpo{r1 (Vext = Vext) dr (1.10)
Adding Eq.(1.9) and (1.10) we obtain the contradiction,
Eo+ Ep < Ep+ Eo (1.11)

which shows the validity of the first Hohenberg-Kohn theorem. Therefore, the
ground-state electron density po(r) fixes unambigously the Hamiltonian of the
system, thus determining the ground-state energy, Eo. In other words, the ground-
state energy Eo is a functional of the ground-state electron density po(r). The

expression in terms of the different energy components is given by*,

Eo [pol = T [pol + Eee [po] + Eext [Pol (1.12)

T [pol is the kinetic energy functional, E.. [po] the electron-electron interaction
energy functional and E. [po] the external potential energy functional, which, in
the absence of external perturbation fields, is reduced to the Coulomb nucleus-

electron attraction energy,

Eext [Po) "™ Ene [po] = JVNe(r)Po(r)dr (L.13)

Vne(r) is defined by Eq.(1.5). T [pol and E.. [po] in Eq.(1.12) together define a

functional known as “Hohenberg-Kohn functional” Fyk [pol,

Frk [pol = T [pol + Eee [Pol (1.14)

*In terms of expectation value of the exact ground state wave function,

Eo [po] = (Yo T+ Vec ¥ Vext [Wo)

where the operators ?, Vcc and Vc,‘t represent, respectively, the kinetic energy of the electrons,

the electron-electron repulsion potential and the external potential
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valid for any number of electrons and any external potential.* The explicit form
of T [po] and E [po] is not known in a practical form. However, isolating the
classic Coulomb electron-electron repulsion energy component from E.. [po], we
can write Eq.(1.14) as,

Frx [oal = T [og] + H M"”‘“Z FEnaled  (L1S)
12

Enct [po] comprises all the non-classical contributions to the electron-electron in-
teraction, such as the self-interaction correction, the exchange and the correlation
contributions.

The Hohenberg-Kohn functional Fyk [po| plays a crucial role in DFT. In fact,
if the explicit form of T [py] and E,.; [po] were known, we could determine the
ground-state energy of any system simply by inserting the ground-state density

po(r) into the energy functional,

Elpo] = [vNe:_r)po(rJdm Fr [0 (1.16)

Unfortunately an explicit practical form of T [py] and E [po] remains unknown
and still represents a very active area of research (see Sec. 1.3).

The statement that the energy functional E [p] assumes a minimum value when
the arbitrary density p(r) corresponds to the correct ground-state electron density

Po(r) is the heart of the second Hohenberg-Kohn theorem:®

(13

.. E[p] assumes its minimum value for the correct po(r), if the ad-

missible functions are restricted by the condition

N o] = j po(r)dr =N ”
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The proof of this theorem relies on the variational principle. In particular, we
have seen from the first Hohenberg-Kohn theorem that the electron density p(r)

corresponds to the external potential V,.(r), hence,
plr) = Veu(r) = A=V (1.17)

W can be used as trial function for the Hamiltonian H generated by the true exter-

nal potential Ve, (r),
(WIHW) =T[p] + Ve [p] +j5{r}vmdr;E[ﬁ] (1.18)
E [p] represents an upper bound of the true ground state energy,
E[p] > Eo[pol = (Wo H| W) (1.19)

thus proving the hypothesis.

Now, the first Hohenberg-Kohn theorem demonstrates the existence of a one-
to-one mapping between the ground-state electron density py(r) and the external
potential Vey:(r), and hence also between the ground-state electron density py(r)
and the ground-state wave function W,. Furthermore, the second Hohenberg-Kohn
theorem states that the ground-state energy Ej is a functional of the ground-state
electron density po(r) and that it can be obtained through a variational scheme.

One problem arising at this point is that, while the ground-state density can be
easily obtained from the ground-state wave function by integration [see Eq.(1.1)],
the opposite is clearly not true. In fact, from the same electron density we can
derive an infinite number of different wave functions. The methodology that al-
lows us to “search” among the different wave functions for the ground-state wave

function is the subject of the following section.
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1.1.1 The Levy Constrained Search
The issue of adapting the variational principle,
Eo = Em]\} (WIT+ Vee + Vel V) (1.20)

to DFT has been investigated by Levy,”!? by Lieb'' and by Levy and Perdew.'2
The resulting approach is known as the “Levy constrained search” and consists of
two main steps. In the first step the electron density p(r) is chosen and a search
for the energy minimum is conducted over all the wave functions Y that give p(r)
by quadrature,

Eonin = T"Iylig (W[T + Vee + Vnel V) (1.21)
In the second step the search is extended to all the electron densities p(r) which
integrate to the number of electrons of the system, i.e. to all the N-representable

electron densities (p(r) € p(r)),

Eop = min [min (WIT 4+ Vee + Vel ‘1’}} (1.22)
p—=N | W—ip

Since the external potential is fixed by the electron density, it can be excluded

from the first step of the search,
Ep = min [min (WIT + Ve ¥) + J p[r]VNe[r]dr] (1.23)
p— N Wy o
Hence, in analogy with Eq.(1.14) we can define a universal functional of the type,
Rlpl = 1\1y1in (WIT + Vel ¥) (1.24)
aiip

which corresponds to the Hohenberg-Kohn functional Fy [po] exclusively when
the electron density p corresponds to the ground-state electron density py. In terms

of the universal functional F [p] Eq.(1.23) becomes,

Eo = 21}11\]1 [F [p] + J p(r)VNe{r)dr] (1.25)
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which represents the DFT counterpart of the variational principle in Eq.(1.20).
Unfortunately, the implementation of the Levy constrained search in any prac-
tical approach is impossible because of two main obstacles. The first is related
to the fact that for a given electron density p(r) the lowest energy is determined
upon a search over all of the wave functions that give p(r) by quadrature. Within
a finite basis set this implies a full configuration-interaction (CI) calculation con-
strained to give a particular density, plus a scan density. This approach becomes
simply impossible for a complete basis set. The second problem is represented by
the explicit form of the universal functional F[p]. The legitimacy of the Levy con-
strained search is bound to the use of the exact expression for F[p]. As it has been
underlined, this exact expression is known but impractical, hence it is important

to find a suitable approximation for F[p].

1.2 The Kohn-Sham Approach

In the second historic paper for the beginning of DFT, Kohn and Sham'? revealed
a simple way to circumvent the problems created by the infinite number of wave
functions obtainable from the electron density po and from the unknown form of
the universal functional Fp].

The strategy is based on the idea that the N-electron system can be described
by a set of exact equations for N non-interacting electrons. These N one-electron

equations are known as “Kohn-Sham” (KS) equations,

[— %Vf + Veff“‘)] Yy = ey (1.26)

1; are the lowest eigenstates, with relative eigenvalues €;, which build the ground-

state wave function ¥ = (N!)~"2 (11, --- 1) and are referred to as KS or-
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bitals. The KS orbitals are determined under the constraint that the corresponding
wave function ¥ gives by quadrature the exact ground-state electron density of the

system of N fully interacting particles,

N
polr) =) 3 ilr, o) (1.27)

In order to accomplish this objective the one-electron potential V¢ is constructed

as,

VerdlE = VeaelE) 4 J Plra) 4y Vi) (1.28)

2

where the external potential V,,; includes the nucleus-electron attraction and may
also include the interaction with other external fields. The major innovation of the
KS approach is related to the introduction of the term V., known as the exchange-

correlation potential,

_0(Tlp] = Tslpl) . 0 (Eeelp] —Jlp])

Vasie) = op(r) dp(r)
aTC[p] aEncl[p]
op(r) op(r)

V.. includes the correlation contribution to the kinetic energy Tc[p], arising from

(1.29)

treating the fully interacting system within a non-interacting framework. More-
over, V. also takes into account the non-classical portion of the electron-electron
interaction energy with the term E,.[p], which is analogous to the one encoun-
tered in the definition of the Hohenberg-Kohn functional Fryk[po] [see Eq.(1.15)].

The great advantage of the KS approach resides in the separation of the kinetic

energy term in two. The first and largest contribution,

N
Ts[p] = Z <1~b1

i

152
_fvi

1l)i> (1.30)
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is exact for N non-interacting electrons. The exact expression for the kinetic con-
tribution to the E,., Tc[p], is unknown and very few studies have been done on
the determination of its exact value. It appears, however, that the Tc[p] represents
only a small fraction of the total kinetic energy T[p).'*'® Earlier DFT based mod-
els, such as the “Thomas-Fermi” approach,'®?’ were based on the approximation
of the kinetic energy functional for the fully interacting system T[p], which results
in significant inaccuracy of the results.

The ensemble of Eq.(1.26), (1.28) and (1.29) indicates that the KS methodol-
ogy is formally exact since for its derivation no approximations have been used.
This implies that if the correct expression for the exchange-correlation potential
Vicpl were known, the KS approach would lead directly to the exact density and

to the exact energy.

1.3 Approximate Exchange-Correlation Functionals

Needless to say, the drawback of the KS method is precisely that a practical exact
form of the exchange-correlation energy functional E.[p] still represents the holy
grail for most researchers involved in DFT. Furthermore, the obscurity enclosing
the exact E,.[p] makes impossible a systematic approach for generating improved
approximations.

The path usually followed in the pursuit of the best approximate exchange cor-
relation functional is dictated by two main constraints. The first entails a direct
validation through standard testing procedure, such as the “Gaussian-n" method

21,2

introduced by Pople and coworkers.?'?* In particular, the G12"'22 and G2% data-

bases are based on the calculation of thermochemical data. The second constraint,
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although less stringent, is represented by the reproduction of the physical charac-

teristics of what is known as the “exchange-correlation hole” h,.(x;, x2).

1.3.1 The Exchange-Correlation Hole

In order to comprehend thoroughly the significance of the exchange-correlation

hole, this digression will start with the introduction of the pair density,

N(N-1)
2

normalized to the number of distinct pairs of electrons. In analogy to the proba-

pa(x1, %2) = J---J!\m,xz,---,xNudes---de (131)

bilistic interpretation of the electron density, the pair density p,(x, X) represents
the probability of finding two electrons with arbitrary spins ¢; and ¢, within two
volume elements dr; and dr».

For charged fermions, such as electrons, the probability of finding one of two
electrons is highly dependent on the position of the other, in other words their
motion is correlated. In fact, the nature of fermions hinders the approach of two
electrons with the same spin, while the fact that they are also charged particles
implies that they repel each other through a Coulomb-type potential. The former
type of non-classical interaction is defined as “exchange” or “Fermi” correlation,
while the latter is known as “Coulomb” correlation or simply as electron corre-
lation. The effect of these two types of correlation can be expressed through the

pair density defined as,
1
Pa(x1,%2) = EP{X1)P(X2) (1 + f(x1,x2)] (1.32)

where f(x1,x;) is known as a “pair correlation function” and incorporates the
effects of Fermi and Coulomb correlation in the interaction between the two elec-

trons. When f(x;,X>) is set to zero, Eq.(1.32) reflects a completely uncorrelated
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motion for the two electrons. In addition, it is important to mention that in the lat-
ter case Eq.(1.32) would also incorporate an unphysical self-interaction due to the
fact that the electron densities p(x;) and p(x;) are each normalized to the number
of electrons N.

The pair correlation function f(x, x;) satisfies the fundamental relation,

JP(Xz)f(Xth)dXz =1 (1.33)

known as the “sum rule”. The interpretation of this relation becomes more clear

when related to the function,
hye(X1,%2) = p(x2)f(x1,X2) (1.34)

which represents the “exchange-correlation hole”. The term “hole” function is
intended to represent metaphorically the depletion of electron density at x, due to
the non-classical electron-electron interactions. When Eq.(1.33) is expressed in

terms of an exchange-correlation hole,

Jhxc{xlyXZ}dXZ =—1 (1.35)

we understand that the exchange-correlation hole integrates exactly to minus the
unit charge. The sum rule is only one of the physical characteristics of the hole
function which should also be satisfied by an approximate exchange-correlation
functional.

The total exchange-correlation hole h,.(x1, X2) may be considered as the sum

of the hole functions,
hae(X1,X2) = h (X9, X2) + it (x1,X2) + hl (x5, %2) + hel(xq,x2)  (1.36)

which represent the contribution of the Fermi (7T and ||) and of the Coulomb

correlation (T] and |T). Although only the total hole has a real physical meaning,
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this separation is useful in order to identify and reproduce the specific characteris-
tics of the total hole function, which is the objective in modeling all approximated
exchange-correlation functionals. In particular, only to outline some of the fun-
damental characteristics, the Fermi hole represents the largest contribution to the

total hole. As the total hole integrates to minus the unit charge,
Jhx{x1,x2)dx2:—1 (1.37)
and it is negative everywhere,
h,(x1,x2) <0 (1.38)
Whereas, according to Eq.(1.35), the Coulomb hole satisfies the relation,
[ et xajaxs =0 (139

and its shape is determined by the fact that it is generated by the Coulomb "1_2]
interaction. Hence, it presents a cusp at x; and it is negative in proximity of x;,
but, in accord with Eq.(1.39), is positive elsewhere.

A more detailed description of the exchange-correlation hole would be outside
the purpose of this work. For a comprehensive review the articles by Perdew and

Burke?® and by Adamo and coworkers?® are suggested.

1.3.2 The Adiabatic Connection

According to Eq.(1.29), the exchange-correlation potential is made up not only by
the non-classical electron-electron interaction potential V,, 1, but also by another
contribution coming from the difference between the kinetic energy potential of
the fully interacting system T[p] and the kinetic energy potential of the KS non-

interacting system T[p]. In order to determine the best possible approximation for
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the exact exchange-correlation functional, the kinetic energy contribution has to
be included. The exchange-correlation hole function h,. as such does not contain
any information about the kinetic energy, which, in fact, is not a quantity related
to the pair density.
A simple way to account for both the kinetic energy contribution and the non-
classical component of the electron-electron interaction energy is given by the
2

“adiabatic connection”.*”* In accord with Eq.(1.29), the exchange-correlation

functional can be expressed as,

Exclpl = (Tlp] — Tslp]) + (Eeelp] — Jipl) (1.40)

It is also possible to imagine that the variation between a non-interacting system
to a fully-interacting system takes place progressively. In analogy with the ther-
modynamic concept of an adiabatic process, we could imagine that the transfor-
mation takes place through an adiabatic path. Within this scenario, the universal
functional in Eq.(1.24) can be expressed in terms of a coupling strength parameter

A varying from O to 1,
Falp] = TJ’LU;)L (WIT + AV V) (1.41)
When A = 1, Eq.(1.41) reflects the picture of a fully interacting system,
Filp] = Tlpl + Eeelp] (1.42)
while for A = 0 we have a non-interacting system,
Folol = Tslpl (1.43)

In agreement with Eq.(1.40), (1.41) and (1.42), we can define,

1
Eclol = | Z2%an— 1l (144
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From Eq.(1.41), we obtain,

OFalpl
oA

= T\Lﬁn (¥ [Veel ¥) (1.45)
=P
Hence, we can express Eq.(1.44) in terms of the pair density,
. p2(x1,x
Exclp] ZJJ—pZ[; Z)dl‘]drz— IIpI (1.46)
12

with p2(x1, Xz) defined as the coupling-strength averaged pair density,

1

P2(x1,x2) :J P2(x1,x2)dA (1.47)
0

In agreement with Eq.(1.32) and (1.34), E,.[p] can be expressed by,
1” p(x1)hxe(x1, X2)

2 riz

Exclp] = drqdr; (1.48)

where h,.(x1, X2) is the coupling-strength integrated exchange-correlation hole,

1
Fscl1,%2) = | lxr, 2000 (149)
0
The integration process in Eq.(1.49) is responsible for the transfer of the kinetic

energy component information into the exchange-correlation hole function.

1.3.3 The Local Density Approximation

One of the guidelines to follow in order to obtain a good approximation for
the exchange-correlation functional E,.[p] is that the model exchange-correlation
hole should mimic as closely as possible the physical characteristics of the coupling-
strength integrated hole h,., rather than of h,.. The key of the success of the

“local density approximation” (LDA) for E,.[p] lies primarily in that.
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The LDA, or “local spin-density approximation” (LSD) in the unrestricted
case, represents the foundation of all modern approximate exchange-correlation

functionals,

E%”mlszunmmunm- (1.50)
Ekf”[pa,paJ==_[p(r)exc(p“(r),pﬂ(r))dr (151)

It is, in fact, the only functional for which a nearly exact explicit form is known.
The approximate E,.[p] is based on a uniform electron gas model, where the term
€xc(p(r)) represents the exchange-correlation energy per particle of the uniform
electron gas of density p(r). The e..(p(r)) can be considered as the sum of ex-

change and correlation energy contributions,

€xc(p(r)) = ex(p(r)) + ec(p(r)) (1.52)

The exchange only term, commonly refered to as “Slater exchange” (S), is known

s 3(3p(r)\?
e;(p(r)) = 4( — ) (1.53)

while there is not such an exact expression for the correlation contribution . (p(r)).

exactly,3»33

Two of the most successful approximations for this term have been obtained by
Vosko, Wilk and Nusair.*® The first is based on the random phase approximation
(RPA) and the second on an interpolation scheme of the highly accurate results of
a uniform electron gas quantum Monte Carlo simulation by Ceperley and Alder.?’

The idea behind the LDA is that the exchange-correlation energy of a uniform
electron gas of density p(r) at the position r represents a good approximation

for the exchange-correlation energy of a real system with electron density p(r) at
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position r. Although, the integration over all r in Eq.(1.50) reproduces the situa-
tion better for a system with slowly varying density, such as simple metals, than
the highly anisotropic density of atoms and molecules. Hence, in the assessment
of the potentials of the LDA against the reference experimental values for atom-
ization energies, an average deviation of 35.7 kcalmol ™' has been determined.3®
This result represents a considerable improvement if compared to the HF model,
which in the same test scores a disappointing 85.9 kcalmol ', however, with re-
gard to bond energies, we are still very far from an acceptable level of chemical

accuracy 1.

1.3.4 The Generalized Gradient Approximation

In order to correct the erroneous behavior of the LDA, it has been found that the
expression for E,.[p] needs to include some information on the homogeneity of
the electron density in the system. Several different functionals containing the
gradient of the electron density Vp(r) as a homogeneity parameter have been
developed. The explicit form of these functionals derives from the specific con-
straints imposed on the gradient expansion with the purpose of making the model
hole function reflect the physical caracteristics of the correct exchange-correlation
hole h. All of these functionals come from a model known as the “generalized
gradient approximation” (GGA) and can be collectively indicated by the expres-
sion,

Ee Ao, Vol = jffp;Vpldr (1.54)

T According to the G2 method, chemical accuracy is defined as an average absolute error of 4

0.1 eV or+ 2 kecal mol ™!



O

1.3 Approximate Exchange-Correlation Functionals 57

Usually, exchange and correlation contributions are considered and developed
separately,

ESSA(p; Vp] = ES®Ap; Vil + ESCA[p; Vo] (1.55)

Once the origin of the LDA problems was identified in the exchange energy

term,%*

particular attention has been focused on the developement of the ex-

change only component,

373\ ,
ESCAp; Vol = —= (’7{) JF(s(r))p4'3{r]dr (1.56)
where F is a function of the “reduced density gradient” s,
_ |Vop(r)|

It is important to note that if the value s = 0 (F(s) = 1), corresponding to the ho-
mogeneous electron gas model, is inserted in Eq.(1.56), we obtain the expression
for the Slater exchange.

Within the GGA framework, numerous different types of expressions for F(s)
have been developed®® and, among the corresponding exchange functionals, I
would like to mention the work of Becke for the B88 (or B),* of Perdew*® and
of Burke and coworkers for the PW91,*” of Hamprecht and coworkers for the
HCTH,*® of Becke for the B86,* of Perdew and Yue for the PW86% and finally
the work of Perdew and coworkers for the PBE.>!

As for the correlation component ESGA, various approximations are also avail-
able and among them the most successful have been the correlation counterpart
of the PW86 exchange, named P86,%? the correlation counterpart of the PW91
exchange® and the LYP correlation component from Lee and coworkers.

The gradient corrected exchange-correlation functional represents a very sig-

nificant improvement over the LDA and the major cause of this is the correction
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of the exchange-only component. In the determination of the atomization ener-
gies, the exchange-only B88 functional in combination with the VWN correlation
component lowers the average absolute deviation to 4.4 kcal mol~', from 35.7
kcal mol™' calculated for SVWN.3® However, the effect of the introduction of a
correlation term ECGGA is rather modest. In fact, the average absolute deviation de-
termined for a “pure” GGA functional, such as BLYP, in the atomization energies

test is 5.6 kcal mol .38

1.3.5 Hybrid Functionals

The key to improving the performance of the approximate exchange-correlation
functionals lies mainly in the determination of a suitable exchange-only compo-
nent. It is known that within the HF framework, the exchange term can be com-

puted exactly as,

Efell=—3 Y Y [ [xioxxatxrxsstxai oraldnds,
o=af i
(1.58)

where X, are the HF spin orbitals. In principle the exact exchange E&*a°t[p],
calculated according to Eq.(1.58) but with the KS spin orbitals 1; . instead, could
take the place of the approximate exchange only term in the approximate exchange-
correlation functional E,[p]. However, this approach does not work for molecular
systems simply because the non-local nature of the exact exchange combined with
a local correlation hole fails to reproduce the characteristics of the correct h,..

A good compromise is represented by the inclusion of only an opportune frac-

tion of the exact exchange.’*>® This approach finds its theoretical justification in

the adiabatic connection discussed in Sec. 1.3.2. Accordingly, we have seen that
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E.c[p] can be expressed as,

1
Exclp] -—J EXpldA (1.59)
0

where A was the coupling strength parameter. For A = 1 the electron system is
fully interacting through the Coulomb potential V... However, for A = 0 no inter-
action is included and the electrons are treated as non-charged fermions. Hence,
only the exact exchange term is included.

In the hypothesis that E7,, is a linear function of the parameter A, a straight-

forward solution is given by,

1 1
Exclpl = 5EZ[o] + EE,EE"[p] (1.60)

This approach is known as “half-and-half” (HH) and its performance against the
G2 thermochemical databank is comparable to that of the GGA functionals. Even
better results are obtained by adding more flexibility through the introduction of

fitting parameters,>®
ESPW — ERP + a (B9t — EFP) + bAER + cAEPW! (1.61)

This functional, known as B3PW91, reduces the average absolute deviation against
G2 thermochemical reference data to a level near the order of chemical accuracy
(2-3 kcal mol™).

However, an even lower average absolute deviation®’ is obtained with the
B3LYP “combination” introduced by Stevens and coworkers.’® In fact, it turns
out that this functional is now one of the most successful functionals in use.>’
B3LYP is analogous to B3PW91 but instead of the EPY?" it uses the LYP correla-

tion component,

ERVP = ESP 4+ a (B9 — EFP) + BAER + ¢ (ELP—ENSP)  (1.62)
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The values of the a, b and ¢ coefficients, derived for EB3P"! and used also in
EBSLYP are obtained by least squares fitting to the G1 thermochemical data. a
represents the fraction of the uniform electron gas exchange to be replaced with
the exact exchange and is set to 0.20, while, b = 0.72 and ¢ = 0.81 fix the portion
of B88 exchange and PW91, or LYP, correlation respectively.

The incorporation into the hybrid functionals of the aforementioned adjustable
parameters, has allowed the developement of some ad hoc functionals. Notewor-
thy, the B3LYPZZ} and the B96234, which include only 5% and 4% of the exact
exchange respectively, developed specifically for NMR shielding calculations.®°

The inclusion of 20 to 25% of exact exchange has been evaluated as appropri-
ate on the basis of a theoretical justification in the works by Perdew and cowork-

ers,’’ by Ernzerhof,? and by Emzerhof and coworkers,* which introduced the

parameter-free PBEO* hybrid functional,
EFPE0 = EFBE 4 0.25 (EZ*ect — EFBE) (1.63)

This functional shows very good results in the calculation of a broad set of prop-

63-65

erties and it is particularly accurate in determining NMR shielding parame-

ters.56-67

1.3.6 Meta-GGA Functionals

The effort to ameliorate the performance of the GGA functionals takes a different
path in the developement of the functionals based on the “meta-generalized gra-
dient approximation” or meta-GGAs.%7* Within the meta-GGA framework, the

exchange-correlation energy functional includes information also on the kinetic

*Also known as PBEIPBE
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energy density of the KS orbitals,

Nocc

1 2
=3 Z Vi | (1.64)
besides the dependence on the gradient of the density already considered in GGAs.
The E*SGA term can be written in the general spin restricted case as,

1/3
ETGGA[p] L _2 (%) jf{p,VpIT]pQB(r}dr (1.65)

The dependence on the kinetic energy density T is also an ingredient of the cor-
relation energy,® hence an expression analogous to Eq.(1.65) can be written for
EMGEA[p] as well. Among the available meta-GGA correlation energy function-
als, I would like to highlight the LAP functionals’>®" and specifically LAP1,75:76
LAP3" and 71.%

The addition of the dependence on the Laplacian of the density ameliorates
considerably the accuracy; for instance, the average absolute deviation in the G2
test is lowered to 3.6 kcal mol ™ for the meta-GGA from Perdew and coworkers’®
compared to 7.85 kcal mol ™' of the PBE GGA. However, the shortcoming of the
meta-GGA approach compared to the hybrid functional scheme, is that the cal-
culation of the kinetic energy dependence of the exchange-correlation functional

makes the SCF procedure computationally more demanding,

1.3.7 Optimized Effective Potential

Another strategy developed in order to introduce the exact-exchange energy func-
tional ES*?°* in the KS equation is represented by the “optimized effective po-

tential” (OEP) approach.8''#> The OEPs V9, where ¢ = «, B, are defined as
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spin-polarized potentials which minimize the total energy expression,
B = X fuo (43, W) + [ Veulr)pO(riar+
1” p%(r1)p%(ry)

2 ro

12
=¥

dridr, + B WY (1.66)
(where: p(r) = Zfi,clpgfa(r) ga(r)) (1.67)

by determining the optimized eigenfunctions tl)gc. The minimization condition is

expressed by,

0
OBt _ ZJ OF o1 all)"""(r,}dr' + const. =0 (1.68)

aValr) <] 32, (r) aVe(r)

i,0

where the optimized orbitals ? _ are the eigenfunctions of,
1
[—zvz - Vg(r)] 0o(r) = €d 0, (r) (1.69)

In the exchange-only case,

Po(l‘zl
ry

VO(E) = Vo (r) + J dry +V2,(r) (1.70)

Substituting the expression in Eq.(1.66) for the total energy into the minimiza-

tion condition in Eq.(1.68), we obtain,

aEtOt = __]_ 2.1.0% [t 2L 7 / . / 023 -
W = f1,a{ ZV i.o‘(r ) 1 [vext(r ) + Veowlr') + Vl,c(r )] } i,g(rl) .
fio [€05— Vaa(F) + vio(r)] W&o (r) (1.71)
where,
HF
Vio(r) = ] OF, (1.72)

froh®(r) 990 (r)
Moreover, still from Eq.(1.68),
0P, (r)

—he . =GO 0
oVo(r) Gio(F, 17 o(r) 86,0 (1.73)
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where G?‘U represents the Green’s function for non-interacting electrons moving
in the potential V(r). In view of the expressions given by Eq.(1.71) and (1.73),

the OEP equations are,
Zfi,cJ [VRslr') = vio(r)] x G2 (¢, k)% (X )4 (r)dr +¢c. =0 (1.74)

Since the exact analytical expression for the OEP V2_(r) is unknown, Eq.(1.74)
has to be solved numerically and therefore its application is limited to rather sim-
ple atomic systems.

An approximate analytical form for the OEP has been proposed by Krieger

and coworkers,®-84 namely the KLI-OEP,

Vo' (r) = Vi(r) + F:"’((:)) (VK —9;.0) (1.75)

where Vi, represents the Slater exchange potential,®* while VXL! and ¥; ; corre-

spond to the average values of V,'f}é and v; 4 respectively.

The KLI potential has been proven to reflect the most important characteristics
of the exact OEP® and is the most frequently implemented OEP based approach.
Nonetheless, even within the KLI framework, the nature of the equations entails a
considerable computational effort, restraining the applications to small molecular

systems.

1.3.8 Asymptotically Corrected Functionals

This class of functionals has been developed in order to reproduce correctly prop-
erties related to the description of excited states, for instance response properties

due to the introduction of an electromagnetic field perturbation.
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The description of the more diffuse Rydberg orbitals, as well as the energy of
the highest occupied molecular orbital (HOMO) €y, depends on the behavior of
the exchange-correlation potential in the region far from the nucleus, also known
as the asymptotic region or as the “large r” region.®®#” The exact exchange-

correlation potential has the asymptotic form, 3857

Vie(r) = —%+I+€!-t (1.76)
where I corresponds to the lowest ionization energy. Moreover, the exact exchange-
correlation potential follows Koopmans’ theorem (I = —ey,), hence in the asymp-
totic limit,

VR(r) = limVaelr) = lim — 1 =0 (1.7

The problem encountered in using approximate LDA and GGA functionals
arises from the fact that the asymptotic behavior of their corresponding potential
is much different than the one expressed by Eq.(1.77). They also vanish at infinity
but exponentially, hence too fast. The same cannot be said for the hybrid poten-
tial and for the OEP, in which the characteristics of the exact HF exchange are
respectively partially and fully respected.

As a result of the exponential decay, the LDA and GGA functionals lead to
a less attractive potential in the asymptotic region, hence to a wrong estimation
of the HOMO energy. In fact, —ey is significantly smaller than I for most of the
commonly used approximate functionals.?’

The accurate description of the low lying states depends instead mainly on an-
other property of the exact exchange-correlation potential, known as the “deriva-
tive discontinuity”.*® This property requires the correct exchange-correlation po-
tential 25 to “jump” discontinuously by the constant (I — A), where A corre-

aplr]
sponds to the electron affinity, as the number of electrons varies by an integer
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N.? LDAs and GGAs are defined as “derivative discontinuity free” functionals,
since the corresponding potentials are smooth with respect to the variation of the
number of electrons. Nonetheless, their corresponding charge density is still a
good estimate of the exact charge density since their potential parallels the exact
potential in the energetically significant regions.

A considerable problem in correcting the asymptotic behavior of the approxi-
mate functionals is represented by the fact that the modification of the asymptotic
behavior only leads to a deterioration of the energies of the low-lying states. The
reason is that an exchange-correlation potential not showing derivative disconti-
nuity cannot present the correct asymptotic behavior and at the same time give the
right energy.®” For example, the asymptotically corrected LB94 functional,®’ in
which the asymptotic behavior of the LDA has been corrected without taking into
account the derivative discontinuity, shows some problems in the determination
of excitation energies to the low-lying states and of other related properties®’-%2

The solution is attained by correcting the asymptotic behavior exclusively in
the asymptotic region, leaving the characteristics of the approximate potential un-
affected at distances closer to the nucleus. In the HCTH(AC)¥ functional, for
example, the potential generated by HCTH is preserved in energetically impor-
tant regions while it is corrected excusively in the asymptotic regions. Another
example is represented by the asymptotically corrected LDA (AC-LDA) devel-
oped by Casida and Salahub.’” In the AC-LDA the asymptotic behavior of the
LDA potential is corrected by a “shift and splice” approach, which consists in

shifting the VP towards the correct potential by a quantity given by,

Axc = e + 1330 (1.78)

only in the energetically significant regions. The term I524; represents the LDA
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ionization energy calculated with the ASCF approach®. In the asymptotic regions
the LDA is spliced onto the LB94 taking the switchover point where the two

potentials cross,
VASPA(r) = Max [VEPA(r) — A, VEB™(r)] (1.79)

The two functionals HCTH(AC) and AC-LDA have lead to considerable im-

provements in the determination of excited state energies and related proper-

ties.37-89

SDirect difference between the total energies of the N-electron system and of the (N — 1)-

electron system respectively.
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Chapter 2

The Time Domain

The topic addressed by this chapter is the extension of the concepts of time-
independent DFT, seen in Ch. 1, to the time domain. Time-dependent density-
functional theory (TDDFT)*7 represents a very efficient methodology to deal
with time-dependent systems. Its application has been found quite successful in
the determination of linear response properties, i.e. properties deriving from the
application of a small time-dependent perturbation.’®'®' Some examples of linear
response properties are given by polarizabilities, dielectric functions, excitation
energies and, as it will be shown in the forthcoming chapters, also NMR param-

agnetic shieldings.

2.1 The Time-Dependent Kohn-Sham Equations

The main advantage of TDDFT is that it allows one to deal with a time-dependent
fully interacting many-body problem in terms of a non-interacting particle sys-

tem. In fact, the solution of the complete time-dependent Schrodinger equation is
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computationally extremely expensive, hence the resulting wave function has been
determined only for very small systems.'%?

The formulation of the KS equations in the time domain requires the proof
that, for a given initial state, the time-dependent density p(r, t) is a unique func-
tional of the external potential ve.(r,t). This postulate represents exactly the
time-dependent counterpart of the first Hohenberg-Kohn theorem. The Runge-

103

Gross theorem'™ covers this function establishing a one-to-one mapping between

a time-dependent potential v(r, t) and the density p(r, t). It states,

“Two densities p(r,t) and p'(r,t) evolving from a common initial
state |®o) under the influence of two potentials v(r,t) and V'(r,t)
are always different provided that the potentials differ by more than a

purely time-dependent (x-independent) function,
v(r,t) #v'(r,t) + Ct)” @.1)

It can also be proven that the density p(r, t) of the fully interacting particle system
can be also reproduced, under some assumptions, by an external potential with the
characteristics of the KS potential V(r, t) in an initial state corresponding to a
Slater determinant Wy, constructed from the time-dependent KS orbitals {;(r, t),
rather than in an initial state corresponding to the exact unperturbed fully interact-
ing state @,.'™

Accordingly, the time-dependent KS equations are given by,

1
i—aa—t + EVZ — Vegelr, t) | Uy(r,t) =0 (2.2)

while the time-dependent density is obtained from the time-dependent KS orbitals
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by,
N

pr,t) = ) hy(r,t)? (2.3)

1

The KS potential Ve¢(r,t) in Eq.(2.2) can be expressed analogously to the time-

independent case as,

p(r,t)

1] dr’ + Vic(r, t) (2.4)

Veff{r»t) == vext(r)t} +j

although it cannot be defined as a functional derivative of the time-dependent
density, or in other words, there is no functional of the v-representable density
p(r,t) that has the KS potential as its derivative.

Nonetheless, it is possible to define a particular functional A[p], known as the

Keldysh action,'%'% for which,

Alp] = Alo] — Arclo] — 2

ty /
ZJ Jj—p{r’t}p(r't}dtdrdﬂ 2.5)

Yo r—r|

It is possible to recognize in A[p] the role of a time-dependent universal func-
tional, where A [p] represents the action functional for the non-interacting system,
and A, [p] corresponds to the exchange-correlation part,

0Axc
Vie(r, t) = do(r, 1) (2.6)

The explicit form of the exchange-correlation action is not known, however in
the limit of an external potential varying slowly in time, it is possible to estab-
lish a connection between time-independent exchange-correlation functionals and
exchange-correlation action,

1
Ave = J Exclpddt @7)
to

where p is the electron-density evaluated at the time t. The relation in Eq.(2.7)

is known as the “adiabatic approximation” and it is particularly useful in practical
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calculations due to the lack of independently developed approximate expressions

for Vyc(r,t). Accordingly, we can write,

A _ OE,.
Vielr,t) = 3p(r. 1)~ dpu(r) = Viel(r) (2.8)

Among all the available approximations for exchange-correlation potentials used
in time-dependent calculations, the most popular is the “adiabatic local density

approximation” (ALDA),!06:107
VP pl(r, t) = ViPAlp(r) 29)

where the LDA potential VLP? is described in detail in Sec.( 1.3.3).

2.2 Time-Dependent Linear Response Theory

As it has been mentioned at the beginning of this chapter, the most successful
applications of TDDFT have been in the linear response domain. The linear re-
sponse corresponds to the dynamical reaction of a system, originally in the ground
state @), to a small external perturbation 8vappi(r, w). The linear response of

the density can be given in the frequency domain by,
80(r1,0) = | RIpol(r1F2, )8Vapp (12, w)dry @.10)

where X is known as the “generalized susceptibility”, or as “exact density-density
response function”,
—+00

f([l‘]l‘z,w} - J x[nrz,t}e"‘”tdt (2.11)

—00
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X can be explicitly defined, following a second quantization notation, by the sum-

over-states (SOS) expression,'%®
(@0 ]a{ 0| ©1) (0 [al e @)
%(w) = lim Z{ ~ ’ -

n-+0+ w—(Ei—Eo) +m
<cpo cp0>}
(2.12)

1£0
where {®} represents a complete set of eigenstates, with corresponding eigenval-

aft a
aj_l.a]_’r

q>I> <cpI ‘é‘{mﬁw
w -+ (EI — Eo) + lT]

ues Ej, of the time-dependent fully interacting unperturbed Hamiltonian H and
where 1 is a positive infinitesimal. The definition for X(w) in Eq.(2.12) shows
that the poles of the exact response function correspond to the excitation energy
of the system.'®

SOS expressions can be also used in the definition of linear response proper-

ties, such as the dynamic polarizability &(w).*® In this particular case, the pertur-

bation, represented by the electric field E*,
dVappi(t) = ZE,(t) (2.13)
can induce a time-dependent dipole moment,
Sy(t) = me O (t —t')E(t)dt (2.14)
where ,, indicates the xz-component of the dynamic polarizability tensor. The

total dipole moment in the presence of an electric field perturbation can be ex-

pressed as,

Mx(t) = px+ Spglt) + - (2.15)

*Following the derivation scheme adopted by Casida,” for simplicity of notation, only the

(x,z) components will be considered.
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hence,
Spx(t)
xz(t) = 2.1
Xxz(t) 3E, (1) (2.16)

where 811,(t) represents the linear response of the dipole moment. According to

Eq.(2.10), dpu can be expressed, in the frequency domain, as,
Spy(w) = — J fo{n )%(rirz, w)z(ry)E.(w)drdr, (2.17)
Comparing Eq.(2.17) to Eq.(2.14), it follows that,
Oz (W) = ~iji(r1 JX(rir2, w)z(ry)dridr, (2.18)

From Eq.(2.12) it is possible to obtain the SOS expression for the dynamic polar-
izability,

2(E; — Eo) (Do [ @1) (@112 Do)
%)=} TE -

where the poles are represented by the excitation energies (E; — Ep).

(2.19)

2.2.1 Density-Functional Response Theory

The change in electron density dp(r;, w), determined for the fully interacting
system by a (small) perturbation is equal to the change in electron density associ-
ated with the corresponding non-interacting system. Accordingly, it is possible to

rewrite Eq.(2.10) in terms of a perturbation to the KS potential V.¢(r, w) as,
So(r1,) = [ xlpol(ries, )8 Ver(ra, w)dry (2.20)

where X stands for the generalized susceptibility for the non-interacting KS sys-

tem. In view of the definition of V¢ given in Eq.(2.4), we can write,
dVers(ry, w) =0Vappi(ry, w) + 8Vscr(ry, w) = (2.21)

dVappi(r, w) + J (rl +fxc(r1l'z.w]) dp(rz, w)dr;
12



@)

2.2 Time-Dependent Linear Response Theory 73

where 6Vscr represents the linear response of the SCF field to the applied pertur-
bation. In Eq.(2.21), the term f,, is known as the “exchange-correlation kernel”

and it is given by,
& Vie(ry, w)

fre(rirz, w) = 50(rz, w)

(2.22)

In the case of a non-interacting KS system, the SOS expression for the gener-
alized susceptibility is expressed in terms of KS orbitals {y;)-,

(r) 5 (r ) (r2)e(r2)

W — (€xr — €i1)

Xo(rit, @) = ¥ (e — fi) 25 223)

ikt,jlo

where €1); and fy ). are respectively the eigenvalues and occupation numbers!.

Accordingly, we can write the response of the density matrix 9P(w) as

b4

fie — fix

: =3 eff
OPie(w) Yy, e—— Ve (w)
f T fi'r a
T w— Te- ~ €xr) [évi"ipl(w) +8Vig (w) (2.24)
g T

The response of the density matrix is non-zero if fi; # fi.. In particular, if
fir < fir the corresponding terms of 6P(w) are defined as “particle hole” (ph)
elements, while the elements corresponding to fi > fi are defined as “hole
particle” (hp) elements.”

From the definition of the linear response of the SCF field, Eq.(2.21), we can
see that 6Vscr(w) depends on the response of the density matrix. The relation
between Vscr(w) and $P(w) can be expressed also through the coupling matrix
K as,

dVscrlw) = K{w)éP(w) (2.25)

tThe Latin characters i, k, j and 1 are used as indices for the radial part of the KS orbitals, while

the Greek characters o and T specify the spin
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The terms of the K matrix are determined as,

VS w)

1

B 5Pila(w)

In view of the definition given for §VS¢F(w), the latter expression can be written

Kikr,jlolw) (2.26)

also in a more explicit form as,
Kikejlolw) = [ll)iﬂb?a

[ [wictrpuatrn

u’l(fll)to'] +
0%A.c
dp(ry, w)op(ry, w)

Yiolr2 iy (r)drdr,  (227)

The first integral is simply an exchange integral, while the second involves the
second derivative of the exchange-correlation component of the Keldysh action, as
described in Eq.(2.6). Going back to Eq.(2.24), we can define the linear response

generic property in terms of the coupling matrix as,

w— (€55 — €16)
SVEP (w) =)~ [5T,a5i,j5k,1fl—’_cf_li - Kik'r,ilc:l bPjo(w)  (2.28)
ilo g o
According to the aforementioned definition of ph and Ap-elements of the response
of the density matrix 6P(w), we can separate Eq.(2.28) in two expressions, corre-

sponding respectively to the ph,
flu = f, o w t,e c }
SVEP (w) = Z |:6T,051,j6k.1—w_£ - Kik'r.ila] OPjio(w)—
= fio — fjo
f[a ‘J'\f, o
Z Kikr,1je0 Pyo(w) (2.29)
jlo
and to the Ap contribution,

fl o ;3fi o

w — (€15 — €; .
SV w) = Z [5T.a5i,j5k.1 fj(a 1_ o o) _ Kki-r,ljc:| SPyyolw)—

jlo
fle>fio

Z Kyirjio0Pjiol{ w) (2.30)

jlo
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Within the ALDA framework, and in general for all the local exchange-correlation

energy functionals E,.[p.], the K matrix is real when the KS orbitals are real and,
Kikr,jto = Kikrijo = Kiir,jo = Kkirjlo (2.31)

The same relation does not hold in case of hybrid functionals, due to the non-
local exchange contribution. This feature, as we will see shortly, complicates

considerably the solution of the equations since K shows in this case a significantly

reduced symmetry,
Kikzjio = Kiirjo but Kiejio # Kikeljo (2.32)

In a classic TDLDA approach, for instance, we can take advantage of the ex-
pression in Eq.(2.31) and combine the two equations for the pk and Ap-contributions

to the response property [see Eq.(2.29) and (2.30)] in one matrix equation,

Alw) Blw)| | 0 (6P(w})_ avawl(w)) -

Blw) Alw)| |0 —c|[ \or(w))  \ovi, ()
where,

€jr— €1t

Airiio(W) = 87,6010k 1——— — Kikrjiolw) (2.34)
f —fic

Bikrjio(w) = —Kikr jjo(w) (2.35)

050150
Cikejio{w) = —2=ti7kl (2.36)
fi'r = fl'r

2.3 Working Equations for Real and Imaginary Per-
turbations

The matrix equation in Eq.(2.33) represents the most general formulation of the

time-dependent linear response problem. In fact, up until now, we did not specify
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with what type of perturbation we are dealing with, or if the perturbation and the
corresponding response were real, as is the case of an electric field perturbation,
or if they were imaginary, as is the case of a magnetic field perturbation.

In this section, we will derive from Eq.(2.33) two slightly different equations
that apply respectively in the case of a generic real perturbation Vz(w) and in
the case of a generic imaginary perturbation §Vi(w).

In order to proceed to the identification of the real and imaginary part it is

necessary to carry out a matrix diagonalization on Eq.(2.33), which leads to,

Alw)+ B(w) 0 0 -1 Re 8P(w)
_w —
0 Alw)—B(w) -1 0 —ilm 8P(w)
Re 8V,
¢ 8Vappi(w) 2.37)
—ilm 8Vgppm(w)

Note that we have considered the occupation number fy., to be unitary, while f,

is zero, thus C = 1.

2.3.1 Linear Response from a Real Perturbation

In the case of a real perturbation 6 Vg(w) = Re 8Vqppi(w), while —iIm 8V gpp(w) =

0, hence,

Alw)+ B(w) w1 Re 6P(w) N SVi(w) 2.38)
wl Alw) — B(w)| \ —ilm 6P(w) 0 '

The corresponding system of equations is,

(A+B)(Re dP(w)) + w 1 (—ilm 0P(w)) = oVRr(w)
(2.39)

w 1(Re dP(w)) + (A —B) (—ilm oP(w)) =0



2.3 Working Equations for Real and Imaginary Perturbations 77

which can be solved by the elimination of the imaginary term (—ilm dP(w)),

leading to,
[{A-f—B)—wz] (A—B)'1] Re dP(w) = 6 Vr(w) (2.40)
which is equivalent to,
(A—B)"2[(A—B)2(A+B)(A-B)"*~w? 1] (A—B)"2x
Re dP(w) =bVR(w) (2.41)
For simplicity of notation, we can indicate,
S=(A—B) (2.42)

Combining Eq.(2.41) with Eq.(2.42), we obtain the expression for the real part of

the response of the density matrix,
Re 0P(w) = §"2 [Q(w) — w2 1] ' $V20V(w) 2.43)

where,

Q(w) =S"?(A+B)S"? (2.44)

In the specific case of an electric field perturbation [see Eq.(2.13)], the re-
sponse of the electric dipole is also real and, in terms of the linear response of the

density matrix, is given by,
dpy(w) = 2x'Re 6P(w) (2.45)
Substituting the expression for Re 0P{w) in Eq.(2.43), we obtain,

Spe(w) = 2x18"2 [Q(w) — w? 1] $V22E,(w) (2.46)
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Thus, according to the definition in Eq.(2.16), the dynamic polarizability is given
by,
(W) = 2x1SV2 [Q(w) — w? 1] 7' V2% (2.47)

The excitation energies, representing the poles of the dynamic polarizability,
as suggested by the SOS expression for o, in Eq.(2.19), are obtained by solving

the pseudo-eigenvalue equation,

Q(w)F = w?F (2.48)

2.3.2 Linear Response from an Imaginary Perturbation

The system of matrix-equations we have to solve in case of a generic imaginary

perturbation (8Vi(w) = —ilm §Vgppi(w)) is given by,

(A+B)(RedP(w))+ w1 (—ilméP(w)) =0
(2.49)

w 1(Re dP(w)) + (A —B) (—ilm dP(w)) = Vi w)

This time we will solve the system as a function of the imaginary response of the

density matrix instead of the real response, hence,
[(A—B)—w? (A+B)7] (—ilm 6P(w)) = 6Vi(w)  (250)
Following the same notation as we did in the previous case, we define the quantity,
S"=(A+B) (2.51)
and accordingly we can write,

(—ilm §P(w)) = $' 2 [Q(w) — w?1] ' 8" 25 Vy(w) (2.52)
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where,

Q'(w) =(A+B)"2(A—-B) (A +B)"? (2.53)

One example of a linear response property which could be described by Eq.(2.52)
is the NMR paramagnetic shielding component of the NMR shielding tensor .

In the exact theory, the NMR shielding constant for a nucleus N can be ex-
pressed by an SOS equation analogous to Eq.(2.19) shown for the dynamic polar-
izability. In fact, magnetic and electric perturbations are considered as equivalent

and the two properties are both described by the general expression,

alw) = (D, |OAB‘ ®o) +

{Z 2wiRe (@0 |0 4| ©1) (@4 O (Do>}

w? — w?

(2.54)
I

where a(w) is an arbitrary molecular property and where 6 AB» o) A and C)B are
respectively second and first-order perturbing operators. The difference between
the equation describing the dynamic polarizability and the NMR shielding con-
stant arises because of the different nature of the electric field (real) and magnetic
field (imaginary) perturbations.''? In particular, in the case of the dynamic polar-
izability we have that O3 = 0 and O o = Og = r yielding the SOS formulation
in Eq.(2.19). On the other hand, in order to derive the general formulation for
the NMR shielding tensor, it is sufficient for now to indicate simply 6 agas h!™

Oa as h! and O as h/0V ¢, According to this notation, we can separate the

'The operators h!""', h!7%) and h/°") will be defined, respectively, in Eq.(3.41) on page 94,
Eq.(3.36) on page 93, and Eq.(3.40) on page 94.



2.3 Working Equations for Real and Imaginary Perturbations 80

expression in Eq.(2.54) as,

0% = (0o |[h'"| @) (2.55)
2wiRe (Do [h19] @;) (@ [WOV| @
0"={Z Re (@, | wz[_;)é A L 0>} (2.56)
I

which correspond to the diamagnetic 09 and the paramagnetic o components to

the shielding tensor. In the static limit (w = 0), 6%, (N) is given by,

_ 2y Re (@ h‘°| (DI> (O [hd'| Do)

= 2.57)

I#0

which represents the magnetic field “counterpart” of the SOS expression in Eq.(2.19)
for the dynamic polarizability.

The SOS relation in Eq.(2.56) shows that the paramagnetic shielding also has
poles at the excitation energies. Hence, following the arguments used in the case
of the electric field perturbation, we could consider determining the excitation
energies from the pseudo-eigenvalue equation, comparable to Eq.(2.48), derived

from Eq.(2.52),

Q'(w)F = w?F (2.58)

However similar, the two pseudo-eigenvalue equations are not equivalent since
the real and imaginary responses of the density are not the same. Furthermore,
only the derivation of Eq.(2.48) is theoretically justified at this level. In order to
bring back the symmetry between magnetic and electric perturbations we have to

introduce an approximation, which will be the subject of the next section.
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2.3.3 The Tamm-Dancoff Approximation

In Sec. 2.2, it has been shown how the equation expressing the perturbing field
dVappi(w), Eq.(2.28), can be separated into two different equations giving the
ph-contribution [Eq.(2.29)] and the Ap-contribution [Eq.(2.30)] respectively. The
matrix-equation system in Eq.(2.33) has been obtained from the combination of
these two equations.

In order to simplify the TDDFT calculation, Hirata and Head-Gordon'!! im-
plemented an approximation known as the “Tamm-Dancoff approximation” (TDA),' 12
which consists in setting to zero the Ap-contribution to 0Vappt(w). This results in
the elimination of the B(w) matrix in Eq.(2.33), and in the consequent reduction
of the computational effort by a factor of approximately two. The good results
obtained with the TDDFT/TDA approach in the calculation of excitation ener-

'11.113 assure that the role of the B matrix is negligible.

gies
The matrix-equation system which is solved in the full TDDFT approach can
also be expressed by the following matrix notation, equivalent to the shorthand
form in Eq.(2.48)5,
A B| (X 1T 0] (X
=w (2.59)
B Al\Y 0 —1{\Y

and, within the TDA, when the matrix B is set to zero, it becomes,
AX = wX (2.60)

where the definition of the A matrix remains the one given in Eq.(2.34). Accord-

ingly, the expression for the dynamic polarizability becomes,

(W) = A2 [A? — w2 1] AV, 2.61)

SInEq. 248 F =S 1/2(X+Y)
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Moreover, if we consider the application of the TDA even in the case of a magnetic
field perturbation we obtain that the expression for the paramagnetic component

of the shielding tensor is given by,

o%(N) = -2 [n[9]' A2 [AZ2— w21] T AV (2.62)

The comparison of Eq.(2.61) to Eq.(2.62) shows how the TDA restores the lost
symmetry between the electric field and magnetic field perturbations. This con-
clusion respresents the physical basis for the calculation of o®,(N) through the
SOS-DFPT approach (see Sec. 3.3.1), and it is the first step toward the derivation

of the “Loc.3” approximation.
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Chapter 3

Theory of the NMR Shielding

Tensor

The NMR shielding tensor is a second-order molecular property and it can be
expressed as the static second derivative of the ground state energy with respect
to the magnetic field, B, and the nuclear magnetic moments, py,

o = lim —ﬂ (i) =x,4,z} (3.1)
Y uBi0 \ Opy ;0B e .

where K indicates the nuclei. In principle, if we knew the exact unperturbed
wave function Wy, we could carry out the calculation of this derivative through
the perturbation theory formalism. Accordingly, in the presence of a magnetic
field perturbation, the nonrelativistic electronic Hamiltonian contains only terms
linear and quadratic in the magnetic field strength B (see Sec. 3.1), therefore it

corresponds to the general form,

H = Ho + AVjo + 8Voy + A%V + 0%V + A8V, (3.2)
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where A and © are two perturbation parameters and V,, ., represent the perturbation

operators. The energy corresponding to the “mixed” perturbation V4 is given by,
B = (Wo V11| Wo) + (Wo [Vor| Wio) = (Wo Vil Wo) + (Wo Viol Wor)  (3.3)

Moreover, according to perturbation theory,

9%E aHy? (Yol 2 [¥n) (Wl T2 1W,)
E”‘aAae_<w 9106 > 2Z E —Eo 34

= (Yo Vi1 ¥o) + (Yo Vor! W1o)

Unfortunately, Eq.(3.4) does not hold in case W, and ., are not the exact eigen-
states of the unperturbed Hamiltonian H,.

The “mixed” derivative can be calculated numerically from the energy corre-
sponding to an approximate wave function ® of the Hamiltonian in Eq.(3.2) con-
structed for various values of the perturbation parameters A and 6. This approach
is known as “Finite Field” (FF) or “Finite Perturbation” (FP) theory.!'*''¢ The
FP approach is not usually recommended to treat magnetic field perturbations. In
addition to the accuracy problems encountered for numerical derivation, the SCF
calculation becomes rather complex since the operator describing the interaction
with the magnetic field is purely imaginary.'">!'” Only a few examples of the
application of FP based methodologies to magnetic field perturbations have been
reported in the literature.!'$-120
We can circumvent the problems brought in by the implementation of the FP

theory, if we consider that the use of Eq.(3.4) can be accepted if the approximate

wave function of the unperturbed state, @, is such that the Helmann-Feynman

oE oH,
For “ﬁ_@‘K

theorem holds,

<p> (3.5)
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(2
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L
Ho —> =( (3.6)

(D> :<(D oA

where Ho is the unperturbed Hamiltonian and A is the perturbation parameter.

The relation shown in Eq.(3.6) corresponds to the Brillouin condition,'?' hence
we can choose as approximate wave function @ a single Slater determinant, or any
other wave function that satisfies the Brillouin condition and calculate the “mixed”
derivative within the perturbation theory framework. This approach is known as
the “Stationary Perturbation Theory”.

In the case the chosen approximate wave function is a single Slater determi-
nant, we talk about the “coupled Hartree-Fock” (CHF) method,''*117122 gther-
wise, if a linear combination of Slater determinants is used, we refer to “coupled
multi-configurational SCF”,123-126

Later on in this chapter we will delineate the fundamentals of the CHF ap-
proach (see Sec. 3.2), however now we shall describe the structure of the elec-

tronic Hamiltonian in a magnetic field.

3.1 The Electronic Hamiltonian in a Magnetic Field

The effect of the introduction of a magnetic field, B, in an atomic or molecular
system represented by the electronic Hamiltonian, H, is best described by means
of the “minimal coupling”.""*"!S According to this principle, in the presence of a
magnetic field perturbation, the kinetic momentum operator, 7, replaces the mo-
mentum operator, p, in the kinetic energy operator, T, of the one-electron Hamil-
tonian,

=il g 1
T= L T(B) = zrrz (3.7)
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For a magnetic field, B, with vector, or magnetic, potential, A, the kinetic momen-

tum operator, 7t, can be defined as,
T=p+ %A (3.8)
where the magnetic field, B, is related to the magnetic potential, A, by,
B=VxA 3.9

The kinetic energy operator in the presence of a magnetic field is given by the
expansion of the term on the right in Eq.(3.7), which gives,
T(B) = lp"-+lA-p+LA2 (3.10)
2 c 2c?

In order to derive Eq.(3.10) the “Coulomb gauge” has been chosen as gauge origin
for the magnetic potential A (V- A = 0). This choice is by far the most frequently
used in non-relativistic calculations.''¢

Another term that appears in the electronic Hamiltonian in the presence of a
magnetic field perturbation is the term that describes the interaction between the
magnetic field, B, and the electron spin, s. The magnetic moment of the electron
is given by,

m = —gugs = —§ (3.11)

since the electron g-factor (g) is approximately equal to 2 and the Bohr magneton

(ug) 1s equal to,

eh 1
Hp = Tm. 2 (3.12)

Hence, the complete structure of the molecular, or atomic, electronic Hamil-

tonian in the presence of a magnetic field is given by,

H(B) = %;P%*%;Ai'm*‘z%z;A%“*VeeJFVNe_;mi'B (3.13)
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where A; is the vector potential at the position r; of the electron i. Still in
Eq.(3.13), Ve and V. represent the electron-electron repulsion and the electron-
nucleus attraction respectively and the last term on the right corresponds to the
interaction between the electron magnetic moments and the magnetic field.

According to Eq.(3.1) and (3.4), the NMR shielding tensor, oX, can be cal-
culated, under the condition expressed by Eq.(3.6), through double-perturbation
theory. The perturbation parameters are represented by the external magnetic
field, B, and by the nuclear magnetic moments, px. Hence, the perturbation oper-
ators, Vo1, Vip and V;, are obtained by differentiating the molecular Hamiltonian
respectively by the nuclear magnetic moments (Vo), the external magnetic field
(V10) and by both perturbations parameters (V;1). Therefore, we should also con-
sider the contribution to the electronic Hamiltonian in Eq.(3.13) from the magnetic
field, B*, generated by the nuclear magnetic moments pi. The total magnetic field
is given by,

B =B +B* (3.149)

Accordingly, the total magnetic potential is given by,

At = A + AM (3.15)

The magnetic potential A associated with the external magnetic field B is ex-
pressed by,

A:%Bx (r—Ro) (3.16)

where R indicates the position of the origin O of the vector potential, known
as the “gauge origin”. Moreover, the magnetic potential A* associated with the
magnetic field generated by the nuclear magnetic moments p is given by,
Mg x (r—Ry)

AM — e RP (3.17)
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where M is the number of nuclei in the system and Ry indicates the position of
the nucleus K. Now we can rewrite the electronic Hamiltonian in Eq.(3.13) in
terms of the two sources of magnetic field perturbation, B and B*, as,

1 1 1
H{B):ZZpiZ+EZ{Ai+A{‘]-pi+2—CZ~Z[Ai+A{‘]Z+
i i i

1

Vce+VNe—Zmi-B (3.18)

Apart from the interaction of the magnetic field with the electron spin, all of
the magnetic terms of the electronic Hamiltonian in Eq.(3.18) depend explicitly
on the magnetic potential A and not on the magnetic field B, hence H(B) is not
uniquely defined. In fact, from the observation of the definitions for A and A*,
we notice that, while A} has a preferential gauge origin at the position of the
nucleus K [see Eq.(3.17)], the choice of the gauge origin O for A is arbitrary [see
Eq.(3.16)]. Furthermore, according to Eq.(3.9), B is uniquely determined if A
is known, although the opposite is not true, since the magnetic field B is totally
independent of the choice of gauge origin, but A is not. This is the basis for what
is known as the “gauge origin problem” which will be the subject of the next

subsection.

3.1.1 The Gauge Origin Problem

The requirement, expressed in Eq.(3.9), is satisfied by any magnetic potential A

determined up to the gradient of an arbitrary scalar function &,
A'=A+grad§ (3.19)

In fact,

rotgrad { =V xVE=0 (3.20)
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The scalar function, &, is usually referred to as the “gauge function™.!!>!'6 The
magnetic potential A, associated with the magnetic field B, has been defined, suit-
ably with the choice of the “Coulomb gauge”, in Eq.(3.16). Therefore, according
to Eq.(3.19) and (3.20), the gauge function £ can be chosen as,

EZ%BX(RQ—R]'r (3.21)

which allows what is known as a “gauge transformation”.

Observables, such as the shielding constant, are dependent only on the mag-
netic field B and therefore they are completely independent of the choice of the
gauge origin. Hence, only the exact solution of the Schrédinger equation is also
gauge invariant. However, in the case of an approximate solution, unless a “natu-
ral” gauge origin can be identified such as the position of the nucleus in an atomic
calculation, it is necessary to introduce some adjustments.

The most common modification consists in adapting the orbital functions with
corrective phase factors. The approximate wave functions would then take up the
form,

bk (B,r) =exp [—z—ich (R—Ry) -r] bk (r) (3.22)

where j indicates the different orbital functions ¢ centered at the K-th nucleus.
The idea is to shift the gauge dependency from the true gauge origin R, to another
“common” gauge origin R as a function of which the Hamiltonian is defined. By
integration of this type of orbital functions, the dependency upon the arbitrarily
chosen gauge origin R will appear to disappear and consequently the approximate
solution of the Schrodinger equation will appear to be gauge independent.

If the orbital function ¢ in Eq.(3.22) corresponds to an atomic orbital (AO),

then the &)K.i are identified as “gauge-invariant atomic orbitals” (GIAOs), also



3.1 The Electronic Hamiltonian in a Magnetic Field 920

known as London atomic orbitals.'’~'? Within this framework, the true gauge
origin Ry for each GIAO &’K.i corresponds to the position of the nucleus K. The
only shortcoming of the use of GIAOs has been represented by the fact that the
calculation of integrals involving this type of functions was much more compli-
cated than for the original basis functions. However, new integration techniques
have been recently introduced and the aforementioned difficulties have been fi-
nally resolved.'?*!3!

As an alternative, the phase factors, of the type shown in Eq.(3.22), could
be joined to entities called “localized molecular orbitals” (LMOs),'3? instead of to
AOs. This is the idea behind the “individual gauge for localized orbitals” (IGLOs)
h.122,133,134

approac

the MOs,

The localization process involves a unitary transformation of

KoM= UM (3.23)
i

As a result, each MO becomes associated to something that often resembles a
particular bond or lone-pair of the molecule. At this point an optimal gauge origin
Ry is chosen for each LMO, usually corresponding to the centroid of charge of
the LMO, with respect to which r is measured. In analogy with Eq.(3.22) in the
GIAO approach, for the IGLO method we have,

by = e MO (3.24)
where ' is the phase-factor and A, is the gauge function,
1
A =— (R xB)- 3.25
k(r) % (R xB)-r ( )

The main difference between the GIAO and IGLO is that in the GIAO ap-

proach all the AOs, within each MO, have different phase-factors, while in the
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IGLO approach only different LMOs have different phase-factors. The IGLO
working equations will be shown within the sum-over-states density-functional
perturbation theory (SOS-DFPT) formalism in Sec. 3.3.1.

In conclusion, for completeness’ sake, I will just mention two approaches
that are less popular than GIAO and IGLO known as “localized orbital local ori-
gin” (LORG) and “second order LORG” (SOLO)."**"1>" These methodologies are
strikingly similar to the IGLO approach and the very subtle differences have been

analyzed in an article by Kutzelnigg.''>

3.2 The Coupled Hartree-Fock (CHF) Method

Now that we have derived the structure of the electronic Hamiltonian in a mag-
netic field we can proceed to the description of the “coupled Hartree-Fock” (CHF)
method, one of the most popular theories for the caiculation of the NMR shielding
tensor.

In the Hartree-Fock (HF) approximation the wave function is represented by
a single, variationally optimized, Slater determinant, ®"¥, of a set of occupied

one-electron spin-orbitals, (i.e.xi(x) = di(r)t(w)),

.
QM = (NI 77 [xixaxs - - - Xn) (3.26)

where N is the number of electrons of the system. The spin-orbitals x; are eigen-

functions of the Fock operator, f,

f=h+v”F:~%2—ZZM+[ZIH~ZKiJ (3.27)

r.
M M

where h is the one-electron core-hamiltonian operator, which includes the kinetic

energy operator and the nuclear attraction operator. The operator indicated with
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\)HF

is an effective one-electron potential operator called the “HF potential”.'?!
The operators J; and K; indicate respectively the “Coulomb operator” and the

“exchange operator”. The Coulomb operator,
Jilry) = JXI(XZ]I‘;—gXi(XZ}dl‘szZ (3.28)

represents the average local potential experienced at ry due to the presence of the

electron described by x;. The exchange operator,

Ki(r)xi(x1) = UXI{Kz}l‘ﬁ]X;flz}dl‘zdﬁz Xil(x1) (3.29)

does not have a “classical” interpretation. In fact, contrary to the Coulomb op-
erator, it is a non-local operator in the sense that it is not possible to identify a
simple potential K;(r;) uniquely defined at r; and the effect of K;(r;) can only be
expressed through its action on a spin orbital x;(x1)."?!

The HF equation is given by,

flxi) = eilxy) (3.30)

where the eigenvalues, €;, represent, within the restricted HF (RHF) framework,
the energies of the doubly-occupied orbitals.

According to the conclusions drawn at the beginning of the chapter, the ef-
fect of the introduction of a homogeneous magnetic field of strength B can be
accounted for by double perturbation theory. However, instead of expanding in
terms of powers of B, it is more convenient to multiply B by a parameter A and
express all the terms of the expansion in powers of A. At the end A can be elimi-
nated from the resulting equations due to a linear independence argument. Hence,

the Fock operator becomes,

f(B) = 'O 4+ iAf10) 4 A2(20) (3.31)
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where the unperturbed operator f, is the one defined in Eq.(3.27). We can also

expand the spin orbitals x; as,

xi(B) = x\¥ + g™ + A% 2 (3.32)
and the total energy E as,
E{B] = EﬂO? Ll iAE”Ol i AZEIZO] (333)

where E, is the total energy of the unperturbed state,
1
Eo= Z €= [} (T — Kyj) (3.34)

The operator f1q in Eq.(3.31) is linear in B and corresponds to,
£110) — Koo V{—l}(:)l (3.35)

The first order one-electron core-hamiltonian h!' can be expressed, according to

Eq.(3.13) and (3.16) by,

L 1
K10 — 5 B x (r—Ro)]-p= Z—CiB 1o (3.36)

where lp represents the angular momentum with centroid in the gauge origin Ro;
the factor i has been introduced in order to make all the operators in Eq.(3.31)
real.!!?

Also in Eq.(3.35), the operator v{j? ' represents the linear response of the HF
potential and is obtained by introducing the expansion for the spin orbital [Eq.(3.32)]
into the definition of both the Coulomb [Eq.(3.28)] and the exchange [Eq.(3.29)]

operators. While the first order correction for the Coulomb operator, ]g, is zero,
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the first order correction for the exchange operator is given by,
K!(n )xj(xq) = Ux:[m(Xz]rf;xj{xz)dxz] xilo;{x‘]_
UxI”m(Xer?z‘x;{xZ)dXz] X (x1) (3.37)

Now that all the terms of the first order correction to the Fock operator have
been described, we can introduce the HF equation, in terms of spatial orbitals ¢

(x(r,w) = d(r)o(w)), to be solved in the case of a magnetic field perturbation,

1

These equations are defined as “coupled” HF equations, since the perturbed HF
orbitals cb{w} are coupled with each other by the linear response of the HF poten-
F

tial viif. The d)][w' are uniquely determined under the requirement that the orbitals

form the basis of an orthonormal set for all values of the perturbation parameter

<¢[05

According to Eq.(3.1) and (3.4), the calculation of the shielding tensor o*

and that,

¢§‘°’> =0 (3.39)

requires the determination of a “mixed* perturbation energy term Eq;. Therefore
we have to define the first order perturbations due to the magnetic field generated
by the nuclear magnetic moments. Consistently with Eq.(3.17) and (3.18), we can

write,
xR
¢ |r—Rg?

Finally the “mixed” perturbation operator is given by,

hion — (3.40)

1 [Bx (r—Ro)] - [u x (r—Rg)]
hlnl ==Y K 341
2c? r— Ry G40
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and the expression obtained for the “mixed” perturbation energy E''"/, or shielding

tensor, is therefore given by,

B =2 {)ﬁ_ (@ M) —2 (@l [0 ¢£‘°‘)] (342)

The results obtained for the NMR shielding tensor with the CHF approach
can reach a fairly good level of accuracy in case of simple molecules with rather
localized electrons. A comprehensive review of CHF results, obtained within the
IGLO framework, has been presented by Kutzelnigg and coworkers.'?2

In case the molecular system under scrutiny presents delocalized bonds and
(or) nuclei with lone pairs, the inclusion of dynamical correlation effects be-
comes crucial. Among the higher correlated methods, for which an NMR shield-
ing calculation procedure has been developed, the most popular are definitely
the “coupled-cluster” (CC) theory,'3*'! in particular the “coupled-cluster sin-
gles and doubles augmented by a perturbative correction for triple excitations”
(CCSD(T)),'* and the Méller-Plesset (MP) theory.'40:141.143-145 A comprehensive
portrayal of the aforementioned methodologies, among others, is given in a review

article by Helgaker and coworkers.''®

3.3 From CHF to Uncoupled Density-Functional The-
ory (UDFT)

The DFT counterpart of the CHF equations [see Eq.(3.38)] is represented by,

1
[_z Z viz Y V[e?f} cb{llm S [him T.vgf?] ¢im _ €20I¢1[.‘|01 (3.43)
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where v.%; is the unperturbed KS effective potential and h'' is the first-order
perturbation operator, analogous to the one defined in Eq.(3.36). vL'f?’ represents
the linear response of the KS effective potential to the magnetic field perturbation.
A general expression for the linear response of the KS potential v.¢ to a small
time-dependent perturbation 6u (r; t) [see also Eq.(2.21) in Sec.( 2.2.1)] is given,

in terms of the associated Fourier components, by,

dp (r;w)
r—1r|

where 8p(r; w) is the density response and dv,.(r;w) the exchange-correlation

MVeps (rw) = du(r;w) +Jdr + vy (1 W) (3.44)

potential response.

In the case of a magnetic field perturbation, both the linear responses of the
electron density p''®(r) and of the local, or gradient-corrected, exchange-correlation
potentials vno; [p, Vp] vanish. Hence, in accordance with Eq.(3.44), the linear re-
sponse of the KS effective potential v:ff] in Eq.(3.43) also vanishes, leading to
what is referred to as the “uncoupled” DFT (UDFT) approach.'4¢-148

This major difference between DFT and HF, derives from the fact that the
features characterizing the commonly used local and gradient-corrected exchange-
correlation functionals are aimed to define the system in the absence of an external
magnetic field. However, in the presence of a magnetic field perturbation the
Hohenberg-Kohn theorem does not hold and the v, is not only dependent on
the electron density p(r) but also on the current density j(r) introduced by the
magnetic field B,

Exc [0(r)] 3 Eye [p(r), j(r)] (3.45)

The current density j(r) is defined as,

§(F) = Jor) + alr) = 2 [6°V — 6V7] + 1 p:r Alr) (3.46)
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where, j,(r) is known as the “paramagnetic current density” and jq(r) as the

“diamagnetic current density”.

The already challenging task of developing new and improved exchange-correlation

functionals for the unperturbed state appears to be much more involved in the case
of the presence a magnetic field perturbation. An attempt has been made within

the “current density functional theory” (CDFT) framework'4-'>! by Vignale and

coworkers,*? although their functional has been the object of rather strong crit-
icism."® Another current density dependent functional has been developed by
Becke.!$3

The aforementioned approaches are still far from routine application. Thus
the great majority of DFT calculations in the presence of a magnetic field per-
turbation are performed with exchange-correlation functionals developed for the
unperturbed state under the assumption that the contribution of the current density

can be considered as negligible,'°

Exc[p(r), j(r)] ~Exc [p(r)] (3.47)

Therefore, the general DFT-based framework on which the NMR shielding calcu-
lations are nowadays performed is the UDFT approach. The accuracy of the NMR
shielding parameters depends mainly on the particular exchange-correlation func-
tional adopted in the calculation.

Having set the first-order response of the KS potential to zero in Eq.(3.43), we

can rewrite the uncoupled KS (UKS) one-electron equations as,

(hfim - h{]m) i(r:B) = &' (r; B) (3.48)

(10)
i

where h,[m is the unperturbed one-electron hamiltonian, while h; ™' is the first-

order perturbation operator, given in Eq.(3.36). The wave function in the presence



3.3 From CHF to Uncoupled Density-Functional Theory (UDFT) 98

of the magnetic field ¢; (r; B) can be expressed as,

i (r;B) = ¢ (r) + iBo,'"” (r; B)
= (N +iBY Cudy (r) (349
b

where the coefficients Cy; represent the first-order orbital changes. Unlike the
CHF equations, the UKS equations, with local or gradient-corrected exchange-
correlation functionals, do not need to be solved iteratively. The solutions are of

the form,
<¢L0: ‘h”m‘ ¢ii}|>

€p— €4

bi —

(3.50)

where the denominator represents the difference between the energies of the un-
perturbed KS virtual, €y, and occupied, €;, orbitals.

According to double-perturbation theory, the nuclear shielding tensor can be
expressed by Eq.(3.42). Hence, if we subsitute the solutions obtained form the
UKS equations into Eq.(3.42), we obtain,

N
ox=2) (" ] %) -
4i i <¢§0) |h10] ¢L0]> <¢L0) [hoo)| ¢;0.1>

i b=N+1

3.51
e e, (3.31)

The UDFT methodology has been implemented in numerous codes and nearly
all of the successful exhange-correlation functional for the unperturbed state have
been tested for NMR properties. Particularly remarkable results have been ob-
tained with the GGA functionals, as HCTH,*® and with the hybrid-functionals,
PBEO,%-¢” B3LYP*® and B3LYP%%, ,'* where the 0.05 stands for the value of the

exact-exchange coefficient.
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Generally, the GGA functionals outperform the hybrid-functionals for first and
second-row nuclei with low lying excited states,'>* however both types of func-
tionals give NMR shieldings that are too deshielded. Significant improvements
have been obtained recently with the use of the OEP, especially within the “multi-
plicative Kohn-Sham” (MKS) framework developed by Wilson and coworkers. %3
Another recent implementation of the OEP for NMR calculation is represented by
the work of Patchkovskii and coworkers'*® where the self-interaction-corrected-
VWN (SIC-VWN) functional is used to determine the OEP defined according to
the Krieger-Li-Iafrate (KLI) approximation,®>3¢ (see Sec. 1.3.7). This methodol-
ogy, commonly known as SIC-KLI-OEP, produces results that are less accurate
than the ones provided by the MKS and the reason behind this is most probably
related to the use of the LDA.

However, one of the most successful methodologies for the NMR shielding
parameters calculation remains the SOS-DFPT* which will be the subject of the

next subsection.

3.3.1 The Sum-Over-States Density-Functional Perturbation The-

ory

The success of the SOS-DFPT is mainly related to the fact that it allows one to
obtain results that are considerably more accurate than UKS for most of the first
and second-row nuclei, with the exact same computational cost. This aspect repre-
sents a significant advantage for the NMR study of rather big molecular systems,
for instance of 100 to 200 atoms.

The SOS-DFPT approach is based on the UKS equations shown in the previ-

ous section. Therefore, the determination of the NMR shielding tensor involves
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the use of Eq.(3.51). In order to simplify the description of the working equations,

the shielding tensor will be described as the sum of two contributions,
oK = of + of (3.52)

where o is known as the “diamagnetic” shielding term and o}, as the “paramag-

netic” shielding term. These two contributions, if considered isolated one from

the other, have no physical meaning since only their sum o is an observable.
Within the IGLO framework, see Sec. 3.1.1, the expression for the diamag-

netic contribution to the shielding tensor is given by,
ok =2) (MO || pEMO) (3.53)
k

h'l is given in Eq.(3.41), where the gauge origin Ro is the centroid of the k-th

L.MO. The paramagnetic contribution can be further divided into two terms,
ok = o + o (3.54)

where cﬁo and crﬁ1 account for the contribution of the occupied-occupied LMOs
and for the occupied LMOs-virtual MOs respectively. These terms derive directly
from the expansion of the first-order KS orbitals into,

Nucc M\‘ll‘l

VO(rB) =) Wi+ Y WICa (3.55)

j a

Within the IGLO framework the first-order orbital variation coefficients, C;; and
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Cax, are defined as,

1
Cix = —5¢ (MO A — Ay PEMO) (3.56)

Cak: Z

m

(3.57)

€m—€q

{ §Neee 1 [<¢34° Lo YEMO) 4

€Em — €q

(SN (Ar — A)[YEMO) (HEMO 0| pLMO) ] Unm
}Xumk

where the indices k, n and j refer to LMOs and m to MOs; h° represents the
unperturbed Kohn-Sham hamiltonian, while Ajx) ) represents the gauge func-
tion as defined in Eq.(3.25). 1,0 is the orbital angular momentum operator, which
derives from the definition of h'® shown in Eq.(3.36). Accordingly, the two com-

. 1 .
ponents of o} (i.e. o%° and ¢%') can be written as,

2 NOCC NOCC
ok =—2 2 D (WM [WiVO) (MO IA — AW M) (3.58)
k i
Nncu Mv\rl
ok =43 3 (W[ 6)°) Car 3:59)
k a

where h' is given in Eq.(3.40).

In the SOS-DFPT UKS formalism the excitation energy in the denominator of
Eq.(3.56) is calculated as the energy difference between the ground-state Slater
determinant ® = |y, 2, -+, bk, by, - -+, On) and the excited-state Slater de-
terminant generated by replacing the KS occupied orbital ¢y by the KS virtual
orbital gg, Of = b1, P2, -+ ,a, b1, -+, dn). It is important to underline that
in SOS-DFPT we are dealing only with “singlet-singlet” excitations.

The NMR shieldings obtained with the SOS-DFPT UKS approximations are

overly deshielded for the first and second-row elements with strong correlation. '
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The solution to this problem has been found by adding a correction to the ex-
citation energy which takes into account the change in the exchange-correlation
energy connected with the formation of a hole in the KS orbital ¢y and the con-

sequent occupation of the KS virtual orbital ¢ ,*

—AEi 0 = €x— €4 — AEF, | (3.60)

Accordingly, the following represents the first expression which has been pro-

posed as the exchange-correlation correction term,

AEE, — J %E—:;[exc(rl~vxc{r}] palr)dr (3.61)

where €, (r) represents the exchange-correlation energy density. In case we con-
sider an exchange-only correction within the LDA, we obtain what is known as

“local approximation 1” or more concisely Loc.1,

1
8} o = 3Cx | o/ S pulrlpalridr .62
where :
3/3\°
C=3 (E) (3.63)

On the same premises, another local approximation has been developed and has

been named “local approximation 2” or Loc.2,

w _ _ [9pxlp’;p]
ABE, . = JmapT{r] pk(r)pa(r)dr (3.64)

The exchange-only Loc.2 expression, analogous to Eq.(3.62), is given by,

4 " 2
AEL,, = §cxj o ()% puledoalr] ar (3.65)

we can notice that the two exchange-only formulations of Loc.1 and Loc.2 ap-

. . . . 4
proximations, Eq.(3.62) and (3.65), differ only by a coefficient of 3.
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The scaling of the excitation energies in Eq.(3.60) represents the key of the
SOS-DFPT success but it has also been the subject of a rather harsh controversy.
The criticisms are based on the fact that the scaling of the energy does not have any
clear physical foundation and is therefore to be considered as arbitrary.60-116.156

In the next subsection it will be shown how in the effort to improve the descrip-
tion of the energy of the exited states, appearing in Eq.(3.56), we also uncovered

the physical basis of the SOS-DFPT energy-scaling formula.'>’

3.3.2 The Loc.3 Approximation

In the previous chapter we have seen how the lost symmetry between electric
field and magnetic field perturbations is restored by the introduction of the TDA
(see Sec. 2.3.3). In fact, we have obtained an SOS expression for the paramag-
netic component of the shielding tensor [Eq.(2.62)], perfectly symmetric to the
expression for the dynamic polarizability [Eq.(2.61)]. In the static limit Eq.(2.62)

becomes,

02, (K) = -2 [h]9]" A-'h! (3.66)

where K is the magnetic nuclei index. From the definition of the A matrix in

Eq.(2.34) and from Eq.(2.60), we can write,

NUCC N:'ﬂf
K =2 3 3 (e[ be) X X 0y 00} G.67)
T k§ ab
where,
NUCC Nijﬂc
wp = Z Z (€a — €x) + Kkaojor (3.68)
kj ab

X! are the normalized eigenvectors and I is the excitation index. The indices k,j

run over the occupied orbitals (fi; = 1), while the indices a, b run over the vir-
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tual orbitals (f,, = 0). Eq.(3.67) represents the singles configuration interaction
(CIS) version of the SOS-DFPT expression. It can be noted that the correction
terms AEC, ., added to the excitation energy in the Loc.1 [Eq.(3.62)] and Loc.2
approximations [Eq.(3.65)], are replaced in the expression for w; by the terms of
the coupling matrix K [Eq.(2.27)].

In order to facilitate the comparison of Eq.(3.67) to conventional SOS-DFPT,
we introduced the so called “two level model” (2LM) approximation. Within
this framework each transition is approximated by the contribution of a single
excitation from an occupied orbital 1y to an unoccupied orbital 1\, to form the
corresponding singlet state. Accordingly, the singlet excitation energy AE,_,q,
appearing at the denominator in the SOS expression, is obtained by solving the
pseudoeigenvalue equation AX = wX, which, from the definition of the A matrix

in Eq.(2.34), is given by,

(eu.c' = ek,cr) + Ko=T +Kcr;£’r 1

1
= w, (3.69)
+KOAT (€ao— €xo) + Ko=7| 1 1

where a and k are MO indices, while ¢ and T are spin indices. Therefore,

We — AEk_.-,n =

oviDAT(r)  QviDAT(r)
apT(r') 9p-(r')

€a— €+ 2Kya + ”pk(r) ( ) pa(r)drdr’| (3.70)

From the definition of the coupling matrix K given in Eq.(2.27), it results that K,
corresponds to the exact exchange integral (ak|/ka). Moreover, since Eq.(3.70)
is defined within the adiabatic approximation, the LDA v, is used to evaluate the
exchange-correlation kernel [see Eq.(2.22)]. The terms added in Eq.(3.70) to the

KS orbitals energy difference (e, — €) define the “Loc.3” correction.'?’



3.3 From CHF to Uncoupled Density-Functional Theory (UDFT) 105

Table 3.1: Corrections to the excitation energy in SOS-DFPT.

Type of Correction ABES,
UKS no correction
Loc. 1 — [ o(r 5m(,, a( ) dr
Loc. 2 — J pulr 6v};(r) Pa(r) dr
Loc. 3 + 2Kya + [ pi(r) (ng;(r)(') + 5"3°;D(:)(')) Pa(r)dr

In Tab. 3.1, all the SOS-DFPT approximations are shown together for compar-
ison. We can see that all the local approximations contain different exchange and
exchange-correlation integrals, although only Loc.3 has a strong physical root.
As it will be shown in the section dedicated to the results, for singly bonded nu-
clei, whose NMR shielding is equally dependent on lower and higher excitations,
the contribution given by all of these corrections is very similar, However, when
the contribution from the lower excitations becomes more important, such as for
unsaturated or delocalized systems, the contribution of the exchange-correlation
corrections also becomes more important. Hence, in these cases we are able to

differentiate the performance of the different SOS-DFPT approximations.
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Chapter 4

Solution of the KS Equations: the
deMon-KS Program

The solution of the integro-differential KS equations [see Eq.(1.26)] is the cen-
tral part of each DFT program. The most widely implemented technique used to
accomplish this task consists in defining the KS orbitals as a linear combination
of atomic orbitals (LCAO). This scheme has been proposed for the first time in
1951 by C.C.J. Roothaan within the HF framework.'>® He used the atomic orbitals
of the hydrogen atom as functions in the linear combination, whereas the atomic

functions currently considered are rather different. The Slater-type orbitals,

C3 1/2
Y30(L,r) = (—) e (4.1)
Tt
where ( is the Slater orbital exponent, and the Gaussian-type orbitals,

3/4
£9(a,r) = (%%) e (4.2)
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where o is the Gaussian orbital exponent, are now the functions most commonly
employed *. Both alternatives present advantages and drawbacks. The STOs re-
flect more closely the shape of the atomic orbitals, however their integration is
rather involved. On the other hand, the GTOs have the wrong behavior at short
distances (small r) and at long distances from the nucleus (large r). Nonetheless,
they can be integrated much more easily than STOs, since, for example, the prod-
uct of two GTOs centered on different atoms is, apart from a constant, another
GTO centered on another atom.'”! The problem of choosing which function to

implement can be bypassed using contracted Gaussian functions (CGF),
L
G = ) dpudS™atpy, ) (4.3)
p=1

where d,,, is a contraction coefficient which can be determined so that the CGF
reflects more closely the STO radial behavior.
The program deMon-KS,'*-16! which has been used to perform all the SCF

calculations presented in this work T, makes use of CGF to define the KS orbitals,

N+
£3r) = ) CyadpSF(r) (4.4)

C., i represents the contraction coefficients which are determined in the SCF rou-

tine. Introducing Eq.(4.4) into the KS equation [see Eq.(1.26)], we obtain,

.I ) Ny N,
[—zvi -+ ve{f(n)] }; CvidSE(ri) = & ; CyidSSH(r)  (4.5)

*The STOs and GTOs corresponding to orbitals with higher angular momentum are obtained

multiplying by a polynomial in the components of r the exponential e " and e~ %" respectively.
tdeMon-KS version 3.5
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By multiplying from the left the first term by an arbitrary function ¢}, and by

integrating the equation over all space, we obtain ¥,
N\' ‘I
Z Cv.inrid):Jri} [—zvf + Veff(l'i)] dv(ri) =

N
&) Cu [ drdiru(r) (4.6)

Thus, within the LCAO framework, we can solve the KS equations as a system of

linear equations. The matrix form of the Eq.(4.6) results by identifying the terms,
1
Fﬁf = Jdricb;{ri] [—EV‘:‘ -+ Veff[ri_}} by (ri) @.7)
as Fock matrix elements and the terms,

S, = jdr@;mmn} 48)

as overlap matrix elements. Accordingly, we obtain a Roothaan-like matrix equa-
tion,

FXSC = SCe (4.9)

where C is the matrix containing the coefficient vectors and the € is the eigenval-
ues diagonal matrix.

At this point, the solution of the KS matrix equation entails the same proce-
dure followed in the HF method. Once the system under study is defined, the first
step involves the calculation of the integrals making up the Fock matrix F¥S. Ac-
cording to the definition of V¢ in Eq.(1.28), from Eq.(4.6) we can define three

different integrals. The first is a one-electron (two-center) integral, which accounts

*From now on we will omit the superscript CGF and we will consider ¢, = ¢S CF.
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for the kinetic energy and for the attraction between electron 1 and the nuclei,
Heore | d 4( ) 1v2 = ZA 4.10
v = | drid(r) —3 i_Za ¢~ (1) (4.10)
A
These terms are the elements of the so called core matrix H°°™. The calculation
of these terms is straightforward and computationally inexpensive®, especially
because it is performed only once at the beginning of the first SCF cycle.
The bottle-neck of the calculation is the evaluation of the two-electron (four-

center) Coulomb integral,

Ny Ny

=33 CaiCey i dridricb’;(ri)dh(ri)rlﬁfbi(rj)%(ri) <
J[dridr@;(ri)q;v(ri)p(:) 4.11)
and of the exchange-correlation integral,
Vin = jdrab;f ri) Ve (rs) (4.12)

The techniques implemented in deMon-KS to decrease the computational cost re-

quired by these calculations are described in the two following sections.

4.1 The Coulomb Integral

The evaluation of the Coulomb integral represents one of the highest hurdles, in
the SCF routine. As we can observe from Eq.(4.11), it scales as O(N2), where

N, is the number of basis functions. One way to decrease the computational cost

51t scales as O[N% |, where N, is the number of basis functions.
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is represented by expanding the electron density §(r) in a basis set of auxiliary

functions, 6% 163
Il
plr) =) cufylr) (4.13)
k

In particular, in deMon-KS the auxiliary functions are also contracted Gaussian
functions.

The expansion coefficients are determined through the minimization of the
Coulomb self-repulsion of the residual density,'®?

”dndrj lo(r) — Blrd] — lo(r:) — p(ry)] (4.14)

3]

under the constraint,
jdrﬁ{r} =N (4.15)

Hence, the true density p(r) can be approximated accurately by the fitted density

p(r). Accordingly, the Coulomb integral, defined in Eq.(4.11), can be rewritten

as,
L
Iuv =~ Tp.w = Z CkJ‘Jdl‘idl’jd):l(ri)d)y[ri)-lejj) (416)
k v

This procedure reduces the computational cost by approximately one order of
magnitude. In fact, from O(N?) we reached O(N2ZL) where L is the number
of auxiliary basis functions [see Eq.(4.13)], which is generally the same as the
number of the orbital basis functions.

The integral in Eq.(4.16) is evaluated analytically.'*?

4.2 The Exchange-Correlation Integral

On the other hand, the exchange-correlation integral [see Eq.(4.12)] cannot be

evaluated analytically due to the complexity of the mathematics involved. Hence,
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a numerical integration has to be carried out.
In order to reduce the computational cost, in deMon-KS the exchange-correlation,

like the electron density, is fitted,

M
Vie ® Vie = ) angnlr) (4.17)
h

where gy, are the auxiliary basis functions and a;, are the coefficients. The pro-
cedure for the determination of the coefficients requires the minimization of the

numerical integral,
P
3 [Vrelry) = Vielrp)]* Wip) (4.18)
P

The index p runs over the number of points of a grid built according to the algo-
rithm of Becke.'®* W(p) is a weight factor proportional to the space associated
to each grid point.'®® Once the expansion coefficients a, are determined, the
exchange-correlation potential V. can be rightfully expressed through Eq.(4.17).
Hence, the integral in Eq.(4.12) becomes a three-center overlap integral, which

can now be solved analytically according to the formulas of Obara and Saika.'6’

4.3 Response Module: Calculation of the Coupling

Matrix Elements

The response calculations have been performed using the dynaRho module (ver-
sion 3.2) of the deMon suite of programs. The time-dependent working equa-
tions, presented in Ch. 2, have been implemented using the multicenter orbital
and auxiliary basis function method described by Casida.”® The auxiliary func-

tion method is required for the calculation of the coupling matrix elements [see
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Eq.(2.27)]. These are structured as the sum of two contributions, a Coulomb term

and an exchange-correlation term,

Coul xC
Ki)"r klo = K'qm]tl[ + KX kloc — E'V.IL + 6Vii’r (419)
: TREe T TR 8Py 8Pue

where Py, are terms of the density matrix. The evaluation of Kg.‘g;t‘m requires the

calculation of the derivative of the Coulomb potential, which matrix elements are
expressed in terms of three-center integrals, thanks to the charge-density fitting

basis fi(r) [see Eq.(4.13)],

L

veoul(p ) = Z cIJdrlf‘”') (4.20)

I
1 ki

Therefore, the resulting exchange integral K524 _ is also expressed in terms of a
three-center integral.

In relation to the exchange-correlation term, the exchange-correlation poten-
tial V. is also expanded in terms of the auxiliary basis as shown in Eq.(4.17).
Hence, the expansion coefficients a;, are determined through the solution of the

numerical integral in Eq.(4.18), which results in,

M Q M
an=) S {Z W, gur}vxc} =Y S hodlVel (4.21)
u q u

where the sum runs over the Q grid points. W, are weight factors and Sy, ,, are

elements of the overlap matrix,

Suh = [gulgn] (4.22)

In terms of auxiliary basis, the exchange-correlation kernel can be rewritten as,

,OVEE(r, w)
Jdr dpo(r, w)

M

K;‘)’?r,klcr = Z (d)t On d)l) S*.:]h {gu

hu

¢k(r')¢t(r'}} 4.23)
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The integration of the exchange-correlation kernel can be rather complicated ex-
cept in the ALDA case. In fact, fAlPA can be approximated by the functional
derivative of the time-independent LDA exchange-correlation potential with re-
spect to the density,

82 [pexc(p)

fALDA
xc 5 0 2

(r,r,w) ~ 8(r—r') (4.24)

where €, represents the xc energy per particle of a homogeneous electron gas
(see Sec. 1.3.3). Thus, due to the delta function, the determination of the integral

becomes trivial,

_ SVXEPA(r w)

Pi(r)di(r') = 50a(F. )

5vxc.LDA' :
j CACRI | dO)bI(r)  (425)

5polr', w)
All the response calculations presented in this work have been performed within

the ALDA formalism.

4.3.1 Implementation of the TDA in the dynaRho Program

The development of Loc.3 is based on the recognition that the introduction of
the TDA restores the symmetry between the electric field and the magnetic field
perturbations. According to the working equation shown in Sec. 2.3.3 and 3.3.2,
some minor modifications to the time-dependent module are needed to implement
the TDA. Essentially, the contribution of the B matrix to Eq.(2.59), on page 81,
has to be set to zero. Consequently, the excitations are described by the general
expression AF; = wiF;, where w indicates the excitation energies and F; rep-
resents a set of normalized eigenvectors. The A matrix is defined in Eq.(2.34).
The full TDA SOS expression, shown in Eq.(3.67), represents a more accurate

approximation for the paramegnetic shielding. However, the computational costs
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associated with it are prohibitive for routine application. The introduction of the
2LM, therefore, is necessary to derive an approximation analogous to the classic
SOS-DFPT local corrections (i.e. Loc.3), which can be used to improve the cal-
culation of the NMR shielding in systems larger than the ones accessible with a
full TDA (CIS) approach. The 2LLM routines had been already implemented in the

dynaRho program by Casida.'®”
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Chapter 5

Computational Details

In this chapter will be discussed the selection of the various alternative parame-
ters made for the calculations presented in this work. These parameters include
primarily the exchange-correlation functional, the auxiliary and orbital basis sets
and the integration grid. Furthermore, some specifications on the threshold values

will be given.

5.1 Exchange-Correlation Functionals

The geometry optimization of the small organic molecules, of the pyridine and
water clusters and of the enzyme active-site model have been performed with the
PLAP3 functional.”” PLAP3 originates from the synchronization of the LAP3
correlation functional, which includes parallel spin correlation, with the GGA ex-
change counterpart PW86.%° The 3 indicates the number of parameters used in
the correlation functional. This choice has been based on the fact that the PLAP3

functional has shown significant ability in the description of hydrogen-bond net-



5.1 Exchange-Correlation Functionals 117

works'%®

and, more in general, of weakly interacting systems.'%® Moreover, a test
has been performed to evaluate the performance of the PLAP3 and BLAP3* func-
tionals in determining the bond lengths of 17 small organic molecules containing
different types of nitrogen atoms, because the major role of the geometry opti-
mizations in this work was to refine the molecular environment especially around
the nitrogen atoms. Tab. 5.I shows the results. While for the NH bond the per-
formance of the two functionals is extremely close and not even the choice of
basis-set makes much of a difference, for the CN single bond BLAP3 in combina-
tion with the TZVP basis-set (see Sec. 5.2 for details) seems to be slightly better.
Nonetheless, the CN triple bonds are described better by PLAP3 in combination
with the TZVP basis-set. The overall performance between BLAP3 and PLAP3 is
fairly close, however considering also the tests published in the literature, PLAP3

seemed to be the best choice.

Table 5.1: Absolute average deviation (A) from experimental
references of bond lengths calculated with different V,. and
different basis-sets.

DZVP TZVP
BLAP3 PLAP3 BLAP3 PLAP3
N-H 0.0105 0.0113 0.0106 0.0109
C-N Single 0.0118 0.0171 0.0067 0.0103
C=N Doublef 0.0060 0.0103 0.0037 0.0059
CN Triple 0.0045 0.0060 0.0030 0.0015
NN 0.0183 0.0255 0.0107 0.0167
All bonds 0.0102 0.0140 0.0069 0.0091

All the optimizations have been performed with the Broyden-Fletcher-Goldfarb-

*LAP3 in combination with the B88 exchange
tor Aromatic
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Shanno (BFGS) algorithm.'” The gradient threshold has been set to 1 x 10~
while the step has been kept at 0.05 Bohrs.

As for the SCF calculations, preceding the NMR shielding calculation, the
exchange-correlation potential of choice has been the LDA, with Slater exchange
(S) and Volko-Wilk-Nusair (VWN) correlation.>® The decision to use the SVWN
functional for the NMR shielding calculations was based on a consistency argu-
ment. The echange-only (i.e. Loc.1 and Loc.2) and the exchange-correlation (i.e.
Loc.3) local corrections in SOS-DFPT are all defined within the LDA framework.
Hence, it would not be physically rigorous to define the KS orbitals and their
eigenvalues in term of a GGA or hybrid functional, while the correction of the
excitation energy is determined within the LDA. Nonetheless, in order to evaluate
the performance of the LDA within SOS-DFPT, we performed some test calcula-

tions with other functionals.

5.2 Basis-Sets

The orbital basis set chosen to perform the geometry optimization of the small
organic systems and of the pyridine and water clusters is a triple-zeta with po-
larization functions (TZVP). In particular, the scheme (4s3p1d), with contraction
pattern (7111/411/1*), has been used for heavy atoms (e.g. C, N, O, F), while
(2s1p), with contraction pattern (41/1*), has been used for hydrogen. For the ge-
ometry optimization of the model of the active-site of the serine protease enzyme,
two types of orbital basis sets have been selected. An STO-3G quality basis set has
been used in the first phase of the optimization in order to speed up the minimum

search. Whenever a stable structure had been found, then a second optimization
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with the TZVP basis was performed to refine it. For the NMR calculations the
orbital basis used is the IGLO-IIL'?? consisting of (11s7p2d), with contraction
(5111111/2111111/11), for heavy atoms and (4s2p), with contraction (4111/11)
for hydrogen. This loosely contracted and highly diffuse basis set has been de-
veloped to work within the IGLO framework for the solution of the gauge origin
problem.

As for auxiliary basis sets, a (5,2;5,2) scheme has been used for heavy atoms,
while the (5,1;5,1) scheme has been used for hydrogen. According to the nomen-
clature (ky,kz;l1,12), kg (1;) refers to the number of type s gaussian functions used
for the fitting of the density (exchange-correlation potential), while k; (1) refers to
the number of type s, p and d gaussian functions constrained to the same exponent,
used for the fitting of the density (exchange-correlation potential).

The coefficients of all auxiliary and orbital basis sets have been optimized
specifically for DFT calculations'”' and have been taken form the deMon basis

database.

5.3 Integration Grid

As it has been described in Ch. 4, the programs deMon-KS and deMon-dynaRho
make use of numerical grids to reduce the computational cost of the four-center
Coulomb integrals and to solve the integrals involving the exchange-correlation
potential. The numerical grid is generated through Becke’s algorithm.'*The cho-
sen radial grid consists of 64 points per atom (i.e. 64 radial shells per atom), while
the angular grid is defined as FINE (i.e. 26 angular points per radial shell). The
benchmark NMR calculations tests have been performed with an EXTRAFINE
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angular grid (194 points per radial shell). The NONRANDOM option has been
chosen, which forces the angular points of the radial shells to line up.

In all calculations, at the SCF convergence, a numerical extra iteration is done
without the fitting of the V,.. This step is mostly important in the SOS-DFPT
calculation,® but it also can improve the determination of the geometry and of the

total energy.
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Chapter 6

Strengths and Limitations of the

Loc.3 Correction

In Sec. 3.3.2 we have seen how the Loc.3 correction has been derived formally.
Most importantly, it has been shown that, with the introduction of the 2LM ap-
proximation, the Loc.3 expression embodies the physical basis of SOS-DFPT. Ac-
tually, as we can see in Tab. 3.1, all of the local corrections in SOS-DFPT contain
only exchange and exchange-correlation integrals.

In this chapter I will present the results of two series of benchmark tests per-
formed to establish the capabilities of the Loc.3 approximation in the calcula-
tion of the NMR shielding constant of different nuclei. In the first series, NMR
shielding constants for '*C, >N and 7O are evaluated with SOS-DFPT only.
Consequently, the behavior of Loc.3 will be compared exclusively to that of the
UKS, Loc.1 and Loc.2 approximations. In the second series of tests, the per-
formance of Loc.3 will be assessed against some of the most recent and reliable

DFT-based methodologies for NMR shielding calculation. The results of these
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calculations prove that not only does the Loc.3 correction play an essential role in
characterizing the physical foundations of SOS-DFPT, but that it also represents

a considerable improvement over Loc.1 and Loc.2 *.

6.1 Loc.3 vs. Classic SOS-DFPT

In Tab. A.Ion page 238 are shown the results of the calculation of the '3C isotropic
shielding constants obtained with all the different SOS-DFPT approximations.
The results are compared to high quality ab initio calculations and experimental
absolute shieldings. The geometries of the test molecules are the same as those of
the reference values.'#!'142175 The LDA exchange-correlation functional has been
used here not only in the evaluation of the local corrections but also throughout
the SCF calculation. These results confirm the superiority of the local corrections
over UKS. Nonetheless, it is important to underline that there is not much differ-
ence in the performance of the four approximations for the shielding of aliphatic
carbon atoms, for which the average deviation goes from 7.8 ppm for UKS down
to 5.7 ppm for Loc.3. The quality of the results begins to differ when we are
dealing with unsaturated carbon atoms. Very good results are obtained with the
local corrections, and especially with Loc.3, for the '*C shielding of cyanides
and isocyanides. However, a considerable problem is represented by the highly
deshielded carbonyl groups. Actually, most of the maximum deviation values are
registered for formaldehyde and acetic aldehyde. As a matter of fact, the NMR
shielding of the carbonyl carbon is also a big challenge for the GIAO-DFT and

“The large majority of the results presented in this chapter have been published also in the two

articles, E. Fadda and coworkers!®” and E. Fadda and coworkers.'”
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GIAO-MP2 methodologies.'”®

In the case of CO we notice that Loc.3 fails compared to Loc.1 and Loc.2. We
think that the reason for this is the breakdown of the 2LM approximation. In fact,
in order to describe the excited state of CO more than two orbitals are needed,
since the coupling between the x- and y-components of the 7t orbital generate a
spatial multiplet (Z* + £~ + A).'”2 An overall analysis of the LDA results is
shown in Tab. 6.1

Table 6.1: Statistical analysis of the SOS-DFPT (SVWN) and
high quality ab initio '3C absolute shieldings, relative to ex-
perimental references. See Tab. A.I for details.

SVWN
UKS Loc.1 Loc.2 Loc.3 Ab Initio
Average Abs. Dev. 15.6 12.0 11.2 11.5 5.6
Max. Deviation  35.3* 299t 26.1% 24 .4 10.5*
Intercept -27.0 -19.7 -17.5 -14.1 5.7
Slope 1.1255 1.0866 1.0749 1.0525 0.9984
Corr. Coeff. 0.9981 0.9970  0.9965 0.9923 0.9995

The LDA functional has been declared by many®®'3%'73 a5 a rather mediocre
choice for NMR parameter calculations. In our opinion, this statement is some-
what excessive. In fact, all of the aforementioned studies evaluate their calcu-
lations on the shift scale, where the standard reference ('3C absolute shielding
of TMS or CHy) is also calculated. It turns out that the LDA (and HF) give the
best performance in the calculation of the standard references, when compared to
GGAs (BPW91 and BLYP) and to hybrid functionals (B3PW91 and B3LYP ).!”

Thus, the absolute shieldings obtained with these more sophisticated function-

*HCHO
TCH3CHO
ICF,4
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als are “corrected” in the transition from the absolute to the shift scale.'”” As an
example, we tested the PW91-PW91 exchange-correlation functional in the calcu-
lation of the '3C isotropic shielding constants of the same molecules as in Tab. A.I
The results obtained are shown in Tab. A.Il. As it has been pointed out recently,
the use of a GGA, or any other functional but the LDA, within SOS-DFPT is
not physically rigorous.'”>!”® All the local corrections are in fact dependent on
the functional derivative of the V., for which the only practical analytical form
is obtained with the LDA. Therefore, the use of a GGA influences only the KS
orbitals and their energy, while the AE,. correction is defined within the LDA.
However, from this test we can derive useful information on the role of different
Ve

Table 6.1I: Statistical analysis of the SOS-DFPT (PW91-
PW91) and high quality ab initio 3C absolute shieldings,
relative to experimental references. See Tab. A.II for details.

PW91-PWI1
UKS Loc.1 Loc.2 Loc.3 Ab Initio
Average Abs. Dev. 159 10.7 10.1 10.1 5.6
Max. Deviation ~ 27.3* 23.1t 22.7 21.4t 10.5%
Intercept -21.2 -14.4 -12.2 -10.0 5.7
Slope 1.0780 1.0423 1.0311 1.0171 0.9984
Corr. Coeff. 0.9985 0.9971 0.9965 0.9943 0.9995

As we can determine from the statistical analysis shown in Tab. 6.11, there
is not a significant difference in the performance of the PW91-PW91 compared
to the SVWN. This should not be very surprising, in view of the fact that the
quality of the calculated NMR shieldings is largely influenced by how well the

*CH3COCH;3
ICF,
tHCHO
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paramagnetic term is evaluated. The latter depends closely upon the quality of the
description of the excited states and especially of the valence excited states.'” As
it has been determined by several TDDFT studies,'3%'82 the ability in predicting
accurate excitation energies of LDA, GGA and hybrid functionals are fairly sim-
ilar. Problems with the LDA functional arise only when the excitation energy is
approximated simply by the difference of the KS orbitals eigenvalues, as it is done
in UKS.

Table 6.11I: Statistical analysis of the SOS-DFPT (ACLDA)
and high quality ab initio '3C absolute shieldings, relative to
experimental references. See Tab. A.III for details.

ACLDA
UKS Loc.1 Loc.2 Loc.3 AbD Initio
Average Abs. Dev. 18.2 15.4 13.7 14.5 5.6
Max. Deviation  47.3* 38.7 36.0* 34.1* 10.5
Intercept -30.2 -22.9 -20.7 -18.3 5.7
Slope 1.1307 1.0927 1.0811 1.0671 0.9984
Corr. Coeff. 0.9945  0.9928  0.9921 0.9898 0.9995

The proof that the accuracy of the NMR shielding is highly related to the
ability of the functional in describing the lower excitations, is given by the results
obtained with the asymptotically-corrected LDA (ACLDA).%" These are shown,
for 13C, in Tab. A.IIl with the statistical analysis in Tab. 6.1Il. As it has been
discussed in Sec. 1.3.8, the correction of the asymptotic behavior allows the right
description of the high lying Rydberg states. Therefore, the fact that the quality of
the results is not appreciably influenced by this correction, indicates that only the

low lying states, below half of the ionization threshold, contribute significantly to

*CH3CHO
tHCHO
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the paramagnetic shielding value.%%!57.172.179

In order to summarize the results obtained from SOS-DFPT calculations of the
13C shielding, we can examine Fig. 6.1 on page 137. This shows the performance
of all the SOS-DFPT approximations and of the ab initio calculations against the
experimental results. The colours indicate the different functionals used in the
SOS-DFPT calculation. We note that, for high values of the absolute shielding, it
is rather difficult to recognize any of the SOS-DFPT symbols. In fact, this portion
of the graph corresponds to aliphatic carbon atoms, for which all the SOS-DFPT
local corrections are negligible. For the lower-intermediate values of the absolute
shielding, corresponding to unsaturated carbons, the difference in the performance
of the four SOS-DFPT approximations becomes more visible. We note that the
Loc.2 and Loc.3 results appear to be less deshielded than the Loc.1 and UKS. The
most significant problems appear to be in the left-hand corner of the graph. This
portion, in fact, corresponds to the the carbonyl carbon nuclei, for which we have
significant deviations. Here the difference with the ab initio calculations is quite
remarkable.

The results obtained in the SOS-DFPT calculation of the '*'>N shielding with
the LDA functional are shown in Tab. A.IV. In contrast to the previous case,
here there is a significant difference in the performance of the four SOS-DFPT
approximations. The local corrections are a considerable improvement over UKS,
especially for the unsaturated nitrogen nuclei. Moreover, as we can see from the
statistical analysis shown in Tab. 6.IV on page 128, among the local corrections
Loc.3 gives the absolute best performance. The only difficult case for Loc.3 is
represented by the external nitrogen nucleus of diazomethane, which shows the

maximum deviation. As a matter of fact, the NMR shielding of this nucleus rep-
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resents a rather difficult case for all non-perturbative approaches, due to the large
correlation effects. In order to achieve quantitative accuracy it is necessary to
make use of highly correlated methods, such as CCSD with a perturbative correc-
tion for connected triple excitations (CCSD(T)).!*!4? A similar case is given by
the external nitrogen nucleus of N,O. However, here Loc.2 and Loc.3 give a much
more accurate result than the ab initio reference calculation (MP2 level).

The influence of the functional has been assessed also in this case by the use of
the PW91-PW91 in addition to SVWN. The '*'>N shielding values are shown in
Tab. A.V, while the statistical analysis is shown in Tab. 6.V on page 129. Similarly
to what we have seen for the 13C shielding case, the performances of SVWN and
of PW91-PW91 are very close. The only remarkable changes are the improved
accuracy in the evaluation of the '*15N shielding of HCN counterbalanced by the

loss of accuracy in the case of N».

Table 6.IV: Statistical analysis of the SOS-DFPT (SVWN)
and high quality ab initio '*">N absolute shieldings, relative
to experimental references. See Tab. A.IV for details.

SVWN
UKS Loc.1 Loc.2 Loc.3 Ab Initio
Average Abs. Dev. 193 10.7 9.0 6.3 14.4
Max. Deviation ~ 33.8* 20.11 17.3% 24.2% 35.6%
Intercept -19.8 -1.7 -4.0 2.6 14.2
Slope 1.0522  1.0042 09892  0.9726 1.0165
Corr. Coeff. 09973  0.9966  0.9962  0.9972 0.9961

The influence of the asymptotic correction in the calculation of the >N

*HCN
'CH3;CN
{CH,NN
SNNO
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shielding seems to be more significant than in the case of the '3C shielding. The
results obtained with the ACLDA functional (see Tab. A.VI for the calculation
results and Tab. 6.VI for the statistical analysis) are considerably less accurate
compared to the ones obtained with the LDA and the PW91-PW91 functionals.
The single-bonded nitrogen in NH3 appears to be the least influenced, while the
accuracy of the shielding of all the other nitrogen atoms, which are double and
triple-bonded, is heavily compromised. The worse cases are given by the '*'°N
shielding of N; and CH3CN. For these systems the “best” absolute average devi-
ations, calculated as Loc.3 vs. Exp., are 28.3 and 27.6 ppm respectively. On the
other hand, with the LDA functional we obtained an absolute average deviation

(Loc.3 vs. Exp.) of 3.6 and 6.0 ppm respectively.

Table 6.V: Statistical analysis of the SOS-DFPT (PW91-
PWO91) and high quality ab initio >N absolute shieldings,
relative to experimental references. See Tab. A.V for details.

PW91-PW91
UKS Loc.1 Loc.2 Loc.3 Ab Initio
Average Abs. Dev. 21.8 11.0 93 7.0 14.4
Max. Deviation  37.7* 27.8* 24.6* 17.3* 35.6t
Intercept -22.5 -10.6 -6.9 -0.3 14.2
Slope 1.0601 1.0117 0.9968 0.9789 1.0165
Corr. Coeff. 0.9978 0.9971 0.9967 0.9971 0.9961

All the calculated '*'>N shieldings are shown in Fig. 6.2 on page 138 for com-
parison. The analysis of the results, founded on the statistical data, is confirmed
here graphically. We can clearly recognize the difference in the performance of

the four SOS-DFPT approximations. Loc.3 tends to be the closest SOS-DFPT

*CH3;CN
NNO
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approximation to the bisecting line, especially when calculated with the SVWN
functional. Moreover, for difficult nuclei, such as CH3CN, CH,NN and NNO,

Loc.3 shows a much higher accuracy than the ab initio reference.

Table 6.VI: Statistical analysis of the SOS-DFPT (ACLDA)
and high quality ab initio "*'>N absolute shieldings, relative
to experimental references. See Tab. A.VI for details.

ACLDA
UKS Loc.1 Loc.2 Loc.3 Ab Initio
Average Abs. Dev. 339 21.2 17.6 13.6 14.4
Max. Deviation  59.7* 42 5t 38.3f 28.44 35.6%
Intercept -34.9 -21.6 -17.8 -3.7 14.2
Slope 1.0895 1.0389 1.0181 0.9713 1.0165
Corr. Coeff. 0.9947 09949 09949  0.9887 0.9961

Oxygen is the last nucleus to be examined in this section and it represents also
the most difficult case. The error margins here are considerably broader than for
the 3C and "'>N shielding, due to the larger NMR scale. As an example, we
can observe the absolute error associated with the experimental reference shown
in Tab. A.VII together with the SOS-DFPT and ab initio results. We can appreci-
ate the level of uncertainty also in the results of the statistical analysis shown in
Tab. 6.VII. Even though the absolute average deviation is fairly high for all the
SOS-DFPT approximations, compared to the deviations evaluated for the ab initio
results, we note the improvement gained with Loc.3. In fact, the absolute average
deviation is reduced and the maximum deviation, corresponding to OF for all the

SOS-DFPT approximations, is almost cut in half, when compared to the second

*NZ
fCH;CN
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“best” maximum deviation coming from Loc.2.

Table 6.VII: Statistical analysis of the SOS-DFPT (SVWN)
and high quality ab initio '”O absolute shieldings, relative to
experimental references. See Tab. A.VII for details.

SVWN
UKS Loc.1 Loc.2 Loc.3 Ab Initio
Average Abs. Dev. 79.7 52.2 439 33.0 16.8
Max. Deviation  202.3* 130.0* 108.6* 56.1* 43.0f
Intercept -77.0 -50.7 -42.7 -27.1 -14.6
Slope 1.1923 1.1071 1.0818 1.0430 1.0193
Corr. Coeff. 0.9980  0.9984  0.9985 0.9981 0.9989

Table 6.VIII: Statistical analysis of the SOS-DFPT (PW91-
PW91) and high quality ab initio 7O absolute shieldings,
relative to experimental references. See Tab. A.VIII for de-

tails.
PW91-PW91
UKS Loc.1 Loc.2 Loc.3 Ab Initio
Average Abs. Dev. 67.3 419 34.2 223 16.8
Max. Deviation  164.1* 98.6* 79.0* 34.4* 43 0t
Intercept -65.6 -41.2 -33.8 -21.5 -14.6
Slope 1.1199 1.0445 1.0218 0.9845 1.0193
Corr. Coeff. 0.9975 0.9978 0.9978 0.9991 0.9989

Some of the oxygen nuclei analyzed are more sensitive to the change of func-
tional than nitrogen or carbon. From the data obtained with the PW91-PW91
functional, shown in Tab. A.VIII, we notice a significant improvement in the ac-
curacy of the 7O shielding of CH;CHO, HCHO and OF,. This improvement is

reflected also in the statistical analysis shown in Tab. 6.VIII. However, the 70

*QF;
YHCHO
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shielding of the other oxygen nuclei is influenced rather little by the use of the
GGA. In fact, if we take into consideration the width of the 7O NMR shielding
scale, a variation of 5 ppm can be definitely considered negligible.

As for the asymptotic correction, we note a significant effect in CH;CHO and
CH3COCH3, where it causes a down-shift (i.e. 'O shieldings too deshielded). On
the other hand, in the case of OF, the AC causes a very strong up-shift of over 100
ppm for all the SOS-DFPT approximations (see Tab. A.IX for the calculation re-
sults and Tab. 6.IX for the statistical analysis). The correction in the '7O shielding
of OF; makes HCHO the most difficult case for UKS, Loc.1 and Loc.2. Nonethe-
less, OF, remains the most difficult case for Loc.3, since the corresponding 7O

shielding value is much too shielded compared to the experimental reference.

Table 6.1X: Statistical analysis of the SOS-DFPT (ACLDA)
and high quality ab initio 17O absolute shieldings, relative to
experimental references. See Tab. A.IX for details.

ACLDA
UKS Loc.1 Loc.2 Loc.3 Ab Initio
Average Abs. Dev. 49.0 323 323 394 16.0
Max. Deviation  131.1* 76.4* 59.8* 68.51 43.0*
Intercept -48.3 -25.9 -19.1 -8.8 -14.6
Slope 1.0513  0.9851 0.9649  0.9382 1.0193
Corr. Coeff. 0.9949 09954 09956  0.9919 0.9989

Fig. 6.3 on page 139 summarizes all the results obtained in the calculation of
the 7O shielding with SOS-DFPT. The ab initio reference values are also shown
for comparison. This diagram has been devided in two sections in order to show

in detail both the down-field and up-field regions of the spectrum. In the down-

*HCHO
'OF,
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field portion, we can recognize the significant difficulty suffered by SOS-DFPT
in the evaluation of the '7O shielding of OF, and HCHO. In these two cases,
as it has been underlined previously, the type of functional makes a considerable
difference, while for the other systems in the up-field region we see that this choice

is less relevant.

6.2 Loc.3 vs. other DFT-based Methodologies

The good performance shown by the Loc.3 approximation in comparison to the
other *“classic” SOS-DFPT corrections has encouraged us to test it against some
of the more recent and promising DFT-based methods for NMR shielding calcu-
lation.'”> Among these we chose the multiplicative Kohn-Sham (MKS) method
of Wilson and Tozer,'> the B3LYP2Z: functional of Wilson and coworkers,® the
PBEO functional used in the calculation of Adamo and Barone® and the self-
interaction-corrected VWN (SIC-VWN) functional of Patchkovskii and cowork-

ers.'%¢

Furthermore, we compare the Loc.3 results against two corrected LDA
functionals, which have been developed very recently for NMR calculations.!”®
The correction to EEP* consists in an additional exchange gradient contribution
adjusted by two empirically determined parameters (i.e. KT1 functional). In the
second functional, namely KT2, the LDA exchange and correlation terms are fine-
tuned through the introduction of least-squares fitted parameters.

For this test we calculated the '3C, 15N and 170 NMR shielding on the same
molecules which have been analyzed in the previous section. Moreover, the Loc.3

calculations presented here have been all obtained with the LDA functional. The

main reasons being that, firstly, as it has been proven in the previous tests, the
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accuracy of the LDA functional, within the SOS-DFPT framework, is comparable
in most cases to that obtained with the GGA PW91-PW91. Moreover, the choice
of the LDA functional for the SCF routine preceeding the SOS-DFPT calculation
is more physically rigorous (see Sec. 5.1 on page 116).

The first nucleus to be considered is '>C. The results are shown in Tab. A.X
and A.XI on pages 247 and 248 respectively. The statistical analysis is shown in
Tab. 6.X.

Table 6.X: Statistical analysis of the '3C absolute shieldings
calculated with the SOS-DFPT Loc.3 (LDA), other DFT-
based and high quality ab initio methods, relative to experi-
mental references. See Tab. A. X and A.XI for details.

I Ave. Abs. Dev.  Max. Dev. Intercept  Slope  Correl. |
Loc.3 115 24.4* -14.1 1.0525 0.9923
MKS 4.8 10.31 -6.4 1.0169  0.9990
KT1 4.5 9.8% 7.0 0.9739  0.9990
KT2 3.8 6.8 5.1 0.9775  0.9994
B3LYP©0-5 2.0 4.1% 1.0 0.9887  0.9995

PBEO 3.4 7.35 53] 1.0238  0.9994
SIC-VWN 6.8 19.41 9.7 1.0368  0.9979
Ab initio 5.6 10.5¢ 5.7 0.9984  0.9995

The MKS data considered here are those obtained with the electron density
calculated with the B97-1 functional,*® a reparametrized version of Becke’s B97
functional.'® The performance of the Loc.3 approximation is definitely the weak-
est among these different approaches. Its problems are related mainly to the '*C

shielding of carbonyl carbons, of CO and of CF,4, which shows the maximum de-

*CF,4
fHCHO
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viation. All the other approaches also have problems with carbonyl systems. In
fact, both the maximum deviations of MKS(B97-1) and of SIC-VWN correspond
to HCHO. Moreover, the KT1, KT2 and B3LYP® functionals show difficulties
with CO, although to a much lesser extent than Loc.3.

The picture changes dramatically moving to the '*'>N nucleus. The results are

shown in in Tab. A.XII and A XIII, while the statistical analysis is on Tab. 6.XI.

Table 6.X1: Statistical analysis of the *1°N absolute shield-
ings calculated with the SOS-DFPT Loc.3 (LDA), other
DFT-based and high quality ab initio methods, relative to
experimental references. See Tab. A.XII and A.XIII for de-
tails.

] Ave. Abs. Dev. Max. Dev. Intercept Slope  Correl. |

Loc.3 6.3 24.2* 2.6 0.9726  0.9972
MKS 4.8 11.5* -13 0.9848  0.9990
KTI 6.5 20.7 6.9 0.9724  0.9991
KT2 2.7 10.6* 29 0.9863  0.9997
B3LYP%> 6.5 284~ 6.9 0.9571  0.9979
PBEO 8.8 15.3 -13.8 1.0504  0.9999
SIC-VWN 7.6 13.9¢ -5.7 1.0032  0.9982
Ab initio 14.4 35.64 14.2 1.0165  0.9961

Here we see that Loc.3 represents a very competitive approach compared to
the others. For instance, the external nitrogen in CH;,N, represent the most dif-
ficult case for most of the functional tested. Nonetheless, Loc.3 gives a better
evaluation of its '*'°N shielding than B3LYP®. Furthermore, as it has been
underlined also in the previous section, Loc.3 performs very well in the case of

cyanides, isocyanides and in the case of N;O even when compared to these more

*CH,NN
fCH;CN
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sophisticated functionals. The latter represents the most difficult case for the SIC-
VWN functional, while the weakness of PBEQ is represented by cyanide groups.

Also in the case of the 17O shielding the Loc.3 approximation performs rather
well. As we can see from the results (see Tab. A.XIV and A.XV) and from the
statistical analysis (see Tab. 6.XII), Loc.3 shows a level of accuracy comparable to
PBEO. The KT1 and KT2 functionals have considerable problems with OF; and
H;O. These large deviations influence negatively an otherwise very good behavior.
It is important to underline that the disappointing results of the statistical analysis
of the SIC-VWN results are mainly due to the extremely big deviation recorded
for OF ;.

Table 6.XII: Statistical analysis of the 7O absolute shield-
ings calculated with the SOS-DFPT Loc.3 (LDA), other
DFT-based and high quality ab initio methods, relative to
experimental references. See Tab. A.XIV and A. XV for de-

tails.
L Ave. Abs. Dev. Max. Dev. Intercept  Slope  Correl. |
Loc.3 33.0 56.1* -27.1 1.0430  0.9981
MKS 19.6 31.9* -14.9 0.9872  0.9989
KT1 223 43.6* -22.2 1.0089  0.9994
KT2 26.5 60.9 -26.2 1.0155  0.9987
B3LYP%->3 19.6 29.4* -10.4 0.9792  0.9983

PBEO 33.2 47.21 -35.2 1.0289  0.9999
SIC-VWN 53.6 224.7* -38.6 1.1220  0.9774
Ab initio 16.8 43.0f 14.6 1.0193  0.9989

*OF;
THCHO
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the spectrum, where are indicated the results for OF, and HCHO. Here the small
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Chapter 7

Nitrogen Shielding in Different

Molecular Structures

The most significant result obtained from the tests shown in the previous chapter
is definitely the good level of accuracy achieved with the Loc.3 approximation
in the calculation of the absolute shielding of the nitrogen nucleus. The molec-
ular systems considered were not the easiest ones to deal with. In fact, we have
considered only two molecules with a single-bonded nitrogen atom (i.e. NHj3
and CH3NH;), while all the others involved multiple bonds and different degrees
of electron delocalization. The former are considerably easier to handle and the
accuracy attained by the four SOS-DFPT approximations is very similar. Mean-
while, in the latter case the inclusion of electron correlation becomes essential for
the quality of the NMR shielding results.'*>!85 Nonetheless, we have seen how
the Loc.3 approximation in combination with the LDA functional is capable of
evaluating the NMR shielding with a degree of accuracy comparable not only to

other more sophisticated DFT based methods, but also to the high quality ab initio
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references.

The molecules tested for the 1N shielding span a wide range of the nitrogen
NMR spectrum, from +265 ppm for NH3 down to —125 ppm for CH,NN. In
this spectrum each region belongs to a very different type of nitrogen nucleus.
Unfortunately, due to the limited availability of absolute shielding experimental
references, we had to restrain our calculations to only eight different nitrogen
nuclei *. The data obtained are sufficient to give an idea of the quality of the
results attainable for these nitrogen nuclei. However, due to a strong correlation
between the nitrogen type and the difficulty of the shielding calculation, we cannot
rightfully draw any general conclusion regarding the capabilities of Loc.3 across
the 15N NMR spectrum.

The solution to this problem is to test the calculation results against experi-
ments on the chemical shift scale instead of on the absolute scale. In fact, since
the great majority of the experimental results are registered directly against a stan-
dard reference, virtually all the experimental NMR shielding studies are expressed
in terms of the chemical shift. Moving to this unit of measure allows us to take
advantage of a very substantial amount of experimental reference data. The only
difficult aspect concerning the use of this collection of experimental references is
that the majority of NMR shielding experiments are conducted in the liquid phase
and at room temperature.

Meanwhile, the experimental condition which can be reproduced best by the
calculations is the zero-pressure, zero-temperature limit. The challenge here is to
find a way to reasonably account for solvent effects and temperature dependency.

Several methods have been developed in order to include the presence of the

*NH3 and CH3NHz, HNC, HCN and CH3CN, N3, CHzNN, CH2NN, NNO, NNO
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solvent in a DFT or ab initio calculation. These can be generally classified into
two categories. If the method does not account explicitly for direct solute-solvent
interactions, then it is defined as a continuum model.'®*'®" On the other hand, if
these interactions are considered but the bulk effect is disregarded, the method is
defined as a supermolecular approach.'® A few other methods, whose characteri-
zation lies between these two categories, have been also developed. Among these,
the QM/MM approach has been particularly successful. This method allows one
to treat the solute with a quantum mechanical (QM) approach, while the solvent
molecules are described with molecular mechanics (MM).'5%:190

The introduction of the solvent effect through a continuum model is appropri-
ate in case the solvent is aprotic and has a low dielectric constant (e.g. cyclohex-
ane, n-alkanes and carbon tethrachloride). Here, only a correction of the order of
a few ppm maximum is needed.'®' However, large changes in the NMR shielding
are observed when there is a direct contact between the solute and the solvent, ei-
ther through hydrogen bonds or through dipole-dipole interactions. A recent study
on the ''SN NMR shielding of tetrazines and tetrazoles points out that the inclu-
sion of the solvent through a continuum model is not sufficient to attain a high
level of accuracy due to the lack of direct solute-solvent interactions.'”? On the
other hand, the computational cost of a full supermolecular approach would have
been very expensive considering the number of molecules which we had in mind
to study. The best compromise is represented by a QM/MM treatment. However
the software required is still under developement in our group.

Under these premises, one of the possibilities left is represented by not includ-
ing the solvent effect explicitly but to consider it as a constant within a particular

group of molecules. In fact, according to the Kamlet-Taft solvatochromic scale
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system'”' the NMR shielding of the nucleus N in the solvent X is given,

on(X) = on(cyclohexane) + anox + bnfBx + sy (7% + dnbdx) 7.1)

The first contribution is represented by the NMR shielding of the nucleus N
in cyclohexane, while the other three terms involve four solvatochromic coeffi-
cients ' (i.e. an, b, sy and dy) and parameters (i.e. ax, Px, 1ty and bx). The
ax parameter represents the hydrogen-donor strength of the solvent X, Bx is the
hydrogen-bond acceptor strength of the solvent X, 7t* takes into account the polar-
ity/polarizability characteristics, while § represents a correction for “superpolariz-
ability” of aromatic compounds. According to this method each type of molecule
(solvent or solute) is characterized by different solvatochromic parameters. Al-
ternatively, one can state that nuclei that belong to similar molecular systems will
be effected in a similar way by the solvent. This conclusion has been proven in
the case of '*'>N NMR shielding on the basis of experimental data. In fact, Wi-
tanowski and coworkers'** were able to determine that the range of solvent effect
on nitrogen shielding is very similar for similar nitrogen types.

In this chapter I will present the results obtained from the calculation of the
15N shielding of 132 nuclei. These results have been arranged and analyzed
within 9 different classes which include, amines, hydrazines, amides, cyanides,
isocyanides, azoles, azines, azine N-oxides and nitrates. The experimental refer-
ences have been chosen mainly as a function of the nature of the solvent. The pre-
ferred references come from aprotic solvents with the lowest dielectric constant.
Needless to say that this selection is limited by the availability of experimental

data. This systematic approach allows to maintain the solvent effect contribution

T Determined via least square fit between different molecular properties of the solvent X.
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constant, hence to assess clearly the limits and strengths of the different SOS-
DFPT approaches, and in particular of Loc.3, for each type of nitrogen nucleus.
The calculation results will be presented on the same scale as the experimental
references. The scale adopted, namely the chemical shielding scale, differs from
the chemical shift scale only in the sign. In fact, in the chemical shift scale the
direction of the “shielding” and “deshielding” of a particular signal is exactly the
opposite as the one in the absolute scale. However, the definition of the chemical

shielding scale,

Abs.(Calc.) _ _Abs.(Std.]
on=0xN T —on (7.2)

allows us to maintain the same ordering of direction and sign used in the abso-
lute scale.'™ The use of this convention is very common whenever the absolute
shielding of the standard reference is negative. In ''>N NMR, for example, one
of the most used standards is nitromethane. The most accurately known value
of the absolute shielding of nitromethane is -135.8 ppm (lig. 298 to 303 K).!®3
We chose to refer the calculation results to the latter for two main reasons. First
and foremost, the use of a fixed standard reference, instead of a calculated one,
allows one to avoid the “scaling” problems discussed in the previous chapter (see
Sec. 6.1 at page 123). The second reason is related to the negligible temperature
dependence of CH3NO, '*'>N shielding (only 0.0045 ppm K~").!3 As for the
temperature dependence of the NMR shielding of the studied molecules !, accu-
rate values of ro-vibrational corrections have been calculated only for a very few
systems.'®>%® Additionally, for system such as N for example, there is signif-

icant discrepancy between the results reported in the literature.'” All the same,

'The temperature dependence is calculated by summation over rovibrationally averaged shield-

ings weighted by Boltzmann factors.
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these corrections are considerably less important than the solvent effect, which we
expect to be accountable for the largest fraction of the deviation from the experi-
mental references.

The span of the *'>N NMR spectrum analyzed in the present study is shown
in Fig. 7.1 on page 146. We can see that each nitrogen atom type occupies a par-
ticular region of the spectrum. Only the results obtained with Loc.3 and UKS are
shown here in order to avoid confusion in the interpretation. We can see from the
comparison of these two approaches that for some systems the accuracy attained
is very similar, while for others the Loc.3 behaves significantly better. In the fol-
lowing sections, I will describe in detail the performance of all four SOS-DFPT

approximation for each nitrogen typeS.

7.1 Amines

The amine-type nitrogen is an sp> hybrid, single bonded to a carbon or a hy-
drogen atom. As it is indicated in Fig. 7.1, the "N shielding of amines oc-
cupies mainly the up-field region of the nitrogen NMR spectrum, approximately
between 300 and 420 ppm. This spectrum section is shown enlarged in Fig. 7.2 on
page 148. Here the results for Loc.1 and Loc.2 are also indicated and the linear re-
gression line associated to each SOS-DFPT correction replaces the bisecting line
in Fig. 7.1. The performance shown by the UKS and by the four local corrections
is very similar (see statistical analysis in Tab. 7.1 on page 147). This indicates

that the exchange-only and exchange-correlation corrections are very small and

5Part of the results shown in this chapter are published in the article: E.Fadda, M.E. Casida and
D.R. Salahub, J. Phys. Chem. A, 107, 9924 (2003).
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do not contribute significantly in the evaluation of the paramagnetic component.
Nonetheless, the accuracy attained is sufficient to recognize some of the most
important trends in the NMR shielding of amines. For example, the B-effect rep-
resents the downfield shift of the '*'>N shielding signal due to the substitution of
the H atoms of the alkyl group in the 3-position with respect to the nitrogen.'** In
order to assess if the calculation could reflect this phenomenon we studied three
amines, shown in Fig. 7.3 on page 149, which have a different number of alkyl
groups bonded to the 3-carbon.

The results obtained with the Loc.3 approximation for n-butyl-amine, s-butyl-
amine and -butyl-amine are respectively 362.3, 336.1 and 315.8 ppm. The exper-
imental results reveal the same deshielding trend with the values of 353.4 ppm for

n-butyl-amine, 337.5 for s-butyl-amine and 317.3 for ¢-butyl-amine.

Table 7.1: Statistical analysis of the calculated >N chemical
shifts (ppm) in amines relative to neat liquid nitromethane

| Amines |
UKS Loc.1 Loc.2 Loc.3
Average. Abs. Dev. 59 54 53 54
Max. Deviation 21.2* 19.9* 19.5* 19.4*
Intercept 5.1 6.4 7.3 13.2
Slope 0.9737 0.9737 0.9723 0.9551
Correlation Coeff. 0.9498 0.9509 0.9518 0.9493

The accuracy of the calculation is higher for primary amines (NH;R), while

it decreases with the substitution of two (NHRj) or of all three H atoms on the
nitrogen nucleus (NR3). The average deviation determined for primary amines

(2.9 ppm with Loc.3) is in fact four times larger for secondary amines (11.8 ppm

*N(CH3)3
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Figure 7.2: 15N NMR shielding in various amines. The different SOS-DFPT
approximations are represented by the symbols listed on the legend. The linear
regression line, relative to each SOS-DFPT approach, is also shown.
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Figure 7.3: Three system studied for the evaluation of the B-effect. a) n-butyl-
amine, b) s-butyl-amine and c) +-butyl-amine.

with Loc.3). Moreover, the maximum deviation for all four SOS-DFPT approxi-
mations corresponds to the '*'5N shielding of N(CH3)s. The results obtained for
these and for the other amines studied are shown in Tab. A. X VL.

In conclusion, in the case of primary amines we are able to describe trends
involving signal shifts of the order of 10 ppm minimum with any of the four
SOS-DFPT approximations. We cannot rightfully interpret smaller induced shifts
because of the solvent effect. In fact, we have to consider that the majority of the
results are compared to experimental data taken in neat liquid, where the solute is
also the solvent. In this matrix, shifts of less than 10 ppm can not be confidently

assigned on the experimental level, since they may be solvent-induced.'%*

7.2 Hydrazines

The nitrogen nucleus in hydrazines is still an sp* hybrid, therefore we expect the

calculation results to be of the same quality as those seen previously for amines.
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This is in fact the case; nonetheless, we can observe from the statistical analysis
in Tab. 7.1I a small decrease in accuracy, most probably due to the presence of the
second nitrogen nucleus in the a-position. In analogy with what we have seen for
amines, the calculations approximate fairly well the experimental data when the H
atoms are not replaced by alkyl groups. The average absolute deviation evaluated
for -NH; groups is in fact only 4.4 ppm with Loc.3, while for -NHR and -NR,
groups it is 19.5 and 19.9 ppm respectively. All the calculation results are shown
in Tab. A XVIL.

Table 7.1I: Statistical analysis of the calculated '*N chem-
ical shifts (ppm) in hydrazines relative to neat liquid ni-

tromethane
Hydrazines

UKS Loc.1 Loc.2 Loc.3

Average Abs. Dev. 153 13.6 13.2 12.9
Max. Deviation 25.6* 24.0* 23.5* 22.7*
Intercept -36.7 -36.4 -36.8 -31.0
Slope 1.0693 1.0737 1.0769 1.0585
Correlation Coeff. 09182 0.9186 0.9184 0.9215

Another analogy with the previous case is that the four SOS-DFPT approxima-
tion show a very similar behavior. Here as well the exchange-only and exchange-

correlation corrections are too small to contribute significantly.

7.3 Amides, Ureas and Guanidines

The polar character of the amido moiety is higher than in the two previous cases.

Therefore the NMR shielding of the nitrogen nucleus, an sp? hybrid, tends to be

*(CH3),NNHCH;
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more influenced by solvent effects. The role played by the local corrections is
relatively more substantial than for amines and hydrazines, although it is not de-
cisive to improve the quality of the results. As we can see from the statistical
analysis in Tab. 7.111, the average absolute deviation attained by the local correc-
tion is only 1.0 ppm larger than UKS for Loc.1 and 1.9 ppm larger than UKS
for Loc.3. Both of these values are considerably smaller than the solvent-induced
shift for amides, which can reach roughly 8 ppm.!”> We can see from the data
shown in Tab. A.XVIII that the calculations cannot reproduce trends involving
shifts of the order of the estimated solvent-induced shift. For example, the ef-
fect of the substitution of the amido hydrogens with alkyl group in the calculation
results is indecipherable [see the data corresponding to the series, HCONH, —

HCONHCH;3 — HCON(CH3),].

Table 7.111: Statistical analysis of the calculated >N chemical
shifts (ppm) in amides, ureas and guanidines relative to neat
liquid nitromethane

] Amides, Ureas and Guanidines |

UKS Loc.1 Loc.2 Loc.3
Average Abs. Dev. 14.9 13.9 13.6 13.0
Max. Deviation 60.2* 56.4* 55.1* 53.1*
Intercept -14.1 9.0 -7.3 -3.2
Slope 1.0045 0.9938 0.9902 0.9793
Correlation Coeff. 0.9203 0.9198 0.9196 0.9210

Another example of undetected signal shifts is given by the substitution of the
H atom bonded to the carbonyl carbon with an alkyl group, e.g. formamide to ac-
etamide [HCONH; — 3;HCCONH,;]. However, more significant signal shifts can

be easily reproduced by the calculations. The subtitution of the H atom bonded to

*(CH3)2NC(NH)OCH3



7.4 Cyanides and Isocyanides 152

the carbonyl carbon in formamide [H-CONH,] by a phenyl group [Ph-CONH5],
or by an ethoxy group [CH3CH,0-CONH,], or even by an another -NH; group
to form urea [;HN-CONH_], is qualitatively and quantitatively reproduced by all
four SOS-DFPT approximations.

The most difficult cases are represented by cyclic amides, which structures
are shown in Fig. B.l on page 264, and by guanidines. Cyclic amides present
the additional problem of being involved in a tautomeric equilibrium with their
enol counterpart. Although the most stable structure is the amide tautomer, the
enol’s contribution to the NMR signal can be still significant. On the other hand,
the difficulties encountered in the calculation of the %N shielding of guanidines
are related to their very distinct basic character. The maximum deviation for all
four SOS-DFPT approximations corresponds to the =NH group. However, when
the H atom of =NH is replaced by a methyl group, this deviation is considerably

reduced.

7.4 Cyanides and Isocyanides

The >N shielding calculation of various cyanides and isocyanides represents
one of the most interesting cases. The type of nitrogen nucleus present in both of
these systems is the same, a linear sp hybrid. Nonetheless, the levels of accuracy
attained in the two cases are diametrically opposed. In order to appreciate the
different degree of difficulty involved in the SOS-DFPT calculation of cyanides
(R-CN) and isocyanides (R-NC), we can observe the distribution of the results
against the experimental references in Fig. 7.4 on page 154. The left portion of

the graph shows the results obtained for cyanides. A good agreement is observed
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only for nitriles (i.e. alkyl cyanides), where the Loc.3 approximation improves
significantly the accuracy of the calculations (see also the statistical analysis in
Tab. 7.1V and the results in Tab. A.XIX). The solvent effect in the latter case
does not play a significant part since the experimental references have been deter-
mined in cyclohexane. Hence, this is one of the cases where we can really see the

different potentials of the four SOS-DFPT approximations.

Table 7.1V: Statistical analysis of the calculated '*N chemical
shifts (ppm) in cyanides relative to neat liquid nitromethane

| Cyanides ]
UKS Loc.1 Loc.2 Loc.3
Average Abs. Dev. 414 33.2 30.5 225
Max. Deviation 55.8* 50.1* 48.2* 43.5*
Intercept -92.3 -95.7 -96.5 -157.1
Slope 1.3973 1.4882 1.5148 2.0503
Correlation Coeff. 0.4890 0.4753 0.4712 0.5638

The picture changes dramatically when we consider the group of aryl cyanides.
Unfortunately in this case even the solvent, or phase, in which the experiments
have been conducted, changes. Therefore, it is difficult to establish the origin of
the discrepancy between the calculation and the reference. The 45N shielding of
cyanides has been determined to be very sensitive to interactions with the solvent.
Not considering the influence of covalent or H-bond interactions, which involve-
ment cause shifts of the order of 100 ppm,'* a strong dipole-dipole interaction
can induce shifts of up to 26 ppm.'**'97 This sensitivity is undoubtedly enhanced
in aryl cyanides where the electrons are highly delocalized , hence more easily

polarizable. However, the solvent effect can account only for part of the deviation

*p-CN-Ph-CN



O

O

7.4 Cyanides and Isocyanides

154

R-CN R-NC
220
140 I .
& T i X
n 120 - PR T
g X s 200 - P -yve
% * - //6 .
s W - Z 7
= 4 A
% 100 Age - “oa”
'} % 8 r
= - e B2 s, .
o i EE A -, ..'// AA
3 180 :
= 80| A& oA
R * L0
<3 . B &
[ 8] B A -.
60 |- X
[ 1 1 1 I 1 1 1 I 1l 60 L 1 ' 1 [ 1 ' 1 I I i L L L ' L L I} 1
100 120 140 180 190 200 210 220

Experimental 15N shieldings (ppm)

Figure 7.4: Distribution of the calculated results on cyanides (left part) and iso-
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Loc.3 respectively. The black continuous line on both parts represents the bisect-
ing line. The linear regression lines are shown only on the right part.
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evaluated for aryl cyanides. The remainder must be due to a fundamental diffi-
culty of the SOS-DFPT approach, defined within the LDA functional, in dealing
with such highly delocalized systems. The local character of the V,. hinders the
correct description of the charge distribution along the structure, with an obvious
failure in the evaluation of the NMR shielding of the nuclei composing the sys-
tems. As a proof of this argument, we obtain a considerable improvement with the
use of GGA PD91-PD91, instead of LDA. The corresponding calculation results
are on average 10 ppm more shielded (88.3 ppm for UKS, 96.1 ppm for Loc.1,
98.5 ppm for Loc.2 and 104.8 ppm for Loc.3). However, a more sophisticated

functional is required to reach a better level of accuracy.

Table 7.V: Statistical analysis of the calculated "N chem-
ical shifts (ppm) in isocyanides relative to neat liquid ni-

tromethane
| Isocyanides [

UKS Loc.1 Loc.2 Loc.3

Average Abs. Dev. 13.2 7.9 6.3 2.6
Max. Deviation 16.1* 10.21 9.3t 691

Intercept -15.5 6.4 12.7 333
Slope 1.0113 0.9290 0.9058 0.8231
Correlation Coeff. 0.9822 0.9839 0.9822 0.9633

In the case of isocyanides the agreement with the experimental references is
definitely improved. In the right portion of the graph in Fig. 7.4 the results are
shown together with the regression lines for each of the four SOS-DFPT approx-
imations. As we have seen in the case of cyanides, Loc.3 enhances the level of

accuracy, with the essential difference that here the improvement comes together

*CF3NC
TPh-CH,;NC
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with a better correlation. This significant improvement obtained with Loc.3 con-
firms the results obtained earlier in the absolute shielding scale. The statistical
analysis in Tab. 7.V clearly shows that best value of the average absolute devia-
tion is obtained with Loc.3. At the same time, it shows also that the worse results
in the linear regression analysis are obtained with Loc.3. From a close examina-
tion of the results, shown in Tab. A.XX, we can see that the Loc.3 approximation
does consistently better than all the other local corrections. Therefore, the results
of the linear regression analysis can be attributed simply to the shortage of data

and to the narrowness of the spectral region under study.

7.5 Azoles

The behavior of the SOS-DFPT approximations, and in particular of the Loc.3
correction, in relation to the azole systems is of major importance to this work.
In fact, the imidazole ring, which is part of the side chain of the histidine residue,
plays a crucial role in the catalytic mechanism of the serine proteases. The **'°N
shielding of its two nitrogen nuclei will be used as a probe to study the catalytic
mechanism governing this class of enzymes. Hence, it is most important to delin-
eate the boundaries of the information which can be derived from the calculations.
Only the knowledge of these limits can allow us to draw relevant and reliable con-
clusions.

First and foremost it is important to underline that two different types of nitro-
gen nuclei can be part of an azole ring, namely the pyrrole-type and the pyridine-
type. They are both sp? hybrids, however, in the pyrrole-type nitrogen two elec-

trons take part in the delocalization, while in the pyridine-type only one electron
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is shared. This structural difference is reflected also in the NMR characteristics
of these two nitrogen nuclei. A typical example is given by the strength and di-
rection of the solvent-induced shifts. The effect of the solvent polarity results
in a deshielding in pyrrole-type nitrogens, while a comparable shift, but oppo-
site in sign, is observed for pyridine-type nitrogens. The dipole-dipole interaction
effect on the NMR shielding of azoles, estimated with the Kamlet-Taft method
[Eq.(7.1)], is in the range of -6 ppm for pyrrole-type and up to +8 ppm for the
pyridine-type nitrogen.'”® More significant is the effect of H-bonding, which is
particularly interesting from the enzyme catalysis point of view. If we exclude
protonation, a H-bond involving directly the pyrrole-type nitrogen as a donor can
cause a deshielding in the order of -10 ppm.'®® Meanwhile, the partecipation of a
pyridine-type nitrogen as an H-bond acceptor results in a shielding between +15
ppm and +3 ppm depending on the position of the N nucleus in the azole ring.'%
Keeping in mind the impact of the solvent effect, we move on to the analysis of
the results.

The distribution of the calculated >N shielding against the experimental
references is shown in Fig. 7.5. From this graph we can clearly see that the SOS-
DFPT methodology evaluates with much higher accuracy the pyrrole-type nuclei
than the pyridine-type. The structures of all the azoles examined in this section
are shown in Fig. B.2 on page 265.

The statistical analysis for the pyrrole-type nuclei, shown in Tab. 7.VI, indi-
cates a fairly large average absolute deviation of the calculated results. Among
all the systems seen so far, a larger deviation have been evaluated only for aryl-
cyanides. However, the good correlation obtained in this case assures a reliable in-

terpretation of the experimental data. Part of this large deviation is solvent induced



7.5 Azoles

158

~ 250 - I
E [ . for UKS : Rl R B
& r g- - - for Loc.1 I /£ﬁ‘/
» 200 for Loc.2 ! y
QD K %-—.—- for Loc.3 ! 3
= L | /f
3 s | &
) —
= i Pyridine—type : . "g".
Z 100 [ 8 :Q%” :
e P i 1
;o B R s
B 7t |
g 50 /.//i///"' E |
T [ B 28 :
ER: P :
s Or /:”/E |
e |
U i 4-/ I‘/"r. Iél 1 1 I 1 i 1 1 l 1 1 1 Il l 1 1 L I 1 1 1 1 l
0 50 100 150 200 250

Experimental 415N shieldings (ppm)
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and in particular related to the effect of the dipole-dipole interactions aforemen-
tioned. In fact, the majority of the experimental references used (see Tab. A. XXI)
have been determined in DMSO, a highly polar solvent with a polarity index value,

relative to H,0, of 0.444 2%

Table 7.VI: Statistical analysis of the calculated pyrrole-type
N chemical shifts (ppm) in azoles relative to neat liquid

nitromethane
I Azoles (pyrrole-type N) ]

UKS Loc.1 Loc.2 Loc.3

Average Abs. Dev. 22.0 194 18.5 16.8
Max. Deviation 30.2* 26.4% 25.21 21.4¢
Intercept -28.0 -23.0 -21.5 -16.2
Slope 1.0311 1.0195 1.0157 0.9929
Correlation Coeff. 0.9913 0.9923 0.9926 0.9936

The choice of functional has also influences the results. The azoles are aro-
matic systems with 6 7t electrons delocalized on 5 centers. One characteristic of
the NMR of aromatic compounds is the deshielding induced by the formation of
a strong ring current in the presence of an external magnetic field. In particular,
the aromatic character, proportional to the strength of the ring current,?’? has been
found to be larger for pyrrole than for benzene, furan and thiophene.?®> Not hav-
ing considered any current-dependent functionals, we cannot describe correctly
such a type of system. Nonetheless, we can verify if and to what extent a non-
local functional is more apt to give a better description. We tested the PD91-PD91
exchange-correlation functional in the case of pyrrole. The latter represent a good

trial system in that its experimental reference has been determined in cyclohex-

*1-Me-1,2,3-triazole
T1-NH;3-1,2,3-triazole
*Me-pyrrole
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ane, hence the solvent effect is reduced to the minimum. The results indicate an
improvement of the performance of all the SOS-DFPT approximations of only a
+3 ppm on average. The effect of the ring current is evidently rather intense and
out of our grasp. In order to achieve a good level of accuracy for this type of
molecules the only alternative consist in multiconfigurational methods (MCSCF)
as it has been demonstarted by the calculations of Jaszunski and coworkers.2%

Pertaining to the different level of accuracy shown by the four SOS-DFPT
approximations, the addition of any of the local corrections greatly improves the
results. In the particular case of the pyrrole-type nitrogen nucleus, a noticeable
distinction among the three local corrections can be only seen whenever there are
two or more nitrogen atoms within the ring. The Loc.3 approximation performs
particularly well in the case of adjacent nitrogen nuclei (i.e. in pyrazoles or tria-
zoles). It has been known that these nuclei are difficult to evaluate. In fact, the
correct approximation of their shielding values requires the introduction of corre-
lation effects.?®! The Loc.3 correction is the only local correction in SOS-DFPT
which includes a correlation contribution [see Eq.(3.70) in Sec. 3.3.2].

The calculation of the 5N shieldings of pyridine-type atoms suffers from
the aforementioned problems (i.e. solvent effects and ring current effect), but
in a much more unpredictable way. The linear regression analysis carried out
for pyridine-type nuclei, showed in Tab. 7.VII, reports a very inconsistent inter-
pretation of the experimental results. This can be clearly seen also in Fig. 7.5,
where a scattered pattern characterizes the region of the spectrum occupied by
the pyridine-type '*'">N shieldings. The average absolute deviation is also larger
than in the case of the pyrrole-type nitrogen. The Loc.3 correction provides for a

small improvement of the overall performance. As for the pyrrole-type nitrogen,
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its major contribution is given in the calculation of the '*'N shielding of adjacent
nuclei within the ring.
Table 7.VII: Statistical analysis of the calculated pyridine-

type "°N chemical shifts (ppm) in azoles relative to neat lig-
uid nitromethane

| Azoles (pyridine-type N) ]
UKS Loc.1 Loc.2 Loc.3
Average Abs. Dev. 29.2 25.2 24.5 225
Max. Deviation. 49.0* 42 5t 41.31 39.6
Intercept -16.6 -8.9 -6.4 -0.3
Slope 0.8796 0.8657 0.8611 0.8313
Correlation Coeff. 0.8674 0.8712 0.8719 0.8776

7.6 Azines

The azines are aromatic systems characterized by the presence of one or more ni-
trogen atoms fused in the ring. The only type of nitrogen atom present in azines is
the pyridine-type (see Fig. B.3 on page 266). Therefore, we would expect to find
the calculation results to share common features with those for the same type of
nucleus in azoles. However, from the statistical analysis shown in Tab. 7.VIII we
notice some remarkable differences. The average absolute deviation, for example,
is slightly larger and the same can be said for the maximum deviation. Moreover,
the correlation coefficient is much higher, reflecting a more consistent interpreta-
tion of the experimental data. The distribution of the calculated results against the

experimental reference is shown in Fig. 7.6 on page 163.

*1-Me-1,2,3-triazole
f2-Me-benzopyrazole
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Table 7.VIII: Statistical analysis of the calculated >N chemi-
cal shifts (ppm) in azines relative to neat liquid nitromethane

\ Azines |
UKS Loc.1 Loc.2 Loc.3
Average Abs. Dev. 52.8 399 36.6 30.6
Max. Deviation 74.9* 59.4* 54.6* 454
Intercept -60.4 -45.9 -41.4 -32.5
Slope 1.2239 1.1363 1.1103 1.0427
Correlation Coeff. 0.9921 0.9918 0.9915 0.9900

The reason behind such differences in the calculations perfomance could be
twofold. The first argument pertains to the solvent effect. In the present case the
experimental references available are all referred to apolar solvents, i.e. cyclo-
hexane and CCl,, with the exception of three cases (see results in Tab. A.XXII).
Therefore, here the effect of the dipole-dipole interactions is not relevant. Within
the approximation that the impact of the ring current on the shielding value is of
the same order of magnitude as for azoles, the average deviation evaluated for
azines is understandably larger. In fact, the direction of the solvent induced shift
(i.e. shielding) is opposite to the paramagnetic contribution introduced by the ring
current (i.e. deshielding). Therefore, it turns out that the cancellation of errors
seen in the case of the pyridine-type atoms in azoles, cannot occur here.

As it has been mentioned before, the most striking discrepancy emerging from
the comparison of the results obtained for the pyridine-type nitrogen here in azines
and in the azole group is the different degree of correlation between calculations
and experimental references. The cause of the erratic behavior of the SOS-DFPT

results shown for azoles can be only attributed to an irregular influence of the

*1,2,4-triazine
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solvent effect. As it has been predicted by the Kamlet-Taft system, the solvent-
induced shift does not depend only on the solvent, which determines the value of
7¢*, but also on the position of the nitrogen atom within the ring, through the value
of the coefficient s. The latter can attain values between +8 and +2 for pyridine-
type nitrogen atoms within the same ring.'”® The impact of the dipole-dipole in-
teractions on the '*1°N shielding of azines is of the same order of magnitude, even
a little more marked in 1,2-diazines.”® However, it does not influence the results
because almost all the experimental references used here have been evaluated in
apolar solvents.

The minimization or the complete elimination of solvent effects is essential in
order to evaluate reliably the level of accuracy attainable by the calculations in this
type of nitrogen nuclei. Besides the asymmetrical influence of the dipole-dipole
interactions discussed above, the most significant solvent-induced shift is brought
in by the formation of H-bonds between solute and solvent. If we exclude proto-
nation, the impact of an H-bonding solvent on the "N shielding of azines can
reach +30ppm.2%%-2% In an attempt to assess the ability of SOS-DFPT in evaluat-
ing the dependence of the %N shielding upon the extent of the H-bond network,
I have carried out several tests on a pyridine molecule surrounded by a different
number of water molecules. The aim of the calculation was to see if the SOS-
DFPT results tend to the experimental value of the !N chemical shift in water
at infinite dilution. The tests shown here involve systems containing between 1
and 27 water molecules. The clusters have been built in two steps. Initially a full
geometry optimization has been performed with molecular mechanics in order to
bring the system close to a local minimum. The MM3(1999)%7-2* force field as

implemented in version 3.8 of the TINKER®?!S software package has been used
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to carry out this part of the calculation. The final structure of the clusters has been
obtained after a few cycles of DFT full geometry optimization (see Ch. 5 for de-
tails). This step is crucial in order to further relax the strained interactions. For the
smallest clusters the following SCF and SOS-DFPT calculations could be easily
performed. However, for the largest ones, the full supermolecular approach was
too computationally expensive due to the large basis set needed. In fact, although
we applied a locally-dense basis approach, the IGLO-III basis set had to be used
for all atoms directly connected to the pyridine nitrogen and for the ones adjacent
to the atoms directly connected to the pyridine nitrogen. This scheme gives raise
to a basis set superposition error (BSSE) of only 2 ppm on average, well within
the value of the deviations seen as yet. A further reduction of the IGLO-III atoms
results in much larger BSSE, which indicates an inadequate basis set scheme.?'®
Therefore, in order to get around the problem, for clusters containing more than 41
atoms, the water molecules farthest from the pyridine nitrogen have been substi-
tuted by point charges calculated with the Singh-Kollmann method.?'” The results
are shown in Fig. 7.7.

The calculated data have been analyzed through a least-squares logarithmic

fitting. For each SOS-DFPT approximation we obtained a function of the form,
y=blnx+a (7.3)

where the coefficients can be found from least-square fitting¥. The resulting equa-

tions are shown also in Fig. 7.7. Unfortunately, the Loc.3 approximation can not
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be tested for these systems, since the time-dependent calculation of clusters con-
sisting of more than 5 water molecules is too computationally expensive. How-
ever, from the previous experience obtained with other azines, we do expect Loc.3
to behave in a similar and possibly more accurate fashion than the other local cor-
rections. The results obtained are very encouraging. The SOS-DFPT method
is capable of accurately predicting the impact on the ''>N shielding of an in-
creasingly complex H-bond network. Not surprisingly, the highest accuracy is
predicted with the Loc.1 and Loc.2 approximations. The most important implica-
tion of these results is that in order to evaluate correctly >N the shielding of a
molecule in a highly polar protic solvent we need to consider very large solvent
clusters within a supermolecular approach. Similar conclusions had been drawn

for the "H and 7O shieldings from tests on smaller water clusters.?'®

7.7 Azine N-Oxides

This particular group of molecules has been studied in order to evaluate the re-
sponse of the "1°N shielding in azines to oxidation. Experimentally, in fact, the
3N shielding of azines and the 5N shielding of azine N-oxides are highly
correlated. The only difference is that the formation of the N-O bond induces a
significant shielding effect.'”® The results and the statistical analysis are shown in

Tab. A XXIII and Tab. 7.IX respectively.
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Table 7.1X: Statistical analysis of the calculated '*N chemi-
cal shifts (ppm) in azine N-oxides relative to neat liquid ni-

tromethane

Azine N-oxides

|

UKS Loc.1 Loc.2 Loc.3
Average Abs. Dev. 46.5 42.6 41.1 394
Max. Deviation 80.1* 77.2* 74.3* 74.4*
Intercept -1.9 39 4.1 8.2
Slope 0.5052 0.4835 0.4982 04714
Correlation Coeff. 0.9295 0.9268 0.9374 0.9311

The range of uncertainty is of similar weight as in the case of azines, with the
exception of the very large deviation found for 2-OMe-pyridine N-oxide, which
also represents the maximum deviation. This difficult case is largely responsible
for the poor results obtained in the linear regression analysis. It is clear from the
graph in Fig. 7.8 on page 169 that, apart from this value, all the others run along
lines more parallel to the bisecting line.

The entity of the shielding induced by the oxidation is well reproduced by the
calculations. For example, the oxidation of pyridine induces a shielding of +18.7
ppm (calculated as the difference of the experimental '*'>N shieldings of pyridine
and pyridine N-oxide in cyclohexane). The corresponding calculated value is +15
ppm with the Loc.3 correction. The correlation between the data calculated for
azines and for azine N-oxides is rather good. The correlation coefficients obtained
for UKS, Loc.1, Loc.2 and Loc.3 are respectively 0.9047, 0.9082, 0.9023 and
0.9016. The level of correlation between the corresponding experimental data,
shown in Tab. A.XXII and Tab. A.XXIII, is only 0.8381. The reason for this is

most certainly the difference between the solvents in which the experiments have

*2-OMe-pyridine N-oxide
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been conducted.

7.8 Nitrates

The nitrate group exerts a strong electron widthdrawing effect on the molecule to
which it is bonded. The concentration of the electron density around the nitrogen
atom, makes its '*'5N shielding very sensitive to the solvent’s polarity.'®> Unfor-
tunately we were not able to find experimental references carried out in solvents
with a low dielectric constant. Hence, in analyzing the results we should take into
account that the range of solvent induced shifts can oscillate between 7 and 9 ppm
for solvents such as DMSO, DMF and Me,CO.'* The results and their statistical

analysis are shown in Tab. A.XXIV and Tab. 7.X respectively.

Table 7.X: Statistical analysis of the calculated '’N chemical
shifts (ppm) in nitrates relative to neat liquid nitromethane

| Nitrates |
UKS Loc.1 Loc.2 Loc.3
Average Abs. Dev. 18.3 12.5 10.7 73
Max. Deviation 26.0* 19.7 17.81 14.8
Intercept -19.1 -11.6 -9.2 -4.2
Slope 1.0544 0.9269 0.8877 0.7716
Correlation Coeff. 0.9392 0.9221 0.9139 0.8977

The nitrogen atom in nitrates represents the most clear example of how the
accuracy of the calculations is improved by the addition of the local corrections.
Among those, the Loc.3 gives the best performance, as it can be seen also from

Fig. 7.9. Nonetheless, the linear regression analysis results apparently states oth-

*CH,CHCH;NO>
'"PhNO;,
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erwise. The correlation coefficient and the slope values obtained for Loc.3 are in
fact very low. The reason for this is that these parameters have to take into account
also the results obtained for the three most difficult cases, which are nitrobenzene
(PhNO3), 2,4-dinitro-pyrrole and 4,5-dinitro-imidazole. These three systems are
the only cases where the absolute deviation, calculated for Loc.3, exceeds 10 ppm.
Furthermore, the maximum deviation for all the local approximation corresponds
to nitrobenzene. The correlation coefficient and the slope values are considerably
different if we do not consider them in the analysis, while the intercept remains
of the same order of magnitude. Specifically, the correlation coefficient, the slope
and the intercepts values for Loc.3 become 0.9551, 0.8803 and -3.4 ppm respec-
tively. A similar improvement is also registered for Loc.2, while for Loc.] and

UKS the results are almost unaffected.



Chapter 8

The Catalytic Mechanism of Serine

Proteases

The serine proteases constitute a family* of proteolytic enzymes characterized by
a nucleophilic serine (Ser) residue at the active site. This class of peptidases is
present in all living organisms and is responsible for a wide variety of physio-
logical functions, such as protein digestion, blood coagulation and immune re-
sponse.”® Four clans can be identified within the serine protease family: chy-
motrypsin, subtilisin, carboxypeptidase Y, and Clp protease.?'® These enzymes all
share a characteristic structural feature defined as the “catalytic triad”,*2! which
consists of three residues: aspartate (Asp), histidine (His), and serine (Ser) inter-
connected by hydrogen bonds (H-bonds). The location of these residues in the
acyl enzyme structure of a pancreatic elastase (chymotrypsin family), together

with a schematic representation of their H-bond network, is shown in Fig. 8.1 on

*The *“family” denomination is assigned on the basis of statistically significant similarities in

amino acid sequence.
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page 175. Recently, a fourth residue, a Ser in the chymotrypsin family, has been
recognized as a functional part of the catalytic triad structure. The carbonyl group
of its peptide chain forms an H-bond with the C;-H bond of the catalytic His.>?22
The recurrence of this element among all the serine proteases indicates its possible
mechanistic relevance.

The catalytic function of serine proteases has been the subject of extensive
study for over fifty years. Many experimental and theoretical methods have been
used to reveal all the details within this process. The most significant advance-
ments in the identification of the reaction steps have been obtained through X-Ray
crystallography?*?® and NMR.?2-2% However, although the general aspects of
the reaction path are now well understood and documented, many questions about
the formation of the intermediate structures remain unanswered. This chapter
provides a detailed description of these problems and their analysis with DFT and
SOS-DFPT calculations.

The comparison between the different SOS-DFPT approximations, in the mat-
ter of the '*'N NMR shielding, has shown us the strengths and the limits of each
of them. One of the conclusions derived is that while for saturated nitrogen atoms
there is no substantial difference between the SOS-DFPT approximations, for un-
saturated systems the local corrections perform significantly better than UKS.
Among those, Loc.3 showed the highest accuracy. The nitrogen nucleus of in-
terest here is a pyrrole-type nitrogen in an imidazole ring (the His side-chain is in
fact a 4-substituted imidazole). In Sec. 7.5 we were able to assess that Loc.3 gave
an average absolute deviation for the pyrrole-type nitrogen of ~17 ppm. Further,

the correlation coefficient demonstrated a good interpretation of the experimental

data. Under these premises, we started an investigation of the various alternative
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Figure 8.1: Porcine pancreatic elastase acyl enzyme (PDB code 1GVK). The cat-
alytic triad is represented schematically on the top-right corner of the picture. Its
position within the enzyme is also indicated (His in cyan, Asp in red and Ser in
yellow).



8.1 The Active Site 176

catalytic mechanisms proposed in the literature for the serine proteaeses through

the comparison between calculated and experimental '*'>N NMR shieldings.

8.1 The Active Site

The active site is the part of the enzyme containing the ensemble of peptide
residues recruited to carry out the reaction. The active site of serine proteases
can be divided into two sub-regions. The first is occupied by the aforementioned
catalytic triad, otherwise known as the “charge-relay” system,??! and the other is
defined as the “oxyanion hole”. While each of these two parts has a specific duty,
their functions are deeply intertwined. In the enzymes belonging to the chymop-
trypsin family, the residues constituting the catalytic triad are numbered: Asp;q,,
Hiss7 and Seryos. In other clans the residue numbers are different, although their
nature remains the same. An image of the catalytic triad in a chymotrypsin-like
protease (PDB code 1GVK) is shown in Fig. 8.2!. Besides the “classic” mem-
bers of the charge-relay system, two other components are shown in the figure,
namely Ser214, and a water molecule (H,0305). We mentioned previously that the
catalytic role of Sery4 is related to the H-bond that it forms with the C.;-H bond
of Hiss;. The identification of this interaction dates back from the "H NMR work
of Markley in 1978.2' Nonetheless, its definitive assignment is only relatively
recent,?* as is the recognition of the C-H- - - O interaction as a real H-bond.?3?
A theoretical study on the energy involved in the C-H- - - O bond in amino acids
affirms that the C-H group is a potent H-bond donor. The binding energy for the

equilibrium separation (e.g. 3.339 A for the alanine side-chain, -CHs, as proton

TThe positions of the H atoms were not resolved in the X-ray structure.
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HOH305:0
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Figure 8.2: Active site of porcine pancreatic elastase acyl enzyme (PDB code
1GVK). Besides the residues composing the catalytic triad, Ser;;4 and the water
molecule H;O3¢5 are also shown.

donor) is ~2 kcal/mol.?** Furthermore, if we consider the same H-bond type but
with an alkyl ammonium donor (NR}-CHj - - - O) the interaction energy increases
considerably.?3* The distance between the heavy atoms in the C.;-H- - - O bond
has been found experimentally to be between 3.28 and 2.88 A for a wide variety
of serine proteases.??? Therefore, the energy involved in this bond should be in
the same order of magnitude as the one calculated for the model systems.

The determination of which tautomer of the His side chain (Ng; or the N.;)
is present in the catalytic triad of the resting enzyme has also been controversial

for many years. The predominance of the more unstable tautomer (i.e. Ng;), and
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therefore of the Asp in its ionized form, has been shown definitely by >N NMR
studies®>?3¢ and confirmed by molecular dynamics calculations.?*”-2%® Still, the
role of the Ns;-H: - - Os; bond in the catalytic mechanism remains difficult to de-
fine. In fact, it is not yet certain if this strong H-bond remains unchanged through-
out the whole catalytic process, as maintained by some,?%?* or if it breaks in
favor of another arrangement.>2%°

The water molecule, shown in Fig. 8.2, has not been recognized to have a spe-
cific function like the other residues. Nonetheless, according to the X-ray struc-
ture of IGVK?* from which the model depicted has been derived, it appears that
H;030s forms a strong H-bond with the N, of Hiss;. The distance between the
H,0 oxygen and the N, is in fact only 2.65 A.

The oxyanion hole represents a pocket of positive charge and its role is to
stabilize the oxyanion formed during the proteolytic reaction. In the chymotrypsin
family it is formed by the amino groups of the backbone of Ser;95 and Gly;e3. In
other serine protease clans it can contain other residues since the nature of the

peptide side chain is not involved in the interaction.

8.2 The Generally Accepted Catalytic Mechanism

The production of such a large amount of experimental and theoretical studies
on serine proteases has revealed that this family of proteolytic enzymes works
through a very elegant catalytic mechanism. The main steps of the reaction are
supported by irrefutable experimental proof and thus the salient features of the
process are widely accepted within the scientific community. However, some

intermediate stages occur so fast, or are too unstable, that they cannot be seen
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experimentally and therefore are still a matter of debate.

It is generally accepted that the catalytic reaction of serine proteases devel-
ops in two phases. The qualitative reaction profile, based on the quantitative free
energy study of West and coworkers,?*' and the stuctures involved are shown in
Fig. 8.3 on page 180. The first phase is known as the acylation step or aminoly-
sis. Following the formation of the Michaelis complex, a non-covalent complex
between enzyme and substrate, the neutral Hiss; acts as a general base. It accepts
the Sery95 hydroxyl proton, hence allowing the formation of an imidazolium ring.
The positive charge of the Hiss; side chain is balanced by the negative Aspiq,
through their H-bond interaction. Meanwhile, the alcoxide ion of Ser;o5 attacks
the carboxylic carbon of the substrate causing the formation of an oxyanion. The
latter is stabilized by the electrophilic amino groups of the oxyanion hole. The
intermediate structure formed is known as the tetrahedral intermediate 1 (TI-1)
because of the characteristic tetrahedral sp* carbon formed. Its presence has never
been proven experimentally and it has been supposed only on the basis of solu-
tion chemistry. The lifetime of the tetrahedral intermediate has been determined
through theoretical studies to be in the order of picoseconds.”*” However, it is
known that its stability strictly depends on the pK, value of the leaving group. In
fact, if the leaving group is optimal, its lifetime is so short that this intermediate
state can overlap with the transition state.?*?> 2% The only method that allows the
formation of stable tetrahedral intermediates is the use of particular inhibitors [e.g.
difluorophosphates (DFP) and phenylmethanesulphonylfiuorides (PMSF)]. These
molecules block the catalytic reaction by forming stable adducts at the transition
state/tetrahedral intermediate stage. Several serine proteases constrained in such

complexes have been characterized through X-ray diffraction and NMR.
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For the breakdown of TI-1 the charged Hiss; acts as a general acid. N, re-
leases its proton to the leaving group, in this case the amino group -NH,, which
forms a free molecule of NH3 and the acyl-enzyme complex. Contrary to TI-1,
the acyl-enzyme complex is a stable intermediate and it has been observed experi-
mentally.?>*22¢ This stage represents the end of the aminolysis and the beginning
of the second part of the reaction known as the deacylation step, or hydrolysis. As
the latter definition indicates, a water molecule plays the part of the nucleophile.
The process is activated again by the Hiss; N2, which acts as a general base and
deprotonates the water molecule. The hydroxyl group so formed, attacks the car-
bonyl carbon of the acyl group. As a result, a second tetrahedral intermediate
(TI-2) takes shape. The decomposition of TI-2 is perfectly analogous to the de-
composition of TI-1. The charged Hiss; acts as a general acid and protonates the
oxygen in the Sery9s5 alcoxide, which here corresponds to the leaving group. The
products are a free acid and the resting enzyme.

The development of the catalytic mechanism, as described above, is based on
the assumption that the H-bond between Aspqq; and Hiss; endures almost unal-
tered throughout the reaction. To the advocates of this formulation, the character-
istics of this H-bond are the key to the catalytic function of serine proteases. A
controversial theory developed upon the discovery of unusually strong H-bonds in

the gas-phase, 3247

tries to explain the great stabilizing effect that this interaction
exerts on the transition state/tetrahedral intermediate. According to this theory,
the “normal” H-bond between Asp1o; and Hiss; in the resting enzyme becomes a
“low barrier hydrogen bond” (LBHB) when Hiss; becomes protonated.?*-25! The
stabilization due to this interaction is estimated to be between 10 and 24 kcal/mol

on the basis of gas-phase experiments on model systems. The presence of an
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LBHB in serine proteases was deduced from "H NMR chemical shift data. In
fact, LBHBs are characterized by an extremely lowfield 'H chemical shift, i.e.
>16 ppm.2*® Upon protonation the "H chemical shift in the (Aspio2)-Os2 - - - H-
Ns1-(Hiss7) H-bond shifts from 13-15 ppm to 17-18 ppm. Besides the 'H chemical
shift, other indicators of the existence of an LBHB are: matching pK, values for
the donor and the acceptor, complete seclusion from the solvent and obviously a
short distance between the two heavy atoms (i.e. < 2.6 A). Although the latter
condition applies,?*’ the active site of serine proteases can hardly be described as
secluded from the solvent.?>? Furthermore, >N NMR chemical shift and coupling
constant studies have proven that the proton is 85% localized on N;,25%253 invali-
dating the matching pK, values condition. Selective modifications of the residues
in the catalytic triad have also proven that the energy of the supposed LBHB is
definitely < 6 kcal/mol, more like the energy of a “normal” H-bond.?**2%5 These

and other shortcomings®*%-2%

indicate the inconsistency of the LBHB theory.
Even within the hypothesis of an LBHB stabilizing the transition state of the
serine proteases catalysis, the generally accepted catalytic mechanism has some

flaws, of which the most evident was first recognized in 1970.27-2%

It pertains
to the ability of Hiss7 in catalyzing the formation of the tetrahedral intermediate
and its destruction without any modification of the structure of the charge relay
system and without the intervention of any external molecule or residue. In other
words, there is no apparent reason why Hiss; would abstract a proton from the

Sery¢s side chain and then give it selectively to the amino group, the latter being a

much worse leaving group (pKy, = 16) than the alcoxide Sery95-O (i.e. pKy = 1).
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8.3 The “Ring Flip” Mechanism

A variation of the generally accepted mechanism has been proposed by Ash and
coworkers® following the detection of the H-bond between C.;-H and the back-
bone of Serz14.”? It involves a 180° rotation of the imidazolium ring in Hissy
around the Cg-C,, bond subsequent to the acquisition of the proton from the Ser;os
hydroxyl group. As it is shown in Fig. 8.4 on page 184, after the formation of the
Michaelis complex, the general base catalysis of Hiss; takes place as in the con-
ventional mechanism. N, acquires the hydroxyl proton and subsequently the
alkoxide attacks the carbonyl carbon of the substrate. Plausibly, at the transition
state, N>-H should be closer to the alkoxide group from which it has extracted
the proton shortly before. Therefore, if the TI-1 structure remained the same, the
preferred leaving group would most likely be the alkoxide, with the consequent
inversion of the reaction. However, according to the “ring flip” mechanism, after
the protonation, the imidazolium side chain rotates. The H-bond between Ng;-H
and Aspig; is broken. N, is now in a more favorable position, 52, to donate the
proton to the amino leaving group. N, becomes N; and forms an H-bond with
the backbone of Ser;14.

The flipped structure can activate more easily the water molecule for the nucle-
ophilic attack of the carbonyl group in the acyl-enzyme intermediate (see Fig. 8.5
on page 186). Once TI-2 is obtained, Hissy can perform another rotation, bringing
the catalytic triad to the original conformation. The latter is now more favorable
for the protonation of the alkoxide of Ser;es and the reinstatement of the resting
enzyme.

A perfectly flipped conformation of the charge relay system has not been iso-

lated yet. The closest structure to it has been identified by X-ray diffraction and
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it corresponds to an almost completely rotated imidazole ring (164°) in the serine
protease subtilisin BPN'?2% in 50% DMS. This study confirms the hypothesis that
N¢2 methylated serine proteases and serine proteases in high concentration of or-
ganic co-solvents could cause the flipping of the neutral imidazole ring in order
to perform the general base catalysis.2*-260-263 [n these cases the enzyme is ob-
viously destabilized and the most common result is the inversion of the catalytic
path, i.e. a peptide synthesis instead of hydrolysis. The negative impact on the
catalysis of a flipped ring in Hiss7 in the resting enzyme has been also confirmed
by molecular dynamics calculations.?*® According to this study, the final structure
obtained from the trajectory of the flipped rotamer is not catalytically productive.

On the other hand, the “ring flip” mechanism does not involve the flipping of
a neutral imidazole. The resting enzyme is much more stable with Hiss; in the
N;1-Ng; rotamer than with a flipped ring, simply because the latter cannot form
the same number of H-bonds with the other residues of the catalytic triad. The
flipping of the ring is predicted to take place exclusively when the imidazole is
protonated, as it is in the tetrahedral intermediates | and 2. Only in this condition
can the two rotamers form the same number of H-bonds and therefore their energy
is comparable.’ As mentioned, the lifetime of intermediates such as TI-1 or TI-2
is very short, making their structural characterization through the available exper-
imental techniques nearly impossible. Nonetheless, strong arguments in favor of

the His imidazole rotation come from N NMR chemical shift data.?*s
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8.4 Construction of a Model System for the Tetra-

hedral Intermediate

One of the challenges of this project has been the successful modeling of the TI-1
structure. The extremely short lifetime of this intermediate is the main cause for
the absence of any direct experimental characterization of its structure. There-
fore, all the available information have been derived from the TI-like inhibited
complexes and from solution chemistry. In addition a significant obstacle is rep-
resented by the size of the enzyme. Serine proteases contain generally more than
2000 atoms, a prohibitive number to handle with DFT.

The design of the model system has been conceived keeping in mind the com-
putational cost, while at the same time trying to maintain a close correspondence
between the model structure and the experimental information. The area of in-
terest concerns mainly the active site, and specifically the residues in the charge-
relay system. Hence, our working set of residues has been reduced to Aspoz,
Hiss7, Sera14 and Serq9s. Moreover, two water molecules have also been consid-

ered. One is the H>O305 found in the 1GVK structure and shown in Fig. 8.2 on
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page 177, which has been included for its close proximity to N;. Meanwhile, the
other replaces the -NH backbone group of the second residue forming the oxyan-
ion hole (i.e. Glyyg3 in the chymotrypsin family or Asn;ss in the subtilisin family).
The presence of this latter group is fundamental to stabilize the open charge on
the carboxylic oxygen created upon the formation of the tetrahedral carbon in the
substrate. The substrate is indeed the last group included in the working model. A
simple formamide molecule has been chosen to replace the peptide chain in order
to reduce the size of the system, and also since we could not include in the active
site model any part of the substrate binding sites.

The final objective is to determine which one of the two possible mechanisms
predicts the “correct” reaction intermediate. This problem can be approached
through the comparison between the >N NMR calculations on the TI-1 pre-
dicted by the two mechanisms and the experimental '*'>N NMR shielding data
determined on a low pH TI-1-like inhibited complexes.?*>

Two prototypes of TI-1 have been modeled, one according to the generally
accepted mechanism (see Fig. 8.6 on page 188) and the other according to the
“ring flip” mechanism (see Fig. 8.7 on page 188). The geometry of each struc-
ture has been obtained through a constrained optimization*, where the positions
of the atoms that are normally part of the protein backbone have been kept fixed.
The imidazolium atoms N, in Fig. 8.7 and the C,; in Fig. 8.6 have been con-
strained also. The need for these additional constraints derives from the fact that
the absence of the proteic environment, surrounding the active site, enhances the
mobility of the His ring. The strength of the H-bonds is not sufficient to hold

together the model system throughout the optimization. An additional control is

FRMS gradient 0.001
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Figure 8.6: Model of the tetrahedral intermediate 1 (TI-1 ) built according to the

generally accepted mechanism.
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Figure 8.7: Model of the tetrahedral intermediate 1 (TI-1g) built according to the

“ring flip” mechanism.
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Figure 8.8: The two models indicated as a) and b) have been constructed in order
to evaluate approximately the energy required for the breaking of the two strong
H-bonds in the active site of serine protease.

applied to the H-bond length between the Nj; and the Aspjoz in TI-14. In fact,
as mentioned, the design of the generally accepted catalytic mechanism is based
on the endurance of this interaction throughout the reaction path. The strength of
this interaction has been considered key to the catalytic function of the enzyme.
Therefore, the distance between Ng; and the carboxylic oxygen of Asp;o, has been
kept fixed to the experimental value of 2.63865 A?%" throughout the optimization.
If this constraint is released the imidazolium ring performs a small rotation around
the C-C,, bond®, which is sufficient to break the Os; - - - H-N3; H-bond.?** The
corresponding structure has been analyzed as an example for the “moving histi-
dine” theory, which predicts that small rotations of the Hiss; imidazolium ring are
responsible for the progress of the catalytic mechanism (see Sec. 8.7).

The energetic balance is a crucial element in the evaluation of the “ring flip”
reaction path. The rotation of the imidazolium ring requires the rupture of two

strong H-bonds: the one between Hiss7-Ng; and Aspip2-Osz, and the other be-

$The dihedral angle between Aspjo2-Os2 Hiss7-Cy Hiss7-Ce1 and Hiss7-H is 19.56°.
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tween Hiss7-N¢> and Sery95-O-R (see Fig. 8.6). The energy needed to perform
this rotation has been evaluated through a very simple model, which involves a
5-Me-imidazolium, as a surrogate for Hiss7, and two water molecules H-bonded
respectively to the N and the N, (see structure a) on Fig. 8.8). A second struc-
ture has been constructed with the 5-Me-imidazolium ring perpendicular to the
two water molecules, as shown on Fig. 8.8 b). The total energy difference be-
tween these two models is 15.9317 Kcal mol~'Y. This estimate is in agreement
with the value of ~15 Kcal mol~' predicted by Bachovchin®® for the protein. It is
reasonable to presume that the free energy barrier would be lower due to a positive
entropic contribution introduced by the free rotation of the ring.

According to the Ash and coworkers, the formation of a TI-1 involving a
flipped Hiss7 is more favorable energetically.’ Therefore, the cost of breaking
the H-bonds can be explained in terms of a higher stabilization of the reaction
intermediates. The energetic analysis of the two TI-1 models studied confirms
that the flipped conformer (i.e. TI-1g) is more stable than TI-14 by 17.1076 kcal

mol .

8.5 %N NMR Shielding in Hiss,

Nitrogen NMR is considered one of the most powerful experimental tools avail-
able for the study of protein structure and function. This is especially true in the
case of serine proteases, where, as it has been underlined previously, the mech-

anistic function is strictly related to the nature of the two nitrogen atoms in the

9PLAP3 functional, FINE GRID with 64 angular points per shell, TZVP basis set (see Ch. §
for further details).
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catalytic His side chain. According to the definition introduced by Witanowski
and coworkers,” the pyrrole-type and the pyridine-type nitrogens in the neutral
imidazole can be indicated as o and B-type, respectively. In the imidazolium ring
both nitrogens are in the same protonation state and are simply indicated with oc*.

This classification is shown in Fig. 8.9.

\I—H +>¢—H .‘§NO
/ 7

o-type o'-type B-type

Figure 8.9: Types of nitrogen nuclei of the catalytic His involved in the different
steps of the serine protease reaction path.

The o and B-type nitrogens can be easily distinguished by the position of
their NMR shielding signals. For instance, in Tab. 8.1 are shown the '*'>N NMR
calculated and experimental shieldings of imidazole, N(Me)-imidazole and of the
imidazole ring in the His side-chain. The neutral imidazole has C,, symmetry
hence the two tautomers are equally probable. The tautomeric equilibrium is so
fast that only the average shielding value can be measured experimentally. The
calculated counterpart shown is also the average of the shieldings obtained for the
o and B-type nitrogens. Here, the Loc.3 prediction is 19.4 ppm too deshielded,
however it is not possible to see which of the nitrogen types is the most difficult
to describe. In order to do that, the results for the N-methylated imidazole are
also shown. In this case, the calculated NMR shielding of both nitrogen types is
underestimated by ~ 13 ppm. The deviation from the experiment is in fact larger

for an o-type nitrogen bonded to a methyl group than for the same type of nitrogen
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but bonded to an H atom (see Ch. 7). The equivalent level of accuracy attained
for oc and B-nitrogens allows one to obtain a very good estimate of the difference

between their shieldings. (i.e., 109.2 ppm from Loc.3 and 109.0 ppm from Exp.).

Table 8.1: >N shieldings (ppm from neat liquid MeNO-)
of o, ™ and P nitrogen types in imidazole, N(Me)-
imidazole and in His.

] N-type  SOS-DFPT (Loc.3)  Exp.* Solvent |

Imidazole a(B) 157.81 177.2 H,O
at 201.9 208.2 H,0
Ns1-Me-Imidazole o 205.2 218+1 CCl4?
p 96.0 109+3 CCl !
o'y, 181.3 20875  H,0
o 203.5 20765  H,0
His oNBI 211.6 212.9% EtOHY
Brez 91.9 13625  EtOHY
oy, 193.1 20345  EtOH!
o, 208.8 2060°  EtOHY

The proficiency of the calculations has been tested also for a model of the
His amino acid, which has been obtained from Hiss; of the 1GVK PDB structure
where H atoms have been added to the missing valences. This model of His re-
flects closely part of the system in the active site and thus it represents a very
good case for the benchmark test of the calculations. At the same time, however,

it also presents considerable difficulties. Unlike the N(Me)-imidazole, both tau-

*Experimental data from Witanowski and coworkers'?® unless otherwise specified

1215.2 ppm for N5, and 100.4 ppm for N4

!Experimental data from Witanowski and coworkers'™

%Experimental data from Bachovchin;*5 +4.6 ppm correction to change ref. from IM HNO;
to CH3NO, '8

“Experiment performed with EtOH 80% in vol. and at -60°C in order to slow down the tau-
tomeric equilibrium.
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tomers can play a role, even though the reference values have been obtained in an
experiment conducted at low temperature (i.e. -60°C). Furthermore, there is a sig-
nificant solvent effect to take into account. While the «-type nitrogen seems to be
less affected by these problems, showing a deviation of only 1.3 ppm downfield,
the 3-nitrogen is too deshielded by 44.3 ppm. Considering the strong shielding
effect induced by protic solvents on the pyridine-type nitrogen, as we have seen
in Sec. 7.6 for azines, this error can very well be due to the solvent effect.

The role played by the His backbone on the NMR shielding of the nitrogens
in the side-chain has been evaluated considering 5-Me-imidazole as a model for
His. The results, shown in Tab. 8.1I, indicate that this considerable reduction of
the system’s size is responsible for a small deviation of the o and B-nitrogen

shieldings.

Table 8.11: >N shieldings (ppm from neat liquid MeNO,)
of &, ™ and P nitrogen types in 5-Me-imidazole.

] N-type  SOS-DFPT (Loc.3)  Exp.(His)*  Solvent |

5-Me-Imidazole os 206.9 212.9 EtOH
Pnez 95.3 136.2 EtOH
ohs) 192.7 203.4 EtOH
o 2 198.1 206.0 EtOH

The N1 (x-type) and the N, (3-type) signals are displaced, respectively, only
4.7 ppm downfield and 3.4 ppm upfield, compared to the results obtained for the
previous His model. These shifts are minimal compared to the reduction of the
computational cost. Therefore, the level of accuracy in the calculation of the two

types of nitrogens can be considered as only marginally affected by the model’s

*Experimental data from Bachovchin®**
'Experiment performed with EtOH 80% in vol. and at -60°C.
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modification.

It remains to discuss the nitrogen shielding in the protonated imidazole, i.e.
the a”~type. As we can see from both Tab. 8.1 and 8.11, the agreement with the
experiment is rather good. For 5-Me-imidazolium the average deviation is -7.9
ppm. The importance of this result is related to the fact that this nitrogen-type is
present in all the intermediate states of the catalytic process and, as we will see
shortly, its correct reproduction by the calculations is a key element in the study

of the reaction mechanisms.

8.6 H-bond Induced Shift

The '*1°N shieldings of the imidazole ring are particularly sensitive to H-bonding.
While the order of magnitude of the induced shifts is similar for «, 3 and o*-
nitrogens (i.e. ~10 ppm), its direction depends on the nitrogen type.?*® Upon
formation of a H-bond with a carboxylate cation, the « and a'-type nitrogen
shieldings experience a downfield displacement of -10 ppm. Meanwhile, the for-
mation of an H-bond to a neutral -OH group causes the the B-type '*'*N signal
to undergo a shielding of +10 ppm.?° The conclusive proof of the predominance
of the Ns; tautomer on the resting enzyme of serine proteases was based precisely
on the different effect that the H-bonding has on the NMR shielding of o and
B-nitrogens.? It is therefore crucial to assess the capability of the calculation in
reproducing this behavior correctly. In order to do this, three different systems
have been studied, each of them focusing on a particular nitrogen type.

The first system consists of an imidazole ring with each of the N5; and N>

H-bonded to a methanol molecule (see structure a) on Fig. 8.10 on page 195).



8.6 H-bond Induced Shift 195
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a) Imidazole b) Imidazolium c) 5-Me-Imidazole
with two MeOH with two MeOH with formic acid
and formiate

Figure 8.10: Three model systems built to analyze the H-bond induced shifts on
the imidazole '*'>N shieldings.

Through this model we can assess the effects on the « and {3-nitrogens. The
second system includes an imidazolium ring with two MeOH molecules and con-
siders the H-bond effect on the shielding of the oc*-nitrogen (see structure b) on
Fig. 8.10). The third system, indicated as c) on Fig. 8.10, differs from the others in
that N forms an H-bond with a charged group, i.e. a formiate. This model mim-
ics the H-bond that takes place in the catalytic triad of the resting serine protease
between Hiss7-Ns; and Aspio2-Os2, where the formiate plays the role of the ionic
Aspio2. Meanwhile, the substitution of methanol with formic acid in the H-bond
with N¢; is aimed at determining the impact of the strength of the interaction on
the " 5N shielding of the 3-type nitrogen. The results are shown in Tab. 8.III
on page 196. The H-bond induced shifts (Ac) have been evaluated relative to the
isolated molecules, for which the results are shown in Tab. 8.1 for imidazole and
imidazolium and in Tab. 8.II for 5-Me-imidazole.

The calculations slightly overestimate the H-bond effect on the « and o*-
type nitrogens when H-bonded to methanol. In fact, the H-bonds in the a) and b)
systems are considerably weaker than the Ng;-H- - - O H-bond in the c) complex

for which the experimental estimated shift is 8-10 ppm. The H-bond induced shift
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on the B-type nitrogen in a) is rather small, and well within the level of uncertainty

determined for this type of nitrogen.

Table 8.111: H-bond effect on the >N shielding of the o
and 3 nitrogen types in imidazole and 5-Me-imidazole and
of the o™ nitrogen type in imidazolium. The systems studied
are represented in Fig. 8.10.

| N-type SOS-DFPT (Loc.3)* Ao’ |
System a)* o 204.9 -10.3
B 107.0 +6.6
System b)$ ot 189.7 -12.2
System ¢)¥ o 167.1 -39.8
B 124.5 +29.2

The effect of the formation of a strong H-bond between the Ng; and the oxygen
of the formiate group in c) is significantly amplified by the calculation. For both
o and [3-type nitrogens the induced shifts are overestimated. The largest effect
is given by the very strong downfield shift of the a-type '*'>N shielding (i.e. -
39.8 ppm). This could be related to the modification of the acidity constants in
the gas-phase.?®’ The absence of solvent can significantly decrease the strength
of an acid. In this particular case, a higher pK, for the formic acid implies the
formation of a much stronger H-bond with the 5-Me-imidazole than in the one in
the liquid-phase.

It is known that the strength of an H-bond interaction depends highly on their

*The chemical shieldings are expressed in ppm units relative to neat liquid MeNO;

Deviation from the NMR shielding calculated for the isolated molecule (see Tab. 8.1 for de-
tails).

Distances between heavy atoms: N- - - H-0 2.9526 A, N-H--- 0 2.9987 A

SDistances N-O 2.7789 A, O-H 1.7480 A; angle OFIN 178.87°

“Distances N51-O 2.6840 A, O-H 1.6270 A, angle N, HO 171.70%; distances N2-O 2.6263
A, Nc2-H 1.5842 A, angle N, HO 167.80°
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structural parameters, such as interatomic distances and bond angles.?®® There-
fore, the dependence of the Ng; shielding upon the varying Nj;-H distance has
been analyzed as a key indicator of the H-bond strength. This test involves the
optimization of the H-bond network connecting a 5-Me-imidazole and a 5-Me-
imidazolium to a formiate, through Nj;, and to a methanol through N, (see
Fig. 8.11 on page 198). In the case of the 5-Me-imidazole we compare the calcu-
lations with experimental shieldings obtained on similar systems.?®® On the other
hand, for the 5-Me-imidazolium no experimental references were available. The
steepest descent optimization path, involving the transfer of the proton from the
imidazolium N, to the formiate oxygen, has been followed by the shielding cal-
culations for Ng;. Due to limitations in the calculation time, the NMR calculations
in this test have been performed with the Loc.2 approximation. Nonetheless, in
view of the results obtained in Ch. 6 and 7, we can consider the Loc.2 calculations
indicative of the trends attainable with Loc.3. The results are shown in Fig. 8.11
on page 198.

The Ng; shielding shows a very high sensitivity to changes in the Ng;-H dis-
tance. In fact, the N5; signal undergoes a progressive deshielding from 194.6 ppm,
corresponding to an Ns;-H distance of 1.0170 A in the neutral 5-Me-imidazole,
to 110.0 ppm, corresponding to an Ns;-H distance of 1.5128 A in the positively
charged 5-Me-imidazolium. The results for the 5-Me-imidazole are in good agree-
ment with the trends observed in the experimental solid state NMR '*'>N chem-
ical shifts of similar complexes.?®® The deviations from the experiment oscillate
between -10 and -20 ppm. This is a fairly reasonable result, especially if we con-
sider that the experimental uncertainty on the N-H distance is on average 0.02 A,

which entails a '*'>N shielding downshift of ~10 ppm.
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Figure 8.11: Ns; NMR shielding dependence upon the varying Ng;-H distance.
The NMR calculations have been performed on the two systems, indicated as 1)
and 2), shown schematically below the diagram.
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The variation of the Ns;-O distance influences the *'>N shielding value indi-
rectly. In fact, for short and strong H-bonds (i.e. N- - - O < 2.7 A) the modification
of the N- - - O distance influences the length of the covalent N-H bond,247-270.271

Given the uncertainty associated with the methodology and the simplicity of
the model used to mimic the complex proteic environment, these results can right-
fully be regarded as positive. Further, the most important aspect of this test per-
tains to the direction of the induced shifts. In fact, the correct reproduction of
the direction allows us to interpret through the calculation on suitable model sys-
tems the formation and the breaking of the H-bonds seen experimentally, even if
the absolute value of the calculated induced shifts is overestimated. As we can
see in Tab. 8.1 and in Fig. 8.11, the direction of the induced shifts is perfectly

reproduced by the calculations.

8.7 %N Shieldings in TI-1

The results obtained in the tests shown in Sec. 8.5 and 8.6 are crucial for the study
of the catalytic mechanism of serine proteases. Through the first test we were
able to assess how accurately the Loc.3 approximation reflects the experimental
data, while the second test was intended to reveal the ability of the calculations
to reproduce the H-bond induced shifts. Also, considering the outcome of the
calculations on azoles and azines discussed in Ch. 7, it is not surprising that the
most difficult nucleus to describe with SOS-DFPT is the -type nitrogen. The
deviation of the calculated results for both His models (see Tab. 8.I and 8.1I) is
over -40 ppm. Even though the H-bonding induced shift is clearly reproduced,

the margin of error is so large that no reliable study can be conducted on the NMR
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shielding of this type of nucleus.

Very encouraging results are obtained, however, in the case of o and a*-type
nitrogens. The deviations calculated for the His model (i.e. 5-Me-imidazole) are
-6.0 ppm and -9.3 ppm for « and o *-types respectively. The H-bonding effect is
also well reproduced, with the intensity of the induced shifts reflecting the strength
of the interaction. Therefore, the Loc.3 approximation can be rightfully used to
analyze the experimental results pertaining to « and o *-type nitrogens in serine
proteases.

The validation of one of the two catalytic mechanisms represents the perfect
framework to employ Loc.3. In fact, as we have seen in Fig. 8.4, the ring flip
occurs after the general base catalysis, i.e. after the protonation of the imidazole
ring. In other words, the only steps along the reaction path involving structural
differences are the tetrahedral intermediates and the acyl enzyme. While the latter
includes a neutral imidazole, hence with « and f-type nitrogens, the TI-1 and
TI-2 contain a protonated His with only o*-type nitrogens.

The NMR experimental data supporting the “ring flip” mechanism have been
obtained from a TI-like inhibited serine protease at low pH (see in Fig. 8.12 the
active site structure of an analogous complex). Bachovchin® reported that by
lowering the pH of DIFP- and PMSF-inhibited x-lytic proteases complexes, both
Ns1 and N, show a signal characteristic of an «*-type nucleus not engaged in
H-bonds/. In the resting oc-lytic protease the drop of the pH causes a downfield
shift of the N;; signal from 204.0 to 196.2 ppm. These data are perfectly con-

sistent with the conversion of an a-type nitrogen into an «*-type nitrogen, both
yp g g

IThe diisopropylfluorophosphate (DIFP) and phenylmethanesulphonylfluioride (PMSF) in-

hibitors bind the enzyme in a Tl-like configuration (see also Sec. 8.2).
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Figure 8.12: Active site of y-chymotrypsin complexed with DIFP (PDB identifier
1GMH). Hiss;y in cyan, Asp;o; in red, Ser;os in yellow and DISP in orange.

H-bonded to the Aspjo,. However, the lowering of the pH of the inhibited com-
plexes causes the N5; NMR signal to shift from 204.3 to 202.6, for the PMSF-
complex, and from 210.5 to 203.1 ppm, for the and DIFP-complex. At that time
these results were simply interpreted as a sign of a “moving His”. According to
this theory, upon protonation the H-bond between N, of Hiss; and Os; of Aspio;
breaks and the His ring is then free to rotate a few degrees around the Cg-C,
bond. This behavior is completely reversed when the pH is increased.”*?* The
hypothesis of a complete rotation, i.e. flipping, of the imidazolium ring was not
considered.

The calculations conducted on a model of TI-1 demonstrate that these NMR
experimental data are consistent also with a flipped tetrahedral intermediate. The

formation of this structure, shown schematically in Fig. 8.4, requires, in fact, the
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rupture of the Ng;-H- - - O5; H-bond.

8.7.1 Loc.3 '“'°N Shieldings of the TI-1 Model Systems

The NMR calculations have been performed on more compact versions of the
structures TI-14 and TI-1p shown, respectively, in Fig. 8.6 and 8.7 on page 188.
These have been obtained by eliminating the groups not involved in direct con-
tacts with Hiss7, which therefore do not influence the '*'>N shieldings. In the case
of the TI-1, this implies the elimination of the Serz;4 surrogate, of the oxyanion
hole (i.e. -NH; of Ser;9s and H,O replacing -NH; of Gly;3) and of the water
molecule. Tests have shown that the latter does not play an essential role in the
NMR shielding of the N,. Furthermore, because of the elimination of the oxyan-
ion hole, the charged oxygen on the tetrahedral carbon had to be replaced by a
hydrogen. Meanwhile, with regards to the NMR model of the “ring flip” interme-
diate, TI-1g, the reduction scheme followed is the same as for TI-1 , except that
the Ser14 substitute remains, due to the fact that it interacts with N, through a
weak H-bond. Both reduced models are shown in Fig. 8.13.

The results are shown in Tab. 8.1V on page 204. The main difference between
the two set of calculations is in the shieldings of Ns; in TI-1, and Ns; in TI-1g.
The former signal is very deshielded because of the presence of the strong H-bond
with the carboxylic group of Aspioz. The N;-H distance is 1.1778 A, which cor-
responds, according to the results shown in Fig. 8.11, to a significantly deshielded
signal. As aforementioned, the acidity of the formic acid is underestimated in gas-
phase causing the formation of a very strong H-bond with the imidazolium ring.
Meanwhile, the Aspio; in serine proteases has been proven to retain its strong

acid character (i.e. pK4=3).2*2">27% Hence, the absence of the rest of the protein
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Figure 8.13: Reduced version of the TI-14 and TI-1g models used to perform the
NMR calculations.

in the model can be the cause of a slight overestimation of the strength of this
H-bond. Nevertheless, it is important to undeline that the occurrence of an un-
usually strong H-bond between Aspio; and Hiss; is not observed experimentally
either, 230233

The N5, shielding of the “ring flip” TI-1g model corresponds to a free o*-
type nitrogen non bonded to any strong H-bond acceptor. The result obtained for
N¢, reflects a weak interaction with the Serz14 carboxylic oxygen. As we have
been able to assess through the test on the H-bond induced shifts in Sec. 8.6,
Loc.3 tends to overestimate slightly the effect of weak H-bonds, compared to
experiment. Therefore we expect this value to be overly deshielded by 5-10 ppm.
The removal of the Ser,14 substitute causes the N, shielding to move upfield to
207.3 ppm.

The hypothesis of a “moving” His,??> has also been analyzed (i.e. TI-1a/).
As we have seen in Sec. 8.4, the removal of the constraint holding Asp02-Os; at

the experimental distance during the optimization, causes a small rotation of the
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imidazolium ring relative to the Aspjo;. This movement is sufficient to break the
H-bond between the Hiss7-Ns; and the Aspy02-Os;. The Ng1-H distance in TI-1 5/
is contracted to 1.0142 A. Consequently, the Ns; signal shifts upfield to 194.0
ppm, while the N shielding is 213.5 ppm. The N, shielding here is influenced
significantly less than in TI-1 by the interaction with the ionic Aspigy, and it

represents a case very similar to the N; shielding in the flipped rotamer TI-1g.

Table 8.1V: Experimental '*'>N shieldings (ppm from neat
liquid MeNQ;) of the a-lytic protease inhibited complexes
in a full protonation state compared to the Loc.3 calculations
on models of the TI-1.

j Experiment N-type %N o (ppm)* Ao |
a-lytic protease + PMSF °‘§51 202.6
| o, 206.1 35
o-lytic protease + DIFP OLE“ 203.1
o, . 206.7 36
| Model Systems N-type 14N o (ppm)* Ao |
TI-1 A (no flip) “E“ 140.8
o, 199.4 58.6
TI-14 (“moving” His) oci’,&I ;?;12 o4
aNez . B
TI-1g (ring flip) XN, 203.9
o 196.9 7.0

Within the accuracy limits of the methodology, it is clear that the calculations
on the model systems support the breaking of the Aspyg; - - - H-Ns; H-bond and
the consequent rotation of the imidazolium ring. However, while we cannot state

with certainty if this rotation is complete or partial, the occurrence of a “ring flip”

*Experimental Shieldings from Bachovchin;*** +4.6 ppm correction to change ref. from 1M
HNO; to CH3NO;!'#?
TResting enzyme



8.7 15N Shieldings in TI-1 205

in the low pH structures of DIFP and PMSF-inhibited proteases is supported by
the calculations. Moreover, the NMR shieldings corresponding to the flipped TI-

1 structure show the best agreement with the experimental references.



Chapter 9

Conclusions and Perspectives

The focus of this thesis is the development and implementation of a new SOS-
DFPT-based methodology for the calculation of NMR shieldings. The defini-
tion of the Loc.3 approximation represents the primary result of this project. As
we have seen in Ch. 2, Loc.3 has its roots in TDDFT and has been developed
within the framework of the TDA. The subsequent introduction of the 2LM clearly
demonstrates the connection between Loc.3 and the “classic” local corrections,
1e. Loc.1 and Loc.2. The fundamental result is that Loc.3 represents the miss-
ing physical basis for the SOS-DFPT approach. In fact, the ad hoc correction
has been viewed by many as a convenient semi-empirical technique to adjust the
excitation energies, calculated as the difference of the KS excited and occupied
MOs. Therefore, the substantiation of the physical integrity of SOS-DFPT opens
the door for the development of other types of AE,. corrections that can increase
the level of accuracy of the NMR calculations.

The reliability of Loc.3 as an independently derived approximation was an-

other crucial step. At first, its capability in determining the NMR absolute shield-
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ings has been assessed against the standard UKS, Loc.1 and Loc.2 approaches.
The nuclei tested are '°C, '*'*N and '7O. This choice was based on the availablity
of reliable experimental data and on the width of the NMR scale of each one of the
nuclei. For instance, tests on 'H are not indicative of the quality of a method, just
because the NMR scale spans only 10-20 ppm; hence the relative errors are too
small. The NMR calculations have been performed with three types of functional:
the LDA (i.e. S exchange and VWN correlation), the asymptothically corrected
LDA (ACLDA) and the PW91-PW91 GGA. The use of a GGA for the evalua-
tion of the KS orbitals and of their eigenvalues does not significantly influence
the quality of the SOS-DFPT results. This is in agreement with the observation
that the quality of NMR shielding calculations depends mainly on how accurately
the energy of the valence states is evaluated. Indeed, according to several TDDFT
studies this level of accuracy is similar for LDAs, GGAs and for hybrid function-

a15.180—182

Moreover, the role of the AC is found to be negligible, in agreement
with the most recent studies in the literature 6% '57-172.17

The results obtained for the '*C shieldings show that the local corrections play
a significant role only in the case of unsaturated nuclei. Further, their contribution
becomes crucial when dealing with double or triple bonds. Loc.3 performs par-
ticularly well in the case of cyanides and isocyanides. Considerable problems are
encountered in the case of carbonyl groups. Loc.3 fails completely in the descrip-
tion of CO, predicting a '3C signal more deshielded than the one obtained with
UKS, probably due to the breakdown of the 2LM. Preliminary tests performed
with a AE,. correction defined within the TDA only (i.e. CIS) predict for the '3C

shielding of CO the same level of accuracy obtained with the Loc.1 and Loc.2.27

The implementation of the full TDA approach has not been completed yet, how-
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ever, its computational cost exceeds the requirements for routine applications. The
results obtained for 17O are affected by large errors. Nonetheless Loc.3 shows a
significant improvement for some difficult systems, such as OF;, and H,0,. The
real success for Loc.3 is represented by the nitrogen nucleus. Difficult cases such
as CH,NN, HNC and HCN are predicted much more accurately than with any
other SOS-DFPT approximation.

These results are generally confirmed in the second set of tests, where Loc.3 is
compared to the most recent and promising DFT-based methodologies for NMR
calculations. For '3C shieldings Loc.3 represents the least accurate approach. The
most difficult cases include '3C nuclei in carbonyl groups, in CO and in CFa.
Although Loc.3 shows a small improvement when compared to other SOS-DFPT
approximations, its margins of error, evaluated as absolute deviations, are always
considerably larger than those predicted by all the functionals analyzed here. The
situation changes slightly for the 7O shielding. It is known that the NMR of
this nucleus is fairly difficult to describe correctly. In fact, from the statistical
analysis shown in Tab. 6.X1I on pag. 136, we notice a general decline of the quality
of the results. The Loc.3 performs rather competitively here. Its perfomance
shows the same level of accuracy as GIAO-PBEQ. The results obtained for the
415N nucleus are even more positive. Here Loc.3 proves not only to represent
a significant improvement over the other SOS-DFPT approaches, but also to be
very competitive compared to the more sophisticated functionals tested.

The considerable improvement of the accuracy of the '*'>N shielding obtained
on the absolute scale represents the basis from which we undertook a more chal-
lenging step. The quality of the results obtained in comparison to high level ab

initio and experimental data on the absolute scale is equivalent if we switch to
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a relative scale, i.e. a chemical shift scale*. The straight majority of the exper-
imental data available are expressed as chemical shifts. Hence, access to these
data allows us to test Loc.3 for a much wider range of nitrogen nuclei. This ap-
proach is not only useful from a theoretical point of view, i.e. as a validation of
the methodology. Indeed, the knowledge of the margin of error enables the use
of the calculations as a reliable tool to assist in the interpretation of experimental
spectra. Proper evaluation of the margins of error requires consideration of several
effects deriving from the fact that the experimental conditions are definitely not
represented by a zero pressure and zero temperature state. Among the most signif-
icant effects we have the gas-to-liquid shift, the ro-vibrational correction and the
solvent-induced shift. The latter can be considered the most important for '*5N
NMR. The approaches we could use to account for the presence of the solvent
consist of the continuum model, or the inclusion of explicit solvent molecules.
The use of continuum models is not very successful for NMR shielding calcu-
lations, since it does not account for direct solvent-solute interaction. A super-
molecular approach, on the other hand, is not feasible from the point of view of
computational cost. We have performed only one test in which we monitored the
variation of the pyridine '*'5N shielding as a function of the number of explicit
water molecules added to the system. The results show that over 20 molecules
of water are needed to reasonably approximate the experimental shielding value
(see Sec. 7.1). Our approach is based on the Kamlet-Taft or solvatochromic the-
ory, according to which solvents with similar characteristics induce comparable
shifts to the NMR nucleus shielding of the solute. As it has been demostrated by

several experimental studies,'”® the opposite argument is also true, meaning that

*or chemical shielding scale, in function of the sign of the standard reference (see Ch. 7).
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a particular solvent induces comparable shifts on the NMR shielding of similar
nuclei. In other words, if we analyze the "N shieldings within separate groups
of similar nitrogen-types, we can consider the effect of the solvent as an addi-
tive constant. In order to minimize the solvent effect we compared the calculated
results to experimental references determined in aprotic solvents with the lowest
possible dielectric constant. This choice was limited by the availability of the
reference data.

The groups of nitrogen atoms that we tested cover a rather large portion of
the "1>N NMR spectrum (see Fig. 7.1 on Ch. 7), including amines, hydrazines,
cyanides and isocyanides, amides, ureas and guanidines, azoles, azines, azine N-
oxides and finally nitrates. The highest accuracy has been obtained for sp3-hybrid
nitrogens, especially when bonded to H atoms, as in primary amines. The addition
of alkyl groups or of other amine groups to form, respectively, secondary (tertiary)
amines and hydrazines, increases the average error by ~10 ppm. This behavior is
likely due to the fact that the calculation of the paramagnetic term for alkyl-amines
is the result of the sum of equivalent contributions but with opposite signs.'*” This
requires a very accurate evaluation of all the excitation energies. For primary
amines this cancellation has been proven to be not so effective.

As for sp-hybrid nuclei, the results for amides and ureas are rather positive,
despite the increased polarity compared to amines. The average deviation is of
the order of ~10 ppm. Much larger errors are shown by guanidines and by cyclic
amides, or lactams. These difficult cases can be explained by simple chemistry.
Guanidines are among the strongest bases known, hence the interaction with the
solvent must play a significant role. On the other hand, lactams are involved in a

tautomeric equilibrium with their enol counterparts. Therefore, although the equi-



@

211

librium is shifted towards the lactam, the experimental reference can be influenced
by the presence of the other tautomer.

The effect of adding local corrections to UKS is very small for sp? nitrogens
and only slightly larger for amides, ureas and guanidines. The nitrogen-type in
these systems has in fact a partial double bond character and the local correc-
tions are known to play a decisive role in the accuracy of the NMR shielding
of unsaturated nuclei. A perfect example of the improvement of the results that
can be achieved with the local corrections is given by the sp-hybrid nitrogens of
cyanides and isocyanides. Loc.3 here increases significantly the level of accuracy,
especially for nitriles (i.e. alkyl-cyanides) and for isocyanides, for which the cal-
culated absolute average deviation is only 2.6 ppm. This confirms the findings
of the previous tests on the absolute scale. However, this set also includes aryl-
cyanides, which represent one of the most difficult systems among the ones we
studied. The best estimate of the NMR shielding of aryl-cyanides is obtained with
Loc.3, which predicts deviations of the order of 30 ppm. The magnitude of this
error suggests that the problem does not lie excusively in the solvent effect. The
major contribution in fact comes from the fundamental difficulty of SOS-DFPT in
describing highly delocalized systems. The presence of an external magnetic field
causes the formation of paramagnetic ring currents in aromatic systems and their
non-local character can hardly be described by SOS-DFPT.

The pyridine-type nitrogen in azoles, azines and in azine N-oxide is also
largely influenced by the ring current effect. Their average absolute errors are,
respectively, 22.5, 30.6 and 39.4 ppm. However, the pyrrole-type nitrogen is less
affected and its average absolute deviation is 16.8 ppm. Loc.3 plays a decisive role

in reducing the error in the approximation of the NMR shielding of these systems,
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especially in the case of rings with more than one nitrogen nucleus.

The largest difference in the performance of the local corrections can be seen
for nitrates. Here again, Loc.3 shows the best agreement to the experimental
references, with an average deviation of 7.3 ppm.

The extensive testing both on the absolute and on the relative NMR scale has
proved that for unsaturated '*'>N nuclei, and especially for the most difficult ones,
Loc.3 represents a clear improvement over the “classic” local approximations.
Nonetheless, some cases such as nitrogen nuclei in highly delocalized systems,
remain out of the grasp of SOS-DFPT. In the absence of a current-dependent func-
tional, the determination of the excitation energies through a non-local potential
(e.g. OEP) could reduce the divergence of the calculation results.

With the Loc.3 approximation it is reasonable, however, to approach the analy-
sis of a system involving pyrrole-type and protonated pyrrole-type nitrogen nuclei,
also known as o and " -nitrogens, respectively. The study, presented as the last
part of this thesis, pertains to the catalytic mechanism of the serine proteases. In
Ch. 8 the two most recent versions of the reaction mechanism have been described
in detail. Their comparison indicates that structural differences occur only in the
intermediate steps of the reaction, i.e. transition states and tetrahedral interme-
diates (i.e. TI-1 and TI-2). These states are so unstable that the corresponding
structures have never been isolated or characterized experimentally. The exis-
tence of tetrahedral intermediates and their structural features have been derived
on the basis of solution chemistry. Moreover, a class of inhibitors binds the ser-
ine proteases in a TI-like structure, which has been studied extensively by X-ray
diffraction and by NMR. The study presented here is based on the comparison

between these experimental *'N NMR data and the results obtained from Loc.3
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calculations on suitable model systems. The SOS-DFPT analysis is able to con-
firm that the formation of the tetrahedral intermediate occurs with the break of the
Asp102-Os2 - - - H-Ng1-Hiss; H-bond. This event most probably triggers the rota-
tion of the imidazolium ring. We tested Loc.3 in the case of two different degrees
of rotation, a complete rotation of 180° and a small rotation of the order of ~20°.
Due to the margin of error established for the methodology and the simplicity of
the model systems, we cannot state with certainty if the formation of a tetrahedral
intermediate involves a complete or partial rotation of the imidazolium ring. Both
sets of results are in agreement with the experimental reference. The most im-
portant conclusion of this analysis is that the “ring flip” mechanism is supported
by the calculations, and the corresponding Loc.3 "N shieldings show the best
agreement with the experimental data.

Looking to the future, a step further in the study of the catalytic mechanism of
serine protease could e made by including dynamics in the calculation. Through
an ab initio or DFT-MD approach it could be possible to study quantitatively the
effect of the breaking of the H-bond between Aspyy; and Hiss7 and the occurrence
of the ring flip. The shortcoming of these methods is that they can be applied
only to reasonably small systems. This means that a large part of the enzyme
would have to be discarded. The inclusion of important side chains, such as the
ones forming the binding site for the substrate, can be extremely important in
order to see how the catalysis is inittated. It is known in fact that residues of the
binding site are connected through an H-bond network directly to the catalytic
triad.”?® MD calculations on the whole enzyme, based on empirical force fields,
have failed to recognize a complete rotation of the imidazolium ring during the

formation of a tetrahedral intermediate.?>® However, according to the authors, the
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occurrence of a full rotation can require a longer simulation timescale, hence it
cannot be excluded in principle.

Snapshots of the trajectory could be used to construct new model systems for
NMR calculations. The “classic” local corrections of SOS-DFPT, and in partic-
ular Loc.2, offer a very good compromise between accuracy and computational
cost. As we have seen, Loc.3 shows a clear improvement over Loc.1 and Loc.2,
however, its use is significantly more expensive. The bottleneck of the Loc.3 cal-
culation is represented by the solution of the exchange-correlation kernel integral.
The implemention of this formula in the TD module was never intended for large
basis sets such as the ones required for NMR shielding calculations. Therefore, a
necessary step to make Loc.3 a more practical tool for routine application on large
systems is a more efficient programming of the integrals.

From the results of the benchmark tests we gathered that the accuracy of the
calculations depends greatly on the atom type and on its chemical environment.
While for saturated atoms the accuracy of the results rests mainly in the quality
of the approximate exchange-correlation functional used, for unsaturated and de-
localized systems, however, the introduction of AE,. corrections to the excitation
energy becomes necessary. Here we have seen that the use of more sophisticated
GGAs and OEPs, instead of the LDA, is crucial. Nonetheless, for the most dif-
ficult systems, an increase in accuracy can be achieved introducing a Loc.3-type
correction to the GGA or OEP excitation energy.

The use of functionals other than the ALDA for the approximation of the ker-
nel would not influence the accuracy of the NMR results. The future development
of SOS-DFPT should be addressed to the design of new exchange-correlation

functionals, focused on the correct description of the valence states, a crucial as-
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pect for the accuracy of NMR shielding calculations. Such functionals would
eliminate the necessity of a AE,. correction, reducing considerably the compu-
tational cost, and opening the way to the use of SOS-DFPT on large molecular

systems.
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Appendix A

Tables

All the tables showing the shielding calculation results are reported in this section.
I have preferred to detach them from the main block of the work since they give

useful but not essential information for the understanding of the subjects.
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Table A.I: '*C shielding constant (ppm) calculated with the four
SOS-DFPT approximations and the SVWN vy,

SVWN
Molecule UKS  Loc.l Loc.2  Loc.3  Ab Initio* Expt.t
CH,4 193.3 194.4 194.8 1943 198.6F 195.1
CH;CH;  176.2 177.0 177.3 176.8 188.0 180.9
CH3CHO 1512 152.5 153.0 153.1 162.8 157.2
CH3COCH; 149.0 150.0 150.4 150.4 164.5 158.0
CH;CN 1829 183.5 183.7 183.0 193.6 187.7
CH;O0H 1240 125.6 126.1 125.8 142.2 136.6
CH;NH, 1493 150.6 151.0 150.4 164.9 158.3
CH;F 101.9 103.7 104.2 103.5 121.8 116.8
CH,CH,  41.1 46.0 47.6 46.2 71.2 64.5
CH,CCH, 104.1 106.7 107.6 107.5 120.9 115.2
CH,CCH, -55.0 -49.5 -47.7 -47.8 -26.0 2293
CHCH 102.4 104.9 105.7 105.2 122.6 117.2
CeHg 39.5 41.4 42.1 41.9 64.0 57.2
HCN 67.7 73.0 74.6 78.4 86.35 82.1
CH;CN 56.4 60.4 61.7 66.3 76.1 73.8
HNC -0.5 13.9 18.2 28.9 28.5t o
CH,NN  165.8 167.8 168.4 169.0 171.98 164.55
HCHO -39.7 -29.0 -25.7 -24.8 6.1 -4.4+39
CH3;CHO -41.5 -33.6 312 2295 1.2 -6.7
CH;COCH; -41.8 -36.0 -34.2 -32.3 -5.8 -13.1
CcO -16.9 -0.8 3.9 21.1 5.6% 0.65
CO, 49.0 50.9 51.5 53.1 63.5 58.8
CF,4 36.8 38.0 38.4 40.1 64.4 64.5

*MBPT(2) from Gauss'"unless otherwise specified.

Experimental absolute shielding values from Jameson and Jameson'™ unless otherwise spec-
ified.

*L-CCD from Cybulski and Bishop'*'

$CCSD(T) and/or Exp. from Gauss and Stanton'4?

YExp. from Wilson and Tozer!%
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Table A.II: '3C shielding constant (ppm) calculated with the four
SOS-DFPT approximations. The PW91 vy is used in combination
with the PWO1 v.

PW91-PW91
Molecule UKS Loc.1 Loc.2 Loc.3 Ab Initio* Exptt
CH,4 188.6 189.8 190.1 189.8 198.67 195.1
CH;CH; 1724 173.2 173.5 173.0 188.0 180.9
CH;CHO 1459 1474 1479 148.0 162.8 157.2
CH;COCH; 148.3 149.2 149.6 1495 164.5 158.0
CH;CN 1794 180.1 180.3 179.7 193.6 187.7
CH;0H 1252 126.7 127.2 127.1 142.2 136.6
CH;NH, 1473 148.7 149.1 148.9 164.9 158.3
CH;F 102.4 104.1 1046  104.0 121.8 116.8
CH,CH, 447 49.2 50.7 49.1 71.2 64.5
CH,CCH, 103.6 106.2 107.1 107.8 120.9 115.2
CH,CCH, -52.1 -46.6 448 -44.4 -26.0 -29.3
CHCH 108.4 110.7 111.5 110.9 122.6 117.2
CeHg 41.8 43.8 44.4 44.2 64.0 57.2
HCN 72.5 77.5 79.0 82.5 86.35 82.1
CH;CN 59.1 62.5 63.6 67.5 76.1 73.8

HNC 7.9 21.2 25.2 35.0 28.5¢ So

CH,NN 1622 164.3 164.9 165.5 171.98 164.55

HCHO -284 -18.8 -15.8 -15.1 6.1 -4.4+39
CH;CHO  -33.0 -25.7 -23.4 -22.0 1.2 -6.7
CH;COCH; -40.4 -34.9 -33.1 -32.0 -5.8 -13.1
Cco -11.6 3.5 8.0 17.3 5.65 0.65
CO, 50.6 52.7 53.4 55.0 63.5 58.8
CF,4 40.2 41.4 418 43.1 64.4 64.5

*MBPT(2) from Gauss'’*unless otherwise specified.

Experimental absolute shielding values from Jameson and Jameson
ified.

L-CCD from Cybulski and Bishop'*'!

SCCSD(T) and/or Exp. from Gauss and Stanton'*2

YExp. from Wilson and Tozer'53

174 unless otherwise spec-
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Table A.IIL: '*C shielding constant (ppm) calculated with the four
SOS-DFPT approximations and the ACLDA vy,

ACLDA
Molecule UKS  Loc.l Loc.2  Loc.3  Ab Initio* Expt.t
CH,4 193.4 194.6 195.0 194.9 198.6* 195.1
CH;CH; 1746 175.5 175.8 175.2 188.0 180.9
CH;CHO  148.0 149.5 149.9 150.1 162.8 157.2
CH3COCH; 148.9 150.0 150.3 150.3 164.5 158.0
CH;CN  182.1 182.7 182.9 182.1 193.6 187.7
CH;OH 1199 121.6 122.1 122.0 142.2 136.6
CH3;NH; 1475 148.9 149.4 148.8 164.9 158.3
CH;F 98.4 100.3 100.9 100.5 121.8 116.8
CH,CH, 452 49.7 51.2 49.8 71.2 64.5
CH,CCH, 100.1 102.8 103.6 103.6 120.9 115.2
CH,CCH, -55.9 -50.4 -48.6 -48.8 -26.0 -29.3
CHCH 92.4 95.2 96.1 95.6 122.6¢ 117.2
CeHg 40.1 42.0 42.7 425 64.0 57.2
HCN 55.9 61.5 63.3 67.5 86.35 82.1
CH;CN 473 51.8 53.2 58.3 76.1 73.8
HNC -23.9 -7.3 2.5 10.3 28.5¢ a0
CH,NN  165.5 167.5 168.1 170.3 171.95 164.55
HCHO -37.0 -27.0 -23.9 -23.0 6.1 -4.4+39
CH;CHO  -54.0 -45.4 -42.7 -40.8 1.2 -6.7
CH;COCH; -56.1 -49.5 475 -45.3 -5.8 -13.1
Cco 5.8 9.0 13.2 22.0 5.65 0.65
CO, 48.0 50.5 50.6 52.1 63.5 58.8
CF,4 38.4 39.6 39.9 40.9 64.4 64.5

*MBPT(2) from Gauss'"*unless otherwise specified.

TExperimental absolute shielding values from Jameson and Jameson!™ unless otherwise spec-
ified.

{L-CCD from Cybulski and Bishop'*!

$CCSD(T) and/or Exp. from Gauss and Stanton'42

YExp. from Wilson and Tozer'**
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Table A.IV: '“I5N shielding constant (ppm) calculated with the
four SOS-DFPT approximations and the SVWN v,.

SVWN
Molecule UKS Loc.1 Loc.2 Loc.3 Ab Initio Expt.*
NH; 263.9 265.4 265.8 264.6 268.87 263.57
CH;NH, 262.2 264.5 265.1 264.1 261.2% Soc
HNC 87.1 96.0 98.7 105.2 105.5t .
HCN -54.2 -39.7 -35.2 -23.8 -14.4t -20.4%
CH;CN  -41.3 -29.2 =253 -15.1 13.2¢ -9.19
N, -88.3 -71.4 -66.2 -64.1 -55.7t -60.5Y
CH,NN  -58.4 -48.7 -45.6 -39.2 -31.65 -43.45
CH,NN  -162.2 -138.9 -131.7 -124.8 -142.48 -149.08
NNO 85.6 93.6 96.2 104.3 135.1% 99.5t
NNO -6.8 0.7 1.3 8.2 33.8 11.34

*Experimental absolute shieldings
'L-CCD from Cybulski and Bishop'*!

TMBPT(2) from Gauss'"unless otherwise specified.

$CCSD(T) and/or Exp. from Gauss and Stanton'42
“From Jameson and coworkers'®?
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Table A.V: 15N shielding constant (ppm) calculated with the
four SOS-DFPT approximations. The PW9I v, is used in com-
bination with the PW91 v,.

PW91-PW91
Molecule  UKS Loc.1 Loc.2 Loc.3 Ab Initio Expt.*

NH; 260.5 262.0 262.5 2614 268.87 263.57

CH3NH; 236.2 238.0 238.5 237.7 261.2¢ e
HNC 93.2 101.8 104.5 110.7 105.51 e
HCN -42.7 -29.3 -25.1 -15.0 -14.41 -20.48

CH;CN  -46.8 -36.9 -33.7 -26.4 13.2¢ 9.1
N> -97.9 -80.2 -74.7 -67.4 -55.71 -60.59
CH,NN  -60.3 -50.5 474 -41.1 -31.6% -43.48
CH,NN  -170.6 -146.9 -139.6 -133.4 -142.48 -149.08

NNO 83.4 91.5 94.0 102.1 135.1% 99.5t

NNO -7.9 1.7 0.3 7.6 33.8¢ 11.3

*Experimental absolute shielding values

'L-CCD from Cybulski and Bishop'*'

'MBPT(2) from Gauss!" unless otherwise specified.
SCCSD(T) and/or Exp. from Gauss and Stanton'42
YFrom Jameson and coworkers'®*
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Table A.VI: PN shielding constant (ppm) calculated with the four

SOS-DFPT approximantion and the AC-LDA vy,

AC-LDA
Molecule UKS Loc.1 Loc.2 Loc.3 Ab Initio Expt.”
NH; 256.4 258.1 256.6 257.7 268.87 263.57
CH;NH, 265.8 267.5 268.0 267.5 261.2¢ e
HNC 78.5 88.9 92.0 99.8 105.5t .es
HCN  -61.3 -46.1 -41.4 -29.3 -14.41 -20.48
CH;CN  -64.9 -51.6 -47.4 -36.7 13.2¢ 9.19
N, -1202  -101.0 95.1 -88.8 -55.7t -60.59
CH,NN  -65.9 -55.6 -52.4 -38.2 -31.68 -43.48
CH,NN  -184.2 -159.0 -151.3 -120.6 -142.45 -149.08
NNO 75.3 83.8 86.5 103.5 135.11 99,5t
NNO  -126 6.3 4.3 12.2 33.8¢ 11.3

*Experimental absolute shieldings

tL-CCD from Cybulski and Bishop'*!
fMBPT(2) from Gauss'*unless otherwise specified.
$CCSD(T) and/or Exp. from Gauss and Stanton'+?

YFrom Jameson and coworkers!®?
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Table A.VIL: 170 shielding constant calculated with the four SOS-
DFPT approximations and the SVWN v,

SVWN
Molecule UKS Loc.1 Loc.2 Loc.3  Ab Initio Expt.*

CH;CHO -4329 -3943 -3824 -381.1  -291.77
CH;COCH; -371.0 -341.2  -331.8 -3254  -279.8f
CH;0H  323.1 325.1 3257 326.1 350.61 550
HCHO  -5049 -449.4  -432.5 -4303  -418.0¢ -375+100%5
Cco -83.9 -60.1 -53.0 -20.9 -57.4% -36.7+17.21
CO, 2059 2100 2113 2133 241.0 24345
H,0 330.1 3323 333.1 335.6 335.4% 357.6+17.21
H,0; 99.0 112.1 116.2 135.6 133.94 o
N,0O 166.9 173.9 176.2 181.8 206.21 200.59
OF, -675.4  -603.1  -581.7 -529.2  -479.8t -473.18

*Experimental absolute shieldings

tCCSD(T) calculation from Gauss and Stanton'
{L-CCD calculation from Cybulski and Bishop'?!
5From Wilson and coworkers®

YMBPT(2) calculation from Gauss'”®
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Table A.VIIIL: 70 shielding constant calculated with the four SOS-
DFPT approximations and the PW91-PW91 v,

PW91-PW91
Molecule UKS Loc.1 Loc.2 Loc.3 Ab Initio Expt*

CH;CHO -399.1 -362.6 -351.3 -3505  -291.77
CH;COCH; -358.0 -330.9 -322.3  -3206  -279.8
CH;0H 3290 3309  331.6 3319 350.61 260
HCHO  -4480 -399.4  -3845 -3829  -418.0¢ -375+1005
Cco -84.8 -60.6 -53.4 -33.7 -57.4% -36.7+17.21
CO, 201.3 205.6 206.9 209.1 241.0f 243.45
H,O 327.7 3299 3307 3293 335.4% 357.6+17.21
H,0, 107.3 118.9 122.5 139.0 133.9¢ 500
N->0O 154.2 161.8 164.2 170.6 206.21 200.59
OF, -637.2  -571.7  -552.1  -503.2  -479.8% -473.18

*Experimental absolute shieldings

TCCSD(T) calculation from Gauss and Stanton'*®
TL-CCD calculation from Cybulski and Bishop'*!
$From Wilson and coworkers®®

YMBPT(2) calculation from Gauss'’
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Table A.IX: 'O shielding constant calculated with the four SOS-
DFPT approximations and the AC-LDA v

AC-LDA
Molecule UKS  Loc.l Loc.2 Loc.3  Ab Initio Expt*

CH3;CHO -4904  -4468 -4334 -4319  -291.7F
CH;COCH; -420.8 -386.8 -3762 -368.3  -279.8t
CH:OH 3260 3280 3287 3293 350.61 a6
HCHO  -506.1 -451.4  -4348 -4324  -418.0t -375+1005
Cco -56.3 -35.1 -28.7 -11.0 -57.4 -36.7+17.21
CO, 2073 2114 2127 2147 241.0 24345
H,0 317.8 3204 3212 3200 335.4% 357.6+17.21
H,0, 95.6 108.6 112.7 132.8 133.9¢ aad
N,O 164.3 172.3 174.8 182.3 206.21 200.59
OF, -504.5  -455.1  -440.1 -404.6  -479.8% -473.15

*Experimental absolute shieldings

TCCSD(T) calculation from Gauss and Stanton'3®
*L-CCD calculation from Cybulski and Bishop'*!
SFrom Wilson and coworkers®®

YMBPT(2) calculation from Gauss'™
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Table A.X: 13C shielding constants (ppm) calculated with the SOS-
DFPT Loc.3 approximation (LDA) and with other DFT-based
methodologies. High quality ab initio and experimental data are

shown as reference

| Molecule  Loc.3 MKS* (BLYPQE,)' PBEG* SIC-VWNS b InitioY  Exptl |
CH,4 1943 1899 193.1 194.0 191.5 198.6 195.1
CH;CH; 1768  --- 350 179.7 177.7 188.0 180.9
CH;CHO  153.1 e 152.5 162.8 157.2
CH3;COCH3;  150.4 157.0 153.9 164.5 158.0
CH;CN  183.0 187.7 183.8 193.6 187.7
CH;0H 1258 136.5 aad 142.2 136.6
CH3;NH, 1504 157.1 153.9 164.9 158.3
CH3F 1035 .- 116.5 107.1 121.8 116.8
CH.CH, 462 548 58.4 58.0 71.2 64.5
CH,CCH, 107.5 112.5 109.2 120.9 115.2
CH,CCH, -478 --- e -36.6 311 -26.0 -29.3
CHCH 1052  112.1 114.2 114.0 113.7 122.6** 117.2
CeHe 419 ... a0 55.3 54.9 64.0 57.2
HCN 784 780 81.3 76.6 74.4 86.311 82.1
CH;CN 66.3 e 68.2 67.4 76.1 73.8
HNC 289 ... 22.2 o 28.5** .

CH,NN 169.0 163.4 166.5 50 166.5 17191 164.51t

HCHO 248  -14.7 -5.8 -11.1 238 6.1  -44+3*
CH3;CHO -295  --. . aod -144 1.2 -6.7
CH;COCH; -323 ... . -11.1 -27.4 -5.8 -13.1
Cco 211 =27 4.7 -7.8 -11.6 5.6 0.6t
CO, 53.1 579 59.7 56.8 61.0 63.5 58.8
CF4 40.1 59.2 48.1 64.4 64.5

*MKS(B97-1) from Wilson and Tozer'>*

tFrom Wilson and coworkers®

*From Adamo and Barone®

SFrom Patchkovskii and coworkers'5®

“MBPT(2) calculation or exp. from Gauss'’ unless specified othewise

I Experimental absolute shieldings from Jameson and Jameson
**L-CCD calculation or exp. from Cybulski and Bishop

141

F*CCSD(T) calculation or exp. from Gauss and Stanton'4*

unless specified otherwise
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Table A.XI: '*C shielding constants (ppm) calculated with the
SOS-DFPT Loc.3 approximation (LDA) and with the KT1 and
KT2 functionals. High quality ab initio and experimental data are

shown as reference

| Molecule  Loc.3 KTI* KT2* Ab Initio! Expt} |

CH,4 194.3 196.4 195.2 198.6 195.1
CoH4 47.6 64.3 63.2 71.2 64.5
CHCH 105.2 120.5 120.4 122.65 117.2
HCN 78.6 87.2 86.0 86.3 82.1

CH,NN 169.0 170.1 167.4 171.9 164.55
Cco 21.1 104 7.4 5.6 0.65
CO; 53.1 65.0 63.7 63.59 58.8

*Results from Keal and Tozer!””

TCCSD(T) results from Gauss and Stanton'#? unless otherwise specified.

1Experimental absolute shieldings from Jameson and Jameson
SL-CCD calculation or exp. from Cybulski and Bishop

“MBPT(2) calculation or exp. from Gauss

175

141

i74

unless specified otherwise
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Table A.XIL: '>N shielding constant (ppm) calculated with the
Loc.3 (LDA) and with other DFT-based methodologies. High
quality ab initio and experimental data are shown as reference

[Molecule  Loc.3 MKS™ (B3LYPO®)T PBEOY SIC-VWN® _Ab Initio  Expt.¥ |

NH; 2646 261.6 265.0 263.1 258.4 268.81  263.5'F
CH;NH, 2641  --- 2o 244.0 243.4 261.2** a0
HNC 1052 .- 105.8 105.5!
HCN 238 -270 21.1 -349 -23.5 -144l -20.4it
CH;CN  -15.1 . Soc =244 -13.7 13.2  -9.1#
N, -64.1  -65.1 -55.8 -76.8 -73.8 5571 -60.5%
CH,NN 392 -46.8 -38.2 So -36.7 316t 4341t
CH,NN  -1248 -137.5 -120.6 e -161.9 -142.41  _149.0%
NNO 1043 989 103.5 300 85.6 135.1**  99.5**
NNO 8.2 6.1 12.2 G0 12.5 33.8  11.3*

*MKS(B97-1) from Wilson and Tozer'?

From Wilson and coworkers®

' From Adamo and Barone%

5From Patchkovskii and coworkers!®

YExperimental absolute shielding values

IIL-CCD calculation or exp. from Cybulski and Bishop'*!
**MBPT(2) calculation or exp. from Gauss'”
#CCSD(T) calculation or exp. from Gauss and Stanton'?
HFrom Jameson and coworkers'®3

9
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Table A.XIIIL: '*'>N shielding constants (ppm) calculated with the
SOS-DFPT Loc.3 approximation (LDA) and with the KT1 and
KT2 functionals. High quality ab initio and experimental data are
shown as reference

| Molecule  Loc.3 KTI* KT2* Ab Initio Expt. |

N> -64.1 -55.8 -59.7 -55.7% -60.5Y
NH;3 264.6 265.9 264.5 268.81 263.55
HCN -23.8 -18.6 -19.4 -14.41 -20.45
NNO 104.3 106.8 102.1 135.1% 99,5t
NNO 8.2 14.2 12.2 33.8¢ 11.3
CH,>NN -39.2 375 -41.7 -31.65 -43 .45
CHNN  -124.8 -128.3 -138.4 -142.45 -149.0Y

*From Keal and Tozer'®

'L-CCD calculation or exp. from Cybulsky and Bishop'4!
IMBPT(2) calculation or exp. from Gauss!"

SCCSD(T) calculation or exp. from Gauss and Stanton'3
YFrom Jameson and coworkers!®?
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Table A.XIV: 70 shielding constant calculated with the SOS-
DFPT Loc.3 approximation (LDA) and with other DFT-based
methodologies. High quality ab initio and experimental data are

shown as reference

| Molecule  Loc3 MKS® (B3LYP Y%, )T "PBEGY SIC-VWNS 4b Initio ExptY |
CH;CHO  -381.1  --- 300 -273.0 -291.71
CH;COCH; -3254 .. 23302 -259.3 -279.8ll
CH;OH 3261  --- o 334.7 . 350.6/l aac
HCHO  -430.3 -360.6 -346.4 4222 23353 -418.0** -375.0
Cco 209  -50.8 -44.4 -70.0 -43.1 574 -36.7H
CO, 2133 2242 2232 220.0 227.6 24101 24341
H,O 3356  330.2 334.4 3289 324.0 335.4* 3576
H,0, 1356 --- 119.0 300 89.3 133.9* Jac
N,O 181.8  190.1 192.0 199.4 206.2!1  200.5t
OF, -529.2  -505.0 -502.5 -697.0 4798l -473.1%

*MKS(B97-1) from Wilson and Tozer'*

From Wilson and coworkers®?

'From Adamo and Barone%

$From Patchkovskii and coworkers!®

“Experimental absolute shielding values

ICCSD(T) calculation from Gauss and Stanton'*°
**L-CCD calculation or exp. from Cybulski and Bishop'4!
*MBPT(2) calculation or exp. from Gauss'”
#Exp. +17.2 from Gauss and Stanton'*’
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Table A.XV: 70 shielding constants (ppm) calculated with the
SOS-DFPT Loc.3 approximation (LDA) and with the KT1 and
KT?2 functionals. High quality ab initio and experimental data are
shown as reference

| Molecule Loc.3 KTI* KT2* Ab Initio Expt. |
H,0 335.6 330.7 329.6 335.4* 357.67
Cco -20.9 -56.1 -57.1 -57.4* -36.71
H,CO -430.3 -383.8 -379.6 -418.0* -375.0%
N,O 181.8 184.1 177.5 206.25 200.59
CO, 2133 224.5 221.6 241.05 233.4%
OF, -529.2 -516.7 -534.0 -479.85 -473.1%

*L-CCD calculation or exp. from Cybulski and Bishop'!
{Exp. £17.2 from Gauss and Stanton'?

}From Wilson and coworkers®

SCCSD(T) calculation from Gauss and Stanton'**
YMBPT(2) calculation or exp. from Gauss'™
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Table A.XVI: Calculated and experimental "N chemical shifts
(ppm) in amines relative to neat liquid nitromethane

Molecule UKS  Loc.l Loc2 Loc3  Expt* Solvent |
NH3 400.5 402.1 402.6 401.6 399.9 gas phase
MeNH, 378.5 380.2 380.8 380.2 3854 gas phase
PrNH; 362.6 363.8 364.1 363.6 356.01 neat liquid

BuNH; 361.2 3622 3626 3623  3534'  neatliquid
i-BuNH, 358.8 3599 3602 3597 359.4'  neatliquid
s-BuNH; 3348 3359 3363 3361 337.5'  neatliquid
t-BuNH; 3143 3155 3159 3158 31731 neatliquid

NH(CH2);NH, 3649 3660 3663 3656 364.8'  neat liquid
NH»(CH2);NH, 358.6  359.4  359.7 3597 3603} neat liquid
HO(CH);NH, 364.6 3657 366.1 3659  365.7%  neatliquid
MeO(CH2);NH> 3639 3649 3652 3650 367.8%  neatliquid
CH,CHCH,NH, 3585  359.7 3602 359.7 361.6!  neatliquid
PhCH,NH, 3579  359.0 3593  359.7 3585'  neatliquid
Ph(CH2),NH, 3623  363.1 3633 3632  360.6! neat liquid
PhNH; 3202 3214 321.8 3218  3254'  neatliquid
1-NHz-pyrrole 3063 307.9  308.5 3117  306.4 DMSO
1-NH-imidazole 314.9 3164 3168 3167 3114 DMSO
CeH1aNH, 3346 3355 3358 3358 3357 neatliquid

Me,NH 3610  362.6  363.1 363.1  373.8  gasphase

Et,NH 3237 3251 3256 3256  3340%  neatliquid

Pr,NH 3276 3289  331.3 3292  341.3%  neatliquid
C4HoNS 3252 3263 3267 3266  343.4%  neatliquid

C4HoNoY 3337 3357 3351 3353 34641 CDCl;3
MesN 351.6 352.9 3533 3534 372.8 gas phase

* Experimental shifts from Witanowski and coworkers'” unless otherwise specified
Experimental shift from Witanowski and coworkers'”*

#No correction for bulk magnetic susceptibility

5Tetrahydropyrrole or Pyrrolidine

“Tetrahydropyrazine
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Table A.XVIL Calculated and experimental SN chemical shifts
(ppm) in hydrazines relative to neat liquid nitromethane

| Molecule* UKS  Locl  Loc2  Loc3  Exptl Solvent |
H;NNH; 325.1 3274 328.2 327.0 3348 neat liquid
MeHNNH, 309.5 311.6 312.2 312.0 328.0 neat liquid
MeHNNH, 3034 305.3 305.9 305.1 305.5 neat liquid
Me;NNH,;  399.6 301.2 301.7 302.3 322.7 neat liquid
Me,NNH,  270.7 272.5 273.1 273.7 281.4 neat liquid
Me;NNHMe 282.1 283.7 284.2 285.0 307.7 neat liquid
Me,NNHMe  263.3 265.1 265.5 265.9 285.3 neat liquid
PhHNNH,; 271.8 2733 273.7 274.3 294.2 neat liquid
PhHNNH,; 315.5 316.6 317.0 317.6 319.5 neat liquid

*In case of non equivalent nitrogen atoms, the nucleus considered is underlined

Experimental shifts from Witanowski and coworkers

194
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Table A.XVIII: Calculated and experimental '>N chemical shifts
(ppm) in amides, ureas, guanidines and related structures relative
to neat liquid nitromethane

Molecule* UKS Loc.l Loc2 Loc3 Exptl Solvent |
HCONH; 269.1 273.1 2743 2764 267.7 neat liquid
(E)-HCONHMe 267.9 270.7 2716 2720 2702 neat liquid
HCONMe> 265.2 267.7 2685 269.1 277.0 neat liquid
MeCONH; 2716 2743 2752 2758 274.7% Me,>CO
(E)-MeCONHMe 2702 2727 2734 2745 277.8t DMSO
(Z)-MeCONHMe 270.0 2725 2732 2738 276.0¢ DMSO
MeCONMe> 2653 2674 268.1 2689 282.1% Me,CO
PhCONH; 2850 2863 286.7 287.0 278.4% DMSO
EtOCONH; 311.1 3125 313.0 3132 308.2 neat liquid
EtOCONHEt 284.6 2859 2863 2864 2949 neat liquid
H>;NCONH; 3034 3055 306.1 307.2 303.6 H;0
Me;NCONMe; 3039 3048  305.1 3052 3178 neat liquid
o-NMe-pyrrolidone 249.9 2523 253.0 257.7 268.9% DMSO
o-NEt-pyrrolidone 232.9 2349 2355 2385 2556} DMSO
o-NMe-piperidone 248.0 249.7 250.2 2522 270.3% CHCl3
o-pyridone 188.7 191.1 1919 193.1 209.2  Me,CO, 1:3(v/v)
o-NMe-pyridone 180.9 183.0 183.7 1849 2150 neat liquid
e-caprolactam 2494 2513 252.0 253.6 2653 CDCl3
H,NC(NH)NH, 2867 289.4 2902 2908 307.0  0.2M in H,08
Meo,NC(NMe)NMes 311.1 3119 3122 3123 334.0 neat liquid
Me;NC(NMe)NMe; 1953 1983 1993  200.5 187.0 neat liquid
Me;NC(NH)OMe 3145 315.7  316.1 3164  320.0 neat liquid
Me;NC(NH)OMe 223.1 2269 228.2 230.2 2833 neat liquid

*In case of non equivalent nitrogen atoms, the nucleus considered is underlined

tExperimental shifts from Witanowski and coworkers
{Experimental shift from Witanowski and coworkers

SpH=7-11

194
193

unless otherwise specified
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Table A.XIX: Calculated and experimental 'N chemical shifts

(ppm) in cyanides relative to neat liquid nitromethane

Molecule UKS Loc.l Loc.2 Loc.3 Expt* Solvent [
MeCN 99.1 111.0 1147 1245 125.81 0.25M Cyclohexane
EtCN 99.8 108.0 110.7 117.1 128.22 0.25M Cyclohexane
i-PrCN 100.6 1082 110.6 1164 129.8  0.25M Cyclohexane
-BuCN 102.6 112.7 1158 1293 131.51 0.25M Cyclohexane
Ph-CN 76.8 850 876 940 123.8 CDCl3
p-CN-Ph-Me 789 86.6  89.1 95.5 127.01  solid state (MASS)
p-CN-Ph-CN  64.2 69.9 71.8 765 12001  solid state (MASS)
p-CN-Ph-N(Me), 81.0 88.7 91.1 97.8  129.0'  solid state (MASS)
p-CN-Ph-OMe  78.8 857 879 937 129.0f  solid state (MASS)
HOOCCH,CN 85.6 939 966 111.0 137.1 CDCl;3

*Experimental shifts from Witanowski and coworkers'??
tUncorrected for bulk-susceptibilities
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Table A.XX: Calculated and experimental "N chemical shifts
(ppm) in isocyanides relative to neat liquid nitromethane

| Molecule UKS  Loc.  Loc.2  Loc3  Expt* Solvent |

i-PINC 182.3 187.9 189.6 195.1 194.0 0.1IM CHCl;,
BuNC 199.4 204.3 205.7 209.8 210.0 0.1M CHCl;
+~BuNC  172.7 179.2 181.1 1854 186.0 0.1IM CH;Cl;
CeH12NC 1822 187.8 189.5 194.5 197.0 0.1M CHCl;
CF3NC 191.5 198.4 200.4 203.1 207.6 neat liquid
Ph-CHoNC  199.2 201.8 202.7 205.1 212.0 0.1M CH;Cl;

*Experimental shifts from Witanowski and coworkers.'”> Uncorrected for bulk susceptibility
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Table A.XXI: Calculated and experimental "N chemical shifis
(ppm) in azoles relative to neat liquid nitromethane

] Molecule UKS Loc.l Loc2 Loc3 Exptl Solvent |
I Pyrrole-type nitrogen |
pyrrole 218.1 2207 221.6 2203 238.77% cyclohexane

1-Me-pyrrole 209.7 2117 2124 2126 2340 CCly
1-NH;-pyrrole 1889 191.3 1921 1929 209.859 DMSO
Indole 236.0 2375 2380 2382 24555 DMSO
1-Me-pyrazole 153.7 156.7 157.7 1594 179 CCly
1-Me-indazole! 176.5 1785 179.1 180.2 203.0° DMSO
2-Me-indazole 138.6 1404 1409 1418 1625 DMSO
1-Me-imidazole 199.9 2022 203.0 2020 2195 DMSO
1-NH;-imidazole  178.3 1809 181.8 181.4 198.759Y DMSO
1-Me-benzimidazole 216.8 218.6 219.1 2199 237 CCly
1-Me-1,2,4-triazole ~ 145.1 148.8 150.0 152.5 170 CCly
1-NH;-1,2,4-triazole  125.8 129.3 130.5 133.1 155.751 DMSO
1-Me-1,2 3-triazole 1148 119.5 121.1 125.1 145,059 CDCl3
2-Me-1,2,3-benzotriazole 91.8 943 95.1 96.4 103.85 DMSO

[

Continued on next page . —[
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I ... Continued from last page—[

|

| Molecule UKS Locd Loc2 Loc3  Exptf Solvent
| Pyridine-type nitrogen |
1-Me-pyrazole 31.0 386 40.0 452 68 CCly
1-Me-indazole 184 240 258 301  57.0% DMSO
2-Me-indazole 459 495 507 524 928 DMSO
1-Me-imidazole 850 921 943 958 1185 DMSO
1-NH;-imidazole 81.8 874 892 889 72459 DMSO
1-Me-benzimidazole 92.1  96.8 983 101.0 127 CCly
1-Me-1,2,4-triazole  43.0 49.6 51.7  56.1 42 CCly
1-Me-1,2 4-triazole  90.8  97.7 999 103.7 113 CCly
1-NH,-1,2 4-triazole 658 722 742 787  79.859 DMSO
1-NH,-1,2,4-triazole  95.8 103.5 1060 1102 131.659 DMSO
1-Me-1,2,3-triazole ~ -32,7 -23.5 -20.6 ~-13.7 16359 CDCl;
1-Me-1,2,3-triazole  -13.8 -3.3 00 102  30.75Y CDCl3
2-Me-1,2,3-benzotriazole 25.5 30.8 32.6 357 12.08 DMSO

*In case of non equivalent nitrogen atoms, the nucleus considered is underlined

Experimental shifts from Witanowski and coworkers'®* unless otherwise specified

{Experimental shift from Witanowski and coworkers!%’

S Experimental shift from Witanowski and coworkers'®
“Uncorrected for bulk susceptibility
lor 1-Me-benzopyrazole
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Table A.XXIIL: Calculated and experimental >N chemical shifts
(ppm) in azines relative to neat liquid nitromethane
| Molecule UKS  Loc.l Loc.2  Loc3  Expt* Solvent |
pyridine 51.8 26.2 29.6 33.7 57.7 cyclohexane

2-OMe-pyridine  61.7 68.8 71.0 74.5 109.0f neat liquid
3-OMe-pyridine  16.3 249 27.7 31.9 64.0 Me,CO 1:3
4-OMe-pyridine  43.4 50.2 524 555 89.0 neat liquid
1,2-diazine -103.7 -86.0 -80.5 -67.9 -35.3 cyclohexane
1,3-diazine 38.5 45.7 48.1 51.1 80.3 cyclohexane
1,4-diazine 4.6 16.3 20.1 26.9 422 cyclohexane
1,3,5-triazine 51.6 58.2 60.3 62.7 954 cyclohexane
1,2, 4-triazine: N1 -125.1 -105.6 -99.6 -88.8 -51.2 cyclohexane
1,2,4-triazine: N, -81.7 -66.2 -61.4 -52.2 -6.8 cyclohexane
1,2 4-triazine: Ny 52.8 58.0 59.8 634 79.9 cyclohexane
1,2,4,5-tetrazine  -75.7 -60.7 -56.2 -44.4 -15.7¢ cyclohexane
Quinoline 17.4 23.5 25.5 28.0 64.0t CCly

*Experimental shifts from Witanowski and coworkers?®> unless otherwise specified.
"Experimental shift from Witanowski and coworkers'®3
Experimental shift from Witanowski and coworkers, J. Magn. Reson., 124, 127 (1997)
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Table A.XXIII: Calculated and experimental >N chemical shifts
(ppm) in azine N-oxides relative to neat liquid nitromethane

Molecule UKS Loc.l Loc.2 Loc3 Expt* Solvent [

pyridine N-oxyde ~ 41.3 455 469 48.7 76.437 cyclohexane!
2-OMe-pyridine N-oxide 659 688  71.7 717  146.0 Me;CO
3-OMe-pyridine N-oxide 42.3 459 470 492 91 Me,CO
4-OMe-pyridine N-oxide 59.1 622 632 650 103.0 Me,CO
pyridazine N-oxide  17.8 224 238 267 55.0 Me,;CO
pyrimidine N-oxide  45.9 498  51.1 52.5 91.0 Me,CO
pyrazine N-oxide 32.6 373 388 406 68.0 Me2CO

*Experimental shifts from Witanowski and coworkers'? unless otherwise specified.
tExperimental shift from Witanowski and coworkers'®
$0.008M
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Table A.XXIV: Calculated and experimental SN chemical shifts
(ppm) in nitrates relative to neat liquid nitromethane
Molecule UKS Loc.l Loc.2 Loc3 Expt* Solvent |
MeNO, -15.3 -6.5 -3.7 0.1 0.0 neat liquid
PhNO; -13.5 -1.5 -5.6 -2.6 122 03MCCly
2-NO;-pyrrole 7.9 13.3 15.1 18.6 225 Me,CO
1-Me-2-NO;-pyrrole 6.5 11.6 13.2 16.5 22.5 Me,CO
3-NO;-pyrrole -4.2 2.2 4.2 7.7 13.5 Me>CO
2,4-NO;-pyrrole: 2-NO; 5.4 9.3 10.6 13.2 257 Me,>CO
2,4-NO;z-pyrrole: 4-NO, -3.3 0.6 1.9 39 18.3 Me,;CO
4-NO;-imidazole 0.3 59 7.7 10.7 16.2 DMSO
1-Me-4-NO;-imidazole -0.8 4.8 6.6 9.9 17.0 DMSO
4,5-NO3-imidazole 11.7 15.1 16.1 17.8 28.0 DMSO
CH,CHCH;3NO; -325 234 206 -102 -6.5 neat liquid
CH3CHCHNO; -186  -126 -10.7 -7.8 2.0 DMF
CH3CHC(CH3)NO; -12.7 -6.5 -4.5 -14 -2.0 DMF

* Experimental shifts from Witanowski and coworkers!%*
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:": 0 1-Me-o- 1-Me-o-
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Figure B.1: Structure of some of the cyclic amides examined in Tab. A.XVIII.
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Figure B.2: Structure of the azoles examined in Tab. A. XXI.
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A =
| pyridine 1,2-diazine
. - y =N (pyridazine)
R N
| \ 1,3-diazine = 1,4-diazine
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= N
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Figure B.3: Structure of some of the azines examined in Tab. A. XXIL.






