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RÉSUMÉ

La microscopie par fluorescence de cellules vivantes produit de grandes quantités de

données. Ces données sont composées d’une grande diversité au niveau de la forme des

objets d’intérêts et possèdent un ratio signaux/bruit très bas. Pour concevoir un pipe-

line d’algorithmes efficaces en traitement d’image de microscopie par fluorescence, il

est important d’avoir une segmentation robuste et fiable étant donné que celle-ci consti-

tue l’étape initiale du traitement d’image. Dans ce mémoire, je présente MinSeg, un

algorithme de segmentation d’image de microscopie par fluorescence qui fait peu d’as-

somptions sur l’image et utilise des propriétés statistiques pour distinguer le signal par

rapport au bruit. MinSeg ne fait pas d’assomption sur la taille ou la forme des objets

contenus dans l’image. Par ce fait, il est donc applicable sur une grande variété d’images.

Je présente aussi une suite d’algorithmes pour la quantification de petits complexes dans

des expériences de microscopie par fluorescence de molécules simples utilisant l’algo-

rithme de segmentation MinSeg. Cette suite d’algorithmes a été utilisée pour la quanti-

fication d’une protéine nommée CENP-A qui est une variante de l’histone H3. Par cette

technique, nous avons trouvé que CENP-A est principalement présente sous forme de

dimère.

Mots clés: Segmentation, traitement d’image, microscopie par fluorescence, cen-

tromère



ABSTRACT

Live-cell fluorescence microscopy produces high amounts of data with a high vari-

ability in shapes at low signal-to-noise ratio. An efficient design of image analysis

pipelines requires a reliable and robust initial segmentation step that needs little parame-

ter fine-tuning. Here, I present a segmentation algorithm called MinSeg for fluorescence

image data that relies on minimal assumptions about the image, and uses statistical con-

siderations to distinguish signal from background. More importantly, the algorithm does

not make assumptions about feature size or shape, and is thus universally applicable. I

also present a pipeline for the quantification of small complexes with single-molecule

fluorescence microscopy using this segmentation algorithm as the first step of the work-

flow. This pipeline was used for the quantification of a small histone H3 variant protein

called CENP-A. We found that the CENP-A nucleosomes are dimers.

Keywords: Segmentation, image processing, fluorescence microscopy, centromere
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CHAPTER 1

INTRODUCTION

In cell biology, the stoichiometry of molecules is an important factor in determining

the role of a protein. A protein complex can be nonfunctional without all its subunits or

it can interact with other different proteins depending on its current stoichiometry. To

properly understand how a protein functions, it is important to know its exact compo-

sition. The methods currently used for analyzing the constitution of complexes aren’t

appropriate for highly dynamic processes, nor for complexes that cannot easily be ex-

tracted for biochemical analysis, either due to their size or due to their stability and that

is why the composition of certain protein complexes has been challenging to resolve, for

example the protein CENP-A in nucleosomes. This centromere protein’s stoichiometry

has been a debate in the last years [1–4]. The main goal of this work is to develop a new

method using state of the art programs to analyze the complexes of important dynamic

proteins like CENP-A.

Fluorescent microscopy is a powerful tool for the observation of in vivo protein in-

teraction, localization and dynamics. The ability to be able to add a fluorophore like the

green fluorescent protein (GFP) to a protein and be able to use a microscope to observe

the GFP tagged protein through time was a major breakthrough. Total internal reflection

fluorescent microscopy (TIRFM) is a type of fluorescent microscopy that is used to do

single-molecule quantification. We propose to use the single-molecule power of TIRF

with state of the art algorithms to characterize the stoichiometry of small proteins like

CENP-A.

The first step in many processing pipelines for image analysis of fluorescent mi-

croscopy images is the segmentation. Segmentation is the separation of an image into

regions of similar characteristics. The segmentation can create multiple clusters but in

our case we are interested in binary segmentation. This segmentation creates two classes
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of regions, foreground and background. The segmentation is the first step of an image

processing pipeline because it reduces the complexity of the image. It is easier to extract

information like area, shape, contour or intensities of an object of interest when you

know what pixels belong to the object. The main challenge in fluorescent microscopy

segmentation is the low signal-to-noise ratio. The signal is low compared to the noise

because there is always a compromise between the frequency of acquisition, the total

observation time and the intensity of the light. The total amount of light to which a sam-

ple can be exposed is limited by either its viability or the stability of the fluorophore.

In the second chapter, we propose a new segmentation algorithm for fluorescent mi-

croscopy called MinSeg. This work was made by both my supervisor Jonas Dorn and

me. Briefly, the algorithm has 4 main steps. First, a background subtraction is applied to

allow for global thresholding. Secondly, a noise estimation method is used to quantify

the noise present in the image. Thirdly, the image is threshold based on the quantifica-

tion of the noise into a binary image. Finally, the image is filtered by a function that

takes into account the local pixels.

In the third chapter, we propose an algorithmic pipeline to do the QUantification

of photoBleaching Events (QUBE) in TIRFM with minimal human interaction, while

compensating for multiple sources of error. This pipeline has four main stages. First, a

segmentation is done. This was done with the MinSeg algorithm presented in chapter 2.

Secondly, a Gaussian mixture fitting is done to improve the estimation of the intensities

and the localization of the features. Thirdly, a tracking of every feature through time is

done. Finally an automatic analysis of the intensity profile is computed and corrections

are applied. All the experimental work for this work was done by Abbas Padeganeh 1.

Be advise, blue words throughout the text can be found in the glossary.

1. Padeganeh A., Ryan J., Boisvert J., Ladouceur AM., Dorn JF., Maddox PS., Octameric CENP-A
nucleosomes are present at human centromeres throughout the cell cycle., Curr Biol,9(23),764-9,2013



CHAPTER 2

MINSEG - AN ALGORITHM FOR SEGMENTATION OF FLUORESCENT

IMAGES WITH MINIMAL ASSUMPTION

2.1 Introduction

In computer vision, the segmentation of an image, i.e. the separation of an image into

regions such as foreground and background is the foundation of most image processing

procedures. The goal of image segmentation is to reduce the information of an image

from the ensemble of all pixel intensity values to the few landmarks or shapes that will

be relevant for subsequent processing steps. For example, image segmentation is used in

astronomy to find candidate signals that might be planets or stars [6]. The technique is

also used for automatic recognition of handwriting, video surveillance, fingerprint anal-

ysis [7], iris analysis and facial recognition [8].

In our case, we are interested in the segmentation of fluorescence microscopy videos.

Fluorescence microscopy is a powerful tool that allows direct visualization of the behav-

ior of biological systems. However, in imaging of live species, such as cells, tissues,

or organisms, there is always a compromise between signal-to-noise ratio (SNR), fre-

quency of acquisition and the total observation time. The total amount of light to which

the sample can be exposed is often limited by either viability, i.e. too much light will

destroy the sample, or by photobleaching, a photon-induced chemical reaction that de-

stroys their ability to emit photons [9–11]. Especially when the total amount of light

tolerated by the sample has to be spread over multiple exposures for live imaging, the

resulting fluorescence images are of low signal-to-noise ratio, which limits the choice of

image segmentation algorithms.

Histogram-based methods such as Otsu’s thresholding algorithm [12] have been

highly successful in many image segmentation problems since they are easy to imple-
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ment and allow segmentation of arbitrary shapes without time-consuming parameter ad-

justments. They work by analyzing the histogram of the pixel intensities to identify

an intensity threshold that separates features from background. Histogram-based tech-

niques assume that the foreground and background form two discernible distributions

in the histogram, but that isn’t always the case in live-cell imaging since the signal is

often weak relative to the noise. To segment low signal-to-noise ratio images, addi-

tional assumptions are needed, such as the signal’s shape. Due to the diffraction limit of

the optics of microscopes, as well as the physics of surface tension, an assumption that

can frequently be made is that the signal resembles a spot-like shape. This assumption

has led to the development of many successful algorithms [13, 14], but due to their as-

sumption about feature shape, they are limited to spot-like features, and usually require

pre-specification of feature size, which may limit their robustness. In addition, while

incorporation of prior knowledge of the problem can lead to powerful algorithms, such

approaches tend to require the optimization of multiple tuning parameters whose relation

with the final threshold becomes less and less intuitive as the method grows in complex-

ity. As an alternative to explicit model-based algorithms, machine learning methods have

been developed for fluorescence microscopy [15, 16]. However, especially in fundamen-

tal research, where the distribution of expected phenotypes is often not well understood

a priori, and particularly with research involving animals, it may not be possible to create

a sufficiently complete or large training set.

We sought to develop a generic segmentation algorithm for fluorescence microscopy

which works for low SNR images, makes minimal assumptions about the images in gen-

eral, no assumptions about feature shape in particular, and which will thus allow the

segmentation of many different types of features with minimal parameter adjustment.

Here, we propose an algorithm we call MinSeg for segmentation of fluorescent images

with minimal assumptions (see algorithm 1).
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Algorithm 1: MinSeg
input : Grayscale images

output: Binary Images

foreach image X do

if necessary then

background subtraction(X);

end

noise = Estimate Noise(X);

foreach pixel p of image X do

if Intensity of p ≥ noise then

Value of p == 1;

else

Value of p == 0;

end

end

foreach pixel p of image X do

if # of pixels around p with a value of 1 ≥ threshold h then

Value of p == 1;

else

Value of p == 0;

end

end

end

The algorithm makes 3 assumptions:

1 - The signal is brighter than the surrounding background i.e.

I(x,y)+B(x,y)> B(x+δx,y+δy) (2.1)

where I(x,y) is the intensity at coordinate x,y, B(x,y) is the underlying fluorescent back-
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Original grayscale image Background subtraction

Noise estimation
Thresholding

based on noise

Image filtering Segmented binary image

Figure 2.1: Flow chart of MinSeg algorithm

ground and δx ,δy denotes a small change in coordinate, i.e. the surrounding fluorescent

background.

2 - Signal is spatially correlated whereas noise is not spatially correlated.

3 - The spatial scale of the signal is different from the spatial scale of the background.

The first assumption is generally true for fluorescent microscopy where the signal is

brighter than the fluorescent background because the protein of interest that was tagged

with a fluorophore should have higher emission of photons, observed by a higher in-

tensity in the image, than background autofluorescence, non-specific staining and even

other fluorophores as long as those do not have the same excitation wavelength. Fur-

thermore, fluorophores used in tagging have been engineered to increased their quantum

yield. The second assumption requires the signals to be oversampled, which can be an

issue with large-pixel EMCCD cameras or high NA/low magnification lenses because

the signal won’t spread over enough pixels. On the other hand, this makes the algorithm

robust against hot pixels. If assumption three is violated, the algorithm won’t be able to

distinguish between background and signal and a model-based segmentation algorithm

should be used in those cases. The algorithm requires almost no parameter adjustment,

nor assumptions about feature shape, which makes it robust, versatile and easy to use,

but also makes it unable to separate overlapping features. However, its reliable and sta-

tistically motivated distinction between features and background provides highly reliable
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segmentation for any subsequent mixture-model algorithm.

MinSeg has four main steps (fig 2.1). First, a background subtraction algorithm is

applied to allow global thresholding (fig 2.2B), which requires assumption 3. Secondly,

a noise estimation method is used to quantify the noise present in the image. Thirdly,

based on the estimation of the noise the image is thresholded into a binary image (fig

2.2C). Finally, the image is filtered with a kernel that replaces the value of the central

pixel with 1 if the number of pixels is above a second threshold resulting in a binary

image (fig 2.2D).

Figure 2.2: The 4 images show the processing pipeline of the MinSeg algorithm. Image
A is a synthetic image with a SNR of 3 and containing 256 features. Image B is the same
image after background subtraction. Image C is the image obtained after hard threshold-
ing based on the noise. Image D is the image obtained after a second thresholding based
on the vicinity of each pixel. The last image is the resulting image of MinSeg and is a
binary image.

2.2 Background Subtraction

In fluorescence microscopy, the objects of interest are labeled with a fluorescent dye,

which means that ideally, the only signal captured by the microscope is from the feature

of interest, while the rest of the image remains black. In practice, this is not the case.

The background comes from fluorescence that can originate from autofluorescence, non-

specific staining or diffuse fluorescent molecules and is called fluorescent background.

For total internal reflection microscopy, a non-uniform background can also come from
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a small tilt in the angle of the cover-slip and the focus plane. This would make a side of

the cover-slip closer to the laser, creating a background with a gradient effect. For prac-

tical purposes, this is also put in the same category and when we talk about fluorescent

background this is taken into account. For our algorithm to work, it is important to sub-

tract the fluorescent background because we do a global thresholding, and because our

noise model assumes that the noise mean is centered at zero. A fluorescent background

would influence the mean and break our assumption. The global threshold wouldn’t take

into account this change and if a background subtraction is omitted, we would under-

threshold and have too many false positives.

In image processing, most methods developed for background subtraction were made

to find moving objects [17]. In our case, a frame without any features isn’t necessarily

available and thus a method that can work on a single frame is needed. A median filter is

often used to reduce salt and pepper noise. The filter operation will work well as long as

the salt and pepper noise is 2 times smaller than the actual size of the kernel. In our case,

the "salt" and "pepper" is actually the features and everything else is the background.

In fluorescence microscopy, the size of a feature is dictated by the diffraction limit

because proteins are usually smaller than the wavelength of the light. By setting the

median filter kernel size to at least 2 times the feature size, an image without the signal

should be obtained and a background subtraction possible.

A median filtering is defined as the following (see algorithm 2). X is used to denote

the initial image and Y is the filtered image. For every pixel p, let X(x,y) be the intensity

at coordinate x,y, where x represents the row and y the column. The results of the filter-

ing with a window size of r will be the median of the intensity value located inside the r

by r window centered at pixel x,y. For simplicity, r is odd. If r would be even, the center

of the kernel and the median wouldn’t be as well defined. Here is the pseudo-code of a

naïve implementation of a median filter:
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Algorithm 2: Naïve 2D Median Filter
input : Image X and filter size of size r
output: Filtered Image Y

foreach pixel p of X at coordinate x,y do

for i← 0 to r do
for j← 0 to r do

// Create array with all the value inside the
mask

Array[i+ j] = X[x− r/2+ i,y− r/2+ j];
end

end
Quicksort(Array);
// Middle value of the array is now the median

Y (x,y) = Array[(r2)/2];
end

This implementation has a complexity of O(r2) per pixel, and becomes really slow

for large kernels in practical application [18]. Recently, a histogram based median filter-

ing method was proposed with a complexity of O(1) per pixel [19] (see algorithm 3). It

was based on a previous histogram based method published [20]). This method works

by keeping in memory a histogram for each column and updating it when needed, low-

ering the cost of calculating the median at each pixel. Each column histogram contains

2r+1 pixels originally centered on the same row as the kernel. The first step is to update

the column histogram to the right of the kernel by subtracting and adding one pixel to

move it down one row. The second step is to update the kernel histogram by subtracting

the leftmost column histogram and adding the column histogram that was just updated.

Adding, subtracting and computing the median of a histogram isn’t a function of the

radius of the kernel but is in fact a function of the bit depth and as such is constant in

terms of radius size. The side effect is an increase in memory and there is a constant in

computational calculation introduced equal to the bit depth. This constant can become

problematic for high bit depth image (fig 2.3A and fig 2.3B). The memory increases to

O(n∗bitdepth) instead of O(r), where n is the number of columns in the image and r is

the size of the mask. This approach is simple, efficient and most of the time the increase
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Figure 2.3: Panel A is the computation time for an 8 bit image as a function of the kernel
radius for the naive median filter algorithm and the constant median filtering algorithm.
Panel B is the computation time of an 16 bit image as a function of the kernel radius.
The sharp change in time present in both panel graph is due to discreet steps.

in memory usage is not an issue because the dynamic range of microscopy images is

rarely used to its full capacity and because of this it is possible to downscale images

with a 16 bit depth to 8 bit depth image without any loss of information. The memory

increases could be troublesome if the processing is made on large images that have a bit

depth of 16 or higher can’t be reduced to a lower bit depth without a loss in information.

While a histogram-based median filter was available for Matlab , I wrote an implemen-

tation one for Java [21].

Algorithm 3: Median filter in constant time
input : Image X of size m,n and kernel size r
output: Filtered Image Y

Initialize kernel histogram H, column histogram h1..hn;
foreach pixel p of X at coordinate x,y do

Remove Xx−r−1,y+r f romhx+y;
Add Xx+ r,y+ rtohy+ r;
// Add and subtract the relevent column histogram
H = H +hy+rhy−r−1;
Yx,y = median(H);

end

As with other spatial filter techniques, border effects are inevitable. When the ker-
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nel is centered on pixels near the border of an image, it is necessary to decide which

value will be used outside of the border for calculation of the median. Four solutions

have been implemented, null padding, symmetric padding, anti-symmetric padding and

circular padding. Null padding assumes the value outside the border to be zeros. Sym-

metric padding reflects the trend of the values near the border. Anti-symmetric continues

the trend of the values near the border. Finally, circular padding assumes that the image

is circular on itself. For example, the pixels outside the left border are assumed to be the

pixels situated at the right border. The image loops into itself. This is useful to replicate

the behavior of filtering an image in the Fourier space.

Figure 2.4: Panel A contains an image with a gradient fluorescent background and an
SNR of 3. Panel B is the output of the median in constant time filter. Panel C is the
subtraction of panel A by panel B.

One of the main drawbacks of the median filtering method for background subtrac-

tion is its limitation towards multiple levels of fluorescent background with size similar

to the features or with highly inhomogeneous fluorescent backgrounds. This can be

bypassed by multiple median filtering or with a pre-segmentation limiting the spatial do-

main of the filtering. For example, if we are trying to isolate fluorescent proteins situated

inside a small nucleus of a cell, it can be tricky to get only the nucleus fluorescent back-

ground without losing any signal. This is especially true if the fluorescent background is

also inhomogeneous inside the nucleus. A first background subtraction would be done to
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eliminate everything beside the nucleus and then another background subtraction with a

smaller kernel size would be done. This would give better results because the value out-

side of the nucleus would be set to null and thus not influence the fluorescent background

inside the nucleus. A better estimation of the fluorescent background inside the nucleus

is achieved. For fluorescence microscopy, median filtering offered a simple and robust

algorithm for background subtraction (example of background subtraction on synthetic

images fig 2.4). The main problem is the time involved in the computation since finding

a median is computationally costly in time even with a complexity of O(1) per pixel in

regard to the the kernel size. This is because the O(1) complexity while really low is still

multiplied by the number of pixels and microscopy images can be very large containing

millions of pixels and the image processing is usually done on image stacks containing

hundreds of images. The drawbacks are acceptable in our case, since the other steps

of the algorithm are not computationally costly making the whole segmentation take

roughly 8 seconds for each image.

2.3 Noise estimation

In segmentation of fluorescent images, most algorithms do not do noise estimation

because they are only interested in removing the noise. Estimating the noise is then not

necessary. On the other hand, a good estimation of the noise can be useful for the selec-

tion of the appropriate parameters or for the suitable denoising method to be used [14].

Furthermore, in our case, it is possible to use the characterization of the noise to help

the segmentation of the image without removing it. To be able to estimate the noise of

an image properly, it is important to understand the origin of the noise. The digital im-

ages obtained from fluorescence microscope have multiple sources of noise, e.g. photon

noise, dark noise, detector reading noise and read noise.

Dark noise, detector reading noise and read noise are inherent to the detector. Dark

noise comes from the small electric current cursing through the detector even when no

photons are entering. Detector reading noise comes from the amplification chain and the
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converter of the detector device. Read noise comes from the quantification of the voltage

to discrete levels of intensity. Photon noise comes from the random nature of photons

emission. This type of noise could be theoretically reduced by increasing the light in-

tensity or the exposure time but this is impractical in most applications. All the types of

noise are usually considered to be spatially uncorrelated and independent. Photon noise

and dark noise follow a Poisson distribution, detector reading noise follows a Gaussian

distribution and read noise follows a uniform distribution. In most cases, the image pro-

cessing community assumes that the noise is dominated by additive Gaussian type noise.

Constant Poisson noise can be fit relatively well with a Gaussian fit, therefore assuming

that the noise is Gaussian works pretty well in practice. On the other hand, if you have

strong Poisson type noise on inhomogeneous fluorescent background, a local threshold

would be necessary and estimating the noise on the whole image will overestimate the

noise and lead to fewer features found. Thus, it is necessary to use a different approach

to tailor a solution to the noise present in the image to get the best results.

Algorithms for noise estimation are mostly classified into two categories, block based

[22, 23] or filter based [24–26]. Some algorithms use different approaches like wavelet

based, but most of them fall into one of those two categories or use a combination of the

two [27, 28]. Block based techniques create blocks by tessellating the image. Afterward,

the noise is evaluated by calculating the variance of a set of homogeneous blocks. The

challenge is to define those homogeneous blocks. Filter based techniques use a filter to

extract the noise or get rid of the noise. If a noise-free image is obtained by the filter

technique, the noise variance will be evaluated by calculating the difference between

the noise-free image and the original image. The challenge with filter techniques is that

the assumption that the difference between the filtered image and the original image is

composed of only noise is often not true or not accurate.

For our algorithm, we have opted to use a derivative approach that falls in the cat-

egory of filter techniques since a derivative can be implemented with different types of

filters, like the Sobel operator. We chose this method because of its ease of use and
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implementation.We estimate the noise from the variance, σ2, of the third derivative.

σ
2
n =

var(∇3
xI(x,y))

202 , where ∇
3
x = I(x−1,y)−3I(x,y)+3I(x+1,y)− I(x+2,y) (2.2)

Using the third derivative has the advantage of removing any contribution from the signal

that can be approximated by up to quadratic functions. The differencing also has the

property of increasing the noise variance by a factor of 20 for each dimension. This can

be shown using Gaussian error propagation:

σ
2
f (x1,x2..)

= ∑
i

(
δ f
δxi

)2

σ
2
i (2.3)

σ
2
∇3

x(I)
= (1+32 +32 +1)σ2

n (2.4)

Thus, the variance of the high-order difference is dominated by the pixel-to-pixel noise

variance, especially if the original image was noisy.

The variance calculated on the third derivative image is divided by 20 to the power

of the number of dimensions. Of course, this approach assumes that the intensity I(x,y)

at position x,y is composed of the real intensity f with the addition of noise n drawn from

a Gaussian distribution G of mean 0.

I(x,y) = f (x,y)+n(x,y) , where n(x,y)∼ G(0,σ) (2.5)

If the image is dominated by Poisson noise, like an image taken from a single-laser scan-

ning confocal microscope where the excitation noise, photon noise, and detector noise

all follow a Poisson distribution, this technique will not work adequately and another

method is needed.
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2.4 Distinction of signal from background and filtering

With the estimation of the noise, we threshold the image into a binary image,

BI(x,y) = 1 i f I(x,y)> c∗σn , 0 otherwise (2.6)

Where BI is the binary image, I(x,y) is the intensity at position x, y in the input image,

c is a noise multiplier constant and σn the standard deviation of the estimated noise.

This will lead to a uniform random distribution of pixels with value 1 where there is no

signal because the noise should be spatially uncorrelated. On the other hand, if a signal

is present, there will be clusters of 1s near each other. The probability of a pixel to be

above the threshold is:

pSinglePixel = 1−CDFn(c,u = 0,σ = 1) (2.7)

CDFN is the cumulative distribution function of the normal distribution. For c = 1.3,

pSinglePixel evaluates to 10%. That means that, we expect at most 10% pixels with

value 1 in any neighborhood of I(x,y) where there is no signal. Conversely, we expect

significantly more than 10% pixels with value 1 in a neighborhood where there is a

signal, because signal should be correlated in space. Thus, the MinSeg considers a pixel

as part of the signal if a sufficiently high number of its neighbors have their fluorescence

intensity above the threshold defined(fig 2.5).

SI(x,y) = (BI(x,y)∗H(x,y)> d (2.8)

Where H is a binary convolution mask, BI the binary image obtained in the preceding

step and SI is the resulting binary segmented image. Probabilistic Segmentation thus

requires the determination of two thresholds, c and d, as well as the binary mask H. The

threshold d is directly related to the number of pixels falsely considered as signal (FP).

FP = LxLy ∗ (1−CDFb(p = pSinglePixel,k = d,n = ΣH)) (2.9)
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Where CDFb is the cumulative distribution function to the binomial distribution and

Lx/Ly are the width and height of the image, respectively. Therefore, by using FP as a

parameter instead of d, we directly have an insight in the number of false positive pixels

expected in the output segmentation image.

Figure 2.5: Image A is an image with only noise. Image B is the same image threshold
with the noise estimation. Image C is an image with a feature and noise. Image D is the
same image threshold with the noise estimation. E shows the probability distribution for
a 5 by 5 mask. It represents the probability to find x lit pixel in a 5 by 5 mask. As can be
seen, when a feature is present, the number of lit pixels is much higher than you would
expect if only noise was present. The first arrow, present in green, shows the probability
that the number of lit pixel in the mask present in panel B originates only from noise.
The second arrow, present in blue, shows the probability that the number of lit pixel in
the mask present in panel D originates only from noise

In practice, there is little reason to change these parameters from their default values.

The H mask should be small, since choosing a mask that is larger than the features that

are to be detected results in a morphological dilation of the features, while choosing a

mask that is smaller than the features results in no adverse effects. However, a 3 by 3
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mask allows for little dynamic range in choosing d and the expected number of false pos-

itives. Consequently, we use a 5 by 5 mask for 2D images, and a 5 by 5 by 3 mask for 3D

images, with all pixels/voxels set to 1. The value of 1.3 for c allows us to reliably detect

signals with SNR down to 2, and allows for a good dynamic range for choosing d and the

respected number of false positives. Given c and H, only either d or FP can be chosen

freely. FP is the more intuitive of the two parameters, thus we calculate d as a function

of FP. FP is defined as the expected number of false positive pixels in an image, but with

the dilation effect from the convolution, FP corresponds, in practice, to the number of

false positive features in the image. By default, we set FP to 0.5, meaning we observe a

false positive feature once every two images on average. It is important to note, that if

the noise is underestimated, we will under-threshold and have more false positives than

expected and if the noise is overestimated, the threshold will be too severe and we will

miss some features. In practice, over-estimation is better than under-estimation because

it is less detrimental to miss features than to pick false ones.

In summary, the algorithm substracts the fluorescent background with a median filter,

estimates the noise with the third derivative, thresholds the image based on the noise

estimation and finally uses a filter to threshold a pixel based on the number of pixels

in its surrounding above the noise. This makes for a simple, efficient and easy to use

algorithm.

2.5 Benchmark

2.5.1 Synthetic Images

We first tested our algorithm on synthetic images. We chose to compare MinSeg

to spot detection algorithms, since spots are the most challenging features for the algo-

rithm due to their small size, and many excellent algorithms have been developed for

spot segmentation. We decided to use the synthetic data set of two studies comparing

segmentation algorithms [13, 14].
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From the first study, we decided to single out the two best unsupervised algorithms,

H-dome [29] (HD) and Multi-Scale Variance-Stabilizing Transform [30] (MSVST) and

tackle the same synthetic images.

H-Dome

H-Dome is a grayscale morphology operation scheme. The method assumes that the

intensity distribution of the image is formed by N objects, background structures with

intensity distribution I(i,j) and noise n(i,j) that can be multiplicative or additive. The

algorithm has 3 mains steps: filtering, h-dome transformation and signal thresholding.

The filtering is done with a Laplacian of a Gaussian filter(LoG). The filter is given by

[31]

∇
2G(x,y) =

x2 + y2−2σ2
L

σ4
L

e
x2+y2

2σ2
L (2.10)

σL can be chosen based on the size of the feature in the image and the author suggests

2.5 pixels. The LoG operator will enhance the signal where features are present and

diminish the background where there are no features. Applying the LoG filter gives the

filtered LoG image as an output labeled by the author, Iσ . After the filtering, a grayscale

reconstruction is applied. The LoG filtered image Iσ is filtered with a mask Iσ −h where

h > 0 and is a constant. This decomposes the image into a reconstructed image Bσ and a

h-dome image Hσ .

Iσ (i, j) = Hσ (i, j)+Bσ (i, j) (2.11)

Bσ represents the non-uniform background structures and Hσ the smaller noise structure

and the features. For the final step, Hσ is used as a probability map. All the pixels in Hσ

are raised to the power of S to compensate for the LoG filter that smoothens the image

and to create a peak function that is similar to the probability density function of the

feature distribution. S can be related to the minimum and maximum feature size and σL.

The function

Hs
σ = (Iσ (i, j)−Bσ (i, j))s (2.12)

is the sampling function, denoted by q(i, j|I). This function describes which areas are
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more likely to contain features. Then, the authors sample N position/samples from

q(i, j|I) using a Monte-Carlo method, xl q(i, j|I), where l = (1..N) and x = (i, j). A

mean-shift algorithm [32] is used to cluster the xl sample, resulting in M clusters. For

each cluster, the mean position xc = (ic, jc) and the variance Rc are calculated using only

Nc samples belonging to that cluster.

xc = E[xL
c ] = N−1

c

Nc

∑
l=1

xl
c (2.13)

Rc = E[(xl
c− xc)(xl

c− xc)
T ] (2.14)

Two criteria are used to distinguish between features and other structures.

1 - The number of samples Nc should be larger than the number of samples coming from

a uniform intensity distribution in the region occupied by the cluster.

2 - The determinant of the covariance matrix Rc must be less than σ4
m

s2 , where σm repre-

sents the maximum size of the features.

This comes from the fact that (σ2
max+σ2

L)s
−1 is the upper bound of the intensity

distribution. In conclusion, the method has 3 main parameters, σl , σmax and h. σl and

σmax are related to the feature size. The parameter h is related to the signal-to-noise ratio.

The authors claim that the method is insensitive to the power s and N, the sample size.

The H-Dome algorithm used for this project was provided directly from the authors of

[14].

Multiscale Variance-Stabilizing Transform

The Multiscale Variance-Stabilizing Transform uses the isotropic undecimated wavelet

transform (IUWT) for the decomposition of the image. IUWT decomposes the im-

age in K wavelet planes. The image I is convolved row by row with the 1D kernel

[1/16,1/4,3/8,1/4/,1/16]. The kernel can be expanded if necessary by adding 2k−1− 1

zeros between the kernel coefficients. Ik−1 is convolved with the kernel giving Ik as an
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output. The wavelet plane k is computed with Ik and Ik−1 by:

Wk(i, j) = Ik−1(i, j)− Ik(i, j),0 < k ≤ K (2.15)

The variance-stabilizing transform is applied on Ik before the decomposition. Afterward,

the wavelet coefficients are separated with a multiple statistical hypothesis test based on

the Benjamini and Hochberg [33] procedure, which controls the false discovery rate

(FDR). All the insignificant coefficients are zeroed and a reconstruction is done:

I(i, j) = IK(i, j)+
K

∑
k=1

WK(i, j) (2.16)

The obtained image thresholds all the pixels with negative values to zeros then the con-

nected pixels with non zero values are considered features. The method has two main

parameters, K and γ . K is linked to the depth of the decomposition and γ is the upper

bound given to the FDR during the multiple statistical hypothesis procedure.

The first study used 3 different types of spot-like images, A, B and C (fig 2.6). Two

types of features were modeled for the 3 images: round and elongated shapes. The round

shapes are modeled using a 2D Gaussian intensity profile with a σmax = σmin = 100nm

and the elongated shapes with a σmax = 250,σmin = 100nm. All image types are 512

by 512 pixels with a pixel size of 50nm in x and y. 256 features are present in all im-

age types and are placed randomly within a certain image region. Type A images were

created by adding a uniform background of 10 representing uniform "fluorescent" back-

ground and Poisson noise independently to every pixel. Type B images were created by

applying a gradient "fluorescent" background with a value of 10 on the left and linearly

going to 50 towards the complete right. Since Poisson noise is intensity dependent, a

correction was applied to ensure a constant SNR throughout the image. Type C images

are constructed with large "fluorescent" background structures that could represent sub-

cellular structures or acquisition artifacts. While the study benchmarks the algorithm on

a range of 2-4 SNR, we limited our benchmarking to the hardest SNR, 2.
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Figure 2.6: Image A,B,C shown are subsets of the original images used. Image A is
an example of synthetic Type A images with a SNR of 4, the background is uniform.
Image B is an example of the synthetic Type B images with a SNR of 4, the background
is a gradient. Image C is an example of synthetic Type C images with an SNR of 4, the
background is inhomogeneous.

To compare the algorithms, two measurements were used: the true-positive ratio

(TPR) and the false-positive ratio (FPR).

T PR = NT P/(NT P +NFP) = NT P/N0 (2.17)

FPR = NFP/N0 (2.18)

NT P is the number of true positives. A true positive is a feature that was successfully

detected. NFP is the number of false positives. A false positive is a feature that was

detected by the algorithm when that object is not present in the ground truth image. N0

is the total number of features present in the ground truth image, 256 in our case. The

TPR represents the sensitivity of the algorithm, the higher the TPR the more sensitive the

algorithm is. The FPR represents the accuracy. A high FPR implies that the algorithm is

picking up a lot of objects that are not present in the image. In other words, a low FPR

indicates accuracy and a high TPR indicates sensitivity. It is worse to find false objects

than it is to miss true objects. Thus it is acceptable to lower the TPR if the FPR is also
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reduced. For the benchmark, all algorithms were set to a FPR of 0.01% because it is

possible to tweak the parameters to find a lot of features, present or not.

RoundType Elongated Type
Image Type MinSg MSVST HD MinSg MSVST HD
Type A 0.99 0.99 0.99 0.99 0.99 0.99
Type B 0.93 0.99 0.97 0.99 0.99 0.99
Type C 0.83 0.93 0.90 0.94 0.96 0.97

Table 2.I: True-positive ratio performance for MinSg, MSVST and HD on data set of
SNR 2. The FPR for all the algorithms were estimated at the level 0.01%.

For all 3 types of images, MSVST performs slightly better (Table 1) but all three

algorithms show a high sensitivity. Noteworthy is the results of our algorithm on Type C

images that are a bit lower than HD and MSVST. This can be explained by the high tex-

tured "fluorescent" background present in that image type. Our background subtraction

model may be too simple to properly subtract a double layer "fluorecent" background

without losing some features. Using a more sophisticated approach to model the "fluo-

rescent" background would probably boost the performance but the cost would be to lose

one of the main appeals of our approach, the ease of use. MinSeg has the advantage over

MSVST and HD of having really few parameters that needs to be tweaked to get good

results. HD has the disadvantage of having 3 main parameters that are somewhat linked

to the appearance of the features and its intensities. A group set with heterogeneous fea-

tures would greatly impact HD where our method does not make any assumption about

the feature size or shape.

2.5.2 Osteosarcoma well plate images

To compare our algorithm with others of its kind in a high-throughput setting, we

decided to utilize the same sample found in [13] comparing multiple segmentation al-

gorithms belonging to the same class type as ours. Like the synthetic benchmark, we

focus our attention on the comparison between our results and the results of the H-Dome

algorithm. Unlike the previous benchmark, MSVST was omitted because it was not part
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Figure 2.7: Example of an osteosarcoma well plate image with a dosage of category XII
used for the high-throughput comparison between MinSeg and HD

of the benchmark found in [13]

The sample (fig 2.7) contains cells that in response to a drug will show a varying

degree of vesicle-like structures. The algorithm has to estimate the average number of

vesicles and then divide that number by the number of cells, returning an average number

of vesicles per cells. The results are then regrouped by dosage level (fig 2.8). This

should result in a sigmoidal pattern, where low dosage(I-VI) exhibit almost no vesicles

and high dosage(VII - XII) exhibit a higher number of vesicles, plateauing at Dosage

XI. As shown, MinSeg produces the anticipated sigmoidal graph, and could be used to

detect the difference in a population exposed to different levels. In contrast, H-Dome

shows a limited increase in vesicle number only. This could make it hard to identify
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the onset of the high plateau. In an image with only noise, H-Dome will still find some

features and on a high-throughput experiment, this can be problematic and undesirable.

Figure 2.8: Top Left Panel, box plot showing the number of detected objects per cell
for each dosage for the H-Dome algorithm. Top Right Panel, example of segmentation
results for the H-Dome algorithm. Bottom left panel, box plot showing the number of
detected objects per cell for each dosage for MinSeg. Bottom right panel, example of
segmentation results for the MinSeg algorithm from the osteosarcoma well plate images
set for dosage XII.

2.6 Experimental Results

It is important to prove that a method can actually be applied in a real world ap-

plication. In this part, we show one experimental example of application of the MinSeg

algorithm. This part was done by my supervisor Jonas Dorn. Another application ex-

ample performed by myself is presented in Chapter 3.

We have successfully applied MinSeg to different types of fluorescent images, rang-

ing from segmenting 3D Drosophila border cells [34] to single molecules [35]. Here,
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we present an application that particularly highlights the strengths of the algorithm: The

detection of P-bodies inside tissue culture cells (fig 2.9). P-bodies, or processing bodies,

are agglomerates of both protein and RNA, and are thought to be involved in the regula-

tion of translation, possibly by sequestering cytoplasmic RNA. To determine the role of

the protein 4E-T in the regulation of P-body assembly, 4E-T distribution was observed in

HeLa or U2OS cells by immunostaining with Alexa 488-conjugated antibodies, and im-

aged on a Zeiss LSM 510 single laser scanning confocal microscope with a 63x/1.4NA

lens. Cells were either subjected to RNA interference or to drugs inhibiting key signal-

ing cascades, before they were challenged by chemicals that either forced assembly or

disassembly of P-bodies. We used MinSeg with default parameters first to detect the

cell outlines without the need for an additional fluorophore - the diffuse signal of non-

specific labeling or of cytoplasmic autofluorescence reliably provides enough signal for

MinSeg to distinguish cells from fluorescent background. We further used MinSeg, still

with default parameters, to detect DAPI-stained nuclei, which were used as seeds for a

marker-based watershed algorithm [36] to separate touching cells, which produced sat-

isfactory results and which did not require parameter adjustment when cell types were

switched from U2OS to HeLa cells. Finally, we used MinSeg with background subtrac-

tion and Poisson noise estimation to segment P-bodies. There is no uniformly accepted

criterion in the field to determine what is considered a P-body, and what background is.

Frequently, only the very brightest spots are counted in manual analysis, which leads to

skewed results [37]. MinSeg, through its statistical criteria for differentiating signal from

background, allowed us to create an objective definition for "fluorescent agglomerates"

of the labeled proteins, and therefore allowed characterization of the full distribution of

sizes, revealing a novel mechanism of P-body assembly control.

2.7 Conclusion

MinSeg is an algorithm for segmenting fluorescence images that is highly convenient

for several reasons: It robustly distinguishes signal from background in a wide variety of

images where histogram-based approaches fail, it defines signal in a statistical fashion,
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giving intuitive meaning to the threshold separating signal from noise and it requires, in

practice, the tuning of only one single parameter, the background filter size, which leads

to successful segmentation of arbitrary features with little effort. It is important to point

out that the method necessitates a minimum resolution. If the sampling is too low, it

will be impossible for the method to discern feature and noise because it assumes that

features occupy a larger spatial resolution than noise. For the speed of the algorithm,

the median filter is the bottle neck. For large images that have a huge inhomogeneous

fluorescent background that takes a huge kernel, the constant median filtering has help a

lot to lower the computational time but this step alone still takes a couple of seconds and

if it is impossible to use the algorithm because of the size and bit depth of the image then

the median filtering can take up to a couple of minutes. In terms of memory limitation,

the median in constant time used by MinSeg for background subtraction can take a lot

of memory if the image passed in input is an image with a large bit depth. If this occurs

to be a problem or if the image cannot be reduced to a 8 bit image, an alternate slower

median algorithm was also implemented.

A segmentation algorithm similar to ours was recently published [38]. They are using

a feature-preserving non local mean filter [39] followed by a particle detection. It would

have been interesting to compare it to our algorithm and this is certainly something we

would like to accomplish in the near future. Furthermore, extending the algorithm to

the exponential noise pattern of SCMOS camera is also something we would like to

accomplish making the algorithm even more versatile.
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Figure 2.9: Real-world segmentation example. Top panels: GFP signal with normal and
gamma corrected scaling to emphasize low intensities, respectively. Bottom left panel:
Top right image overlaid with DAPI signal. Bottom right panel: Segmented image with
cell outline (white) and vesicle outlines (red).



CHAPTER 3

QUANTITATIVE BLEACHING ESTIMATION(QUBE)

3.1 Introduction

The stoichiometry of molecules in cell biology is an important factor in determining

the role of a protein. A protein complex can be nonfunctional without a proper number

of constituents or it can interact with other different proteins depending on its current

stoichiometry. For example, the hemoglobin of mammals is composed of four glob-

ular protein subunits; two alpha subunits and two beta subunits [40]. Without those,

the hemoglobin wouldn’t function properly because the conformation given by the four

subunits is necessary for the binding of oxygen. In protein phosphorylation, the role of

phosphorylated proteins is impacted by their stoichiometry [41, 42]. To understand how

a protein functions, it is thus necessary to know its exact composition. The methods

currently used for analyzing the constitution of complexes aren’t appropriate for highly

dynamic processes, nor for complexes that cannot easily be extracted for biochemical

analysis, either due to their size or due to their stability and that is why the composition

of certain protein complexes has been challenging to resolve, for example the protein

CENP-A in nucleosomes. This centromere protein’s stoichiometry has been a debate in

the last years [1–4]. The goal is to develop a new method using state of the art programs

to analyze the complexes of important dynamic proteins like CENP-A.

3.2 Centromere protein-A(CENP-A)

Proper chromosome segregation is one of the key functions of cell division. During

mitosis, the microtubules attach to chromosomes by a protein complex called the kineto-

chore. Multiple kinetochores allow a chromosome to be linked to the two spindle poles

and could cause defects in the segregation of the chromosomes and lead to aneuploidy

[43]. This is why kinetochores need to be singletons. The kinetochores are located at

the centromere. The centromere is the part of the chromosome where the kinetochore
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assemble. A chromosome is said to be metacentric if the centromere is roughly located

in the center. If the lengths are unequal the chromosome is said to be submetacentric. If

the centromere is located at the tail of a chromosome it is said to be telocentric and if the

entire length of the chromosome acts as a centromere it is said to be holocentric. One

main characteristic of the centromere is the presence of centromere protein-A (CENP-

A), a histone H3 variant. At the centromere, H3 is replaced by CENP-A and this is

believed to mark the centromere epigenetically [44]. However, the exact composition of

the centromeric nucleosomes has been subject to extensive debate [1–4]. Centromeric

nucleosomes are potential anti-cancer targets. Since they have no known function out-

side cell division, their inhibition may have no effect on non-dividing cells. To develop

such an inhibitor, it is necessary to understand the assembly of centromeric nucleosomes

and their composition. Consequently we looked into ways to study the stoichiometry of

biological complexes.

3.3 Analysis of complexes

Considering the importance of knowing the exact composition of a complex for un-

derstanding its function, many studies have aimed to count the number of subunits of

complexes with a fundamental role for the cell, such as proliferation, division or regula-

tion. Multiple biochemistry approaches have been developed to quantify the stoichiom-

etry of proteins.

Western blot

Western blots can be used to detect the stoichiometry of phosphorylation sites. This

is achieved by separating the purified sub-unit of a complex via Western blot and then

using antibodies to quantify the stoichiometry by looking at the relative strength of the

antibodies. This gives the relative composition of each subunits. This approach has

some drawbacks; it is time-consuming, it may be hard to isolate and purify the protein

complex. [45].
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Mass spectrometry

Another powerful tool for analyzing protein complexes is mass spectrometry. This

technique analyzes the mass to charge ratio of particles. In biological assays, proteins

are studied. The purified protein complex is fragmented into smaller peptides. The frag-

ments are then ionized to generate charged peptides. The mass spectrometer calculates

the mass-to-charge ratio. By using a protein database, the proteins inside the protein

complex can be characterized and their relative abundance known. Mass spectrometry

analysis is fast and efficient. One of the drawbacks of the technique is the extensive

purification involved prior to the mass spectrometry and analysis of dynamic change is

lost unless the complex is stable in multiple forms. Also it has a limited capability to

detect low abundance peptides [46].

Crystallography

By analyzing the X-ray diffraction of a pattern generated by hitting a crystal with

an X-ray, it is possible to reconstitute the molecular conformation of biological macro-

molecules. Crystallography gives high resolution of the conformation and constitution

of proteins but the creation of the crystal is tedious, hard and costly. Also, the crystal

obtained is static and as such, crystallography is not the proper tool to analyze proteins

that change dynamically in conformation/composition.

Figure 3.1: Schematic for total internal reflection microscopy reproduced from [47].

Total internal Reflection Microscopy
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In cell biology, an abundance of proteins interface with the cell membrane or near

the cell membrane. A new microscopic technique was developed to be able to visual-

ize those interactions mitigating the interference of the fluorescent background found in

other techniques like confocal microscopy. This technique is based on the total internal

reflection fluorescence microscopy (TIRFM) [48]. This method generates a thin evanes-

cent wave of fluorescence that is approximately 100 nm thick (fig 3.1). This wave is

produced by an excitating laser hitting a surface with a critical angle. That angle should

be high enough that the laser is totally internally reflected instead of refracted. This will

create a polarized electromagnetic field with the same frequency as the incident light.

This field decays exponentially with the distance from the surface. Thus, the farther

the fluorophore is from the surface, the lower the chance of excitation. This gives good

signal near the cover slip, reducing the illumination coming from the fluorescent back-

ground. TIRFM has been used in multiple different studies:

- Measurement of the binding rates of proteins with the cell membrane receptor of an

artificial matrix [49–52].

- Tracking of secreted granules in cells during the secretion process [53] [54].

- Single-molecule dynamics [55][56].

Several studies have combined total internal reflection microscopy with fluorescence re-

covery rates [49–51] or with resonance energy transfer to study the diffusion of certain

proteins inside the cell membrane [57–59].

3.4 Counting with TIRFM

Total internal reflection microscopy is capable of imaging single molecules at a high

contrast because of its inherent propriety of illuminating only the fluorophores closest

to the cover slip. How is it possible to validate that single-molecules are being observed

rather than agglomerates or multiple molecules? To prove this statement, i.e. the assay

was effectively made on single-molecules and not on agglomerates, researchers look at

the number of photobleaching steps quantified in one optically refracted spot. The max-

imum resolution of an optical system is limited to the size of its objective and inversely
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proportional to the wavelength. This is known as Abbe’s diffraction limit:

d =
λ

2nsinθ
(3.1)

A light with a wavelength of λ travelling in an environment with refractive index n and

intersecting a spot with angle θ will create a spot of diameter d. In microscopy, this limit

is around 200 nm meaning that any structure that is smaller than 200 nm will still have

a diameter of the size described by Abbe’s limit. Thus, is it possible for multiple small

molecules to be located in one optically refracted spot.

Photobleaching is the irreversible loss of the photon emission property of the fluo-

rophore following prolonged light excitation. During the transition from a single state to

a triplet state, the fluorophores may interact with other molecules leading to a dark state.

In a dark state, the fluorophore has lost the ability to emit photons and thus becomes

invisible to detectors of fluorescence. There is also a possibility that the molecule under-

goes a process that is reversible and this will create an effect called blinking. Blinking

occurs when a fluorophore goes to a dark state and comes back to its prior state. The

actual reaction responsible for the blinking of fluorophores hasn’t been conclusively

identified. Multiple theories have been proposed to explain the blinking of fluorophores

like the protonation of the chromophore, the cis-trans isomerization of the chromophore

or even the formation of a zwitterion [60]. In general, fluorophores are optimized such

that they blink as little as possible.

Photobleaching is a behavior that is usually considered problematic in fluorescent

microscopy because it destroys the probe and thus renders proteins undetectable. Nev-

ertheless, it is possible to exploit the property of photobleaching to obtain insight in

protein dynamics or in the stoichiometry of small protein complexes. If a complex is

supposed to contain one copy of a fluorescent protein, there should only be one sharp

drop of intensity when the fluorophore of that protein finally bleaches, while the complex

is observed through time. With the same reasoning, complexes of fluorescent proteins
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should exhibit as many (or fewer, see below) photobleaching steps as there are fluo-

rophores. Using photobleaching, it is therefore possible to quantify the stoichiometry of

a complex or to validate that the molecule observed is really a singleton by counting the

number of photobleaching steps [61–68]. However, if the protein complex contains 15

or more fluorophores, it will become very difficult to count the exact copy number, since

the intensity profile of the complex fits an exponential decay [69].

In most studies, the research follows the following steps:Samples are fixed to the

cover slip and images are acquired with a total internal reflection microscope. After ac-

quisition, homemade software will automatically find the spots in the images and return

the intensity profile of those spots as output. An additional step is sometimes undertaken

if there is diffusion in the sample. For example, for identifying the number of binding

sites to the receptor Nicotinic Acetylcholine, a tracking software was necessary because

of the diffusion of the spots [61]. Afterwards, the photobleaching steps are counted man-

ually. Sometimes, to facilitate the interpretation, a filter is used to reduce the noise in

the intensity profile. For the analysis of the stoichiometry, a binomial is fit to the ob-

served distribution of bleaching steps to assess the stoichiometry that would explain the

observed population of bleaching steps [67]. Moreover, some studies count the subunit

populations by the intensity distribution of the spots [70][71]. The problematic with the

use of intensities is that the intensity throughout an image as well as the population of

spots may vary. The distance to the focal point changes the intensity of the fluorophores

and since not all spots are at the same distance, they do not all have the same maximum

intensity. The intensity is also subject to the alignment of the fluorophores with the po-

larized light since TIRFM light is polarized. Those combined effects will create a range

of average intensities that is prone to give false results unless corrected but correcting

for angle and distance for each spot would be a complicated process. Before drawing

conclusions from the total number of steps, several corrections are therefore necessary.
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3.5 Complex analysis with TIRFM

All the studies seen thus far have used manual analysis to count the number of bleach-

ing steps. This has many disadvantages. The user may have a bias toward a certain type

of spot; bright ones, or isolated ones. This will in turn lead a bias toward the analysis of

a subpopulation of the whole data. In any case, this is an unknown factor introduced in

the study. Furthermore, to do complex analysis, it is important to have a large number

of data collected to extract statistical information and be able to apply stochastic cor-

rections. Studies with manual analysis have a low number of observed spots and thus

cannot correct certain biases introduced by the method, such as pre-bleaching, multiple

bleaching or labeling ratio.

The segmentation of the image in regions of interest is generally automated and so is

the tracking of those spots throughout movies but to achieve a high enough population

for complex analysis, the detection of bleaching steps needs to be automated as well. In

recent years, researchers have started to develop tools to correct that gap. McGuire H. et

al. proposed a method of step detection [72]. The first goal of the algorithm would allow

distinction between a bleaching event and a blinking event or pure noise fluctuation. To

be able to do exactly this, the algorithm uses an iterative approach. At the start of each

iteration, the algorithm calculates a sigma defined by:

σ =
SNR∗N f f

ϕ
(3.2)

where SNR is the signal to noise ratio, N f f is the noise in the intensity fluctuation and

ϕ is an empirical value obtained with a given SNR. If the intensity drops below this

sigma, a step is detected. At the end of the iteration, the noise is evaluated again so that

the sigma changes between iterations. Also, the algorithm takes the average of short

segments of intensity. The size of the segments will increase with each iteration. The

algorithm stops when no reduction of steps was obtained. To decrease the number of

false positives, three more steps are evaluated. Those represent the minimal times per-
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mitted between photobleaching steps, the maximal step amplitude and the minimal step

amplitude. To discard other artifacts, the authors included additional criteria to establish

a track as viable. A goodness-of-fit x2 with a threshold of 1.5 is applied on step duration

and step amplitude to ascertain the validity of a track. If it fails, it is rejected. While

the method does take the user bias out of the equation, the authors failed to use the high

number of spots analyzed in any relevant way and analyzed the population by applying

a binomial fit on the data with no correction for pre-bleaching or labeling ratio.

Another interesting technique that is used in super-resolution microscopy was de-

veloped by Munck and al, called Photobleaching microscopy with non-linear process-

ing (PiMP) [73]. The method is interesting for us as well because even though the

technique was developed for confocal and widefield microscopy, the same idea could be

applied to TIRF microscopy and photobleaching assays. When a fluorophore bleaches,

the image shows peaks and troughs because the bleaching is non-uniform. This random

process changes the visible spot population of fluorophores. The main idea is to take

the absolute difference of two consecutive images. The rationale is that the difference is

caused by photobleaching (fig 3.2). The illumination of the first images is corrected by

αn, the overall brightness ratio, and this gives the equation for the differential image:

Dn(x,y) = |αnIn− In+1| (3.3)

By looking at the differential image we can get information from multiple fluorophores

contained in a diffracted limited spot. In optics, the resolution limit of an optic micro-

scope is defined by Abbe’s law : Dmin =
λ

2NA . This means that anything smaller than the

diffraction limit will show as a single spot defined by this limit. Multiple fluorophores,

if they are smaller than the diffraction limit, can be in that vicinity but only one spot

can be observed. With PiMP, it is possible to go beyond Abbe’s limit because the dif-

ferential image created by the technique contains less information. Only the spot that

bleached between two consecutive frames can be seen and thus if two fluorophores are

in the same vicinity they will not show in the same image. This holds unless the two flu-
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Figure 3.2: Illustration of multiple fluorophores located at the same diffracted limited
spot of equal intensity. During imaging, the fluorophores of these complexes bleach and
due to statistical uneven bleaching peaks and troughs appear. Reproduced from Figure 1
in [73]

orophores bleach at the same time, but the probability of two fluorophores bleaching at

the same time is low as long as exposure time is short and will not contribute statistically

to the overall final population calculation. The authors also applied correction to com-

pensate for bias, like labeling density and varying bleach rates. Moreover, the technique

was tested on a confocal microscopy assay where they imaged Drosophilia neuromus-

cular junction in larval tissue. They were able to resolve the ring-like structure of the

immunolabeled C-terminal Bruchpilot antigen that was imaged by super-resolution mi-

croscopy such as STORM and STED. Interestingly, the method could also be used to

count the stoichiometry of complexes with the same technique on a TIRFM. By looking

at differential images from total internal reflection microscopy, it would be possible to

count the number of fluorophores contained in a complex by counting the number of

spots that appeared at the same location in space but not in time. Since a spot in the

differential images is a bleaching event, this would amount to the same as counting the

number of bleaches without the problem of identifying steps in intensity profiles. For

the technique to work properly, a lot of caveats need to be addressed. Proper fluorescent

background and intensity correction need to be applied and a complex filter is necessary.

Moreover, if the sample isn’t fixed, or if there is stage drift, drifting correction is also

needed. The parameter also needs to be fine tuned for every experiment but this would

be an interesting approach for TIRFM microscopy single-molecule counting.
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We proposed an algorithmic pipeline to do the QUantification of photoBleaching

Events (QuBE) in TIRFM with minimal human interaction, while compensating for mul-

tiple sources of error.

3.6 QuBE

QuBE is a pipeline reuniting four algorithms (fig 3.3) to achieve quantification of

photobleaching steps. The four steps consist of the segmentation, a Gaussian mixture

fitting, tracking and photobleaching step analysis.

Original grayscale movie Segmentation

Gaussian mixture fittingTracking

Photobleaching analysis Results

Figure 3.3: Flow chart of QuBE

3.6.1 Segmentation

The first step to be able to automatically quantify fluorescence microscopy videos is

to segment the images. The role of the segmentation is to divide the image into a binary

image dividing the image into two categories: features and background. To accomplish

this, we use the MinSeg algorithm, described in chapter 2. MinSeg is a good choice

because it is robust, doesn’t require extensive parameter optimization and I had experi-

ence with the algorithm. Other powerful segmentation algorithms would also have been

a good choice, like MSVST or H-Dome described in chapter 2. For our experimental

case, we used MinSeg on the TIRFM images of CENP-A GFP-tagged single molecule

complexes. To make the segmentation more robust, a mean of 3 images was used for
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each time point. At each time point t, the image is averaged with t − 1 and t + 1 to

diminish the noise. This is acceptable because of the absence of drift in our experiment

but isn’t part of the segmentation pipeline. Our features are bound to antibodies attached

to a cover slip so any molecule that moves shouldn’t be quantified but this is specific to

the experiment and not to the method in general. The main parameters used were a false

positive expectation of 10−8 and the median filter size for the background subtraction

was a 13 by 13 window because after testing the parameters, those were found to be the

best. We used a lower false positive expectation than the default parameter because of

the abundance of spots in the image. With already a high number of features, I think it

is better to lose possible features and lower the false positive ratio.

Algorithm 4: Gaussian mixture fitting
input : Grayscale image X and coordinates of features
output: Coordinates and intensities

Do a hierarchical clustering based on distance;
foreach cluster c do

Fit position and intensities of spots in cluster c;
Test distances of all spots in cluster c;
Test intensities of all spots in cluster c;
if A spot was discarded then

Restart fitting with N−1 spots;
else

Fit N +1 spots;
Use F-test to decide between N +1|N spots;

end
end

3.6.2 Gaussian Mixture fitting

The centroids and intensities of the spots found during segmentation are important

for subsequent steps in the pipeline. Thus, the estimation of those values is of utmost

importance. For 2D spots, it has been shown that a 2D Gaussian gives a good approxi-

mation of the shape of a diffracted limited spot [74]. A Gaussian mixture fitting [75] was

introduced to the pipeline to achieve a better estimation of the intensity and localization
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of the spots (see algorithm 4). First, we cluster the spots into different groups depending

on their overall distance to each other. Spots will belong in the same group if they are

lower than 6σ from each other, where σ is the width of the Gaussian representing one

spot. Then, for each cluster, every spot in the cluster has its intensity linearly fit because

fitting the position and intensity as a non-linear fit takes a lot of computation time. This

is followed by a non-linear least square fit for the fluorescent background and position

of the type:

min
x
| f (x)|2 = min

x
( f1(x)2 + f2(x)2 + · · · fn(x)2) (3.4)

In our case, the objective function to be minimized f (x) is the residual between the model

and the actual image. The Jacobian is given by the gradient of the Gaussian function.

The gradient is obtained by taking the first derivative of function:

aG(x,y)+bg = I (3.5)

where a is the amplitude, G(x,y) is the Gaussian function of the spot at coordinate x, y,

bg is the background contribution and I the intensity of the spot. This gives equation:

∂ I = ae
(i−x)2

2σ2 ∗ae
−(i−x)

σ2 (3.6)

Where I is the Intensity in the actual image, a is the amplitude previously fitted linearly

and G(x,y) is the value of a Gaussian at position x,y of the type: e
−(x−c)

2σ2

After the fit, two statistical tests are used to further decrease the possible false positives

on the spots in the same cluster. The first test is made on the distance between the spots.

If the distance between the spots is not statistically significant, the spot with the lowest

intensity is discarded and the procedure is started over with one less spot. The second

test is made on the significance of the amplitude versus the fluorescent background. If

the spot is not significantly higher than the fluorescent background, it is removed and the

spots are fitted again. Both tests are Fisher’s exact tests and are done with a significance

level of α=95%. When all the spots have passed the F-tests, a fit with N+1 spot is made

in an attempt to rescue some spots. In practice, it is possible for a spot to be divided by
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the segmentation into two centroids, each individual spot intensity could be low enough

that they both be discarded because they share the intensity of the real spot, so both

centroids would be discarded but by trying to find a spot afterwards it is possible to find

the proper centroid. If the fit is significantly better, done with an F-test, the new spot is

kept. This improves the sensitivity of the segmentation.

3.6.3 Tracking

Spots were tracked using the u-track algorithm [76]. U-track is a global-nearest

neighbor algorithm that makes multiple passes over the data to track features across

gaps (e.g. due to blinking). We used the following parameter settings: no merge/split,

minimum track length of 5 frames, time window of 10 frames and search radius of 1 to

3 pixel.

3.6.4 Intensity Profile Analysis

Once the tracking for each of the complexes is done, we have a history for each

individual feature throughout a movie. With this trajectory, it is possible to extract the

intensity of the feature for each timepoint and create what we call an intensity profile.

When fluorophores bleach, sudden drops in intensities should be observed. By counting

those sudden drops, quantification of the number of fluorophores incorporated into the

complexes is possible. To increase the accuracy of the method, a median filter is used

to reduce the noise on the intensity profile (fig 3.5). Median filters have the property to

reduce noise while preserving edges (i.e. the sharp drops). It is also straightforward to

use and robust. After the filtering, the difference of the profile is computed.

It =
δ f (t)

δ t
= f (t +1)− f (t) (3.7)

Where It is the intensity after the difference, and f (t) is the intensity at timepoint t in the

profile. We calculated the normal probability distribution on the difference Ix because

the distribution is mostly symmetric and was found to be a robust estimation (fig 3.6). A

t-test is used to test if It comes from a normal distribution with a given mean and standard
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Figure 3.4: Panel A is a spot of interest isolated. Panel B is the intensity profile (left) of
the spot shown in panel A and the same profile smoothed with a median filter(right).

deviation. If not, it is considered a possible photobleaching edge. The directionality of

the edge is also calculated by looking at the sign of the difference. If the edge is go-

ing upward instead of downward, which is what a photobleaching event should produce,

the profile is discarded. A sharp upward edge is often the result of a fluorophore blink-

ing. The intensity profile is cut into n+ 1 segments, where n is the number of possible

photobleaching steps. A last t-step is made between each segment to ensure that their

means are statistically different from each other, if they are not statistically different,

they are joined and the juncture is removed. The number of significant intensity drops

is the number of photobleaching events. With this number, we can estimate the num-

ber of fluorophores present in a complex but we need to take into account the following

corrections.

3.6.5 Correction

The following correction scenario is based on the experiment we have done but the

rationale could be used for complexes with a higher expected number of molecules. We
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Figure 3.5: Plot of the intensity difference. Noteworthy are the two inverse peaks that
correspond with bleaching at times 3 and 18.

wanted to know whether our protein of interest, CENP-A, was present as one or two

copies in the centromeric nucleosome, or whether there was a mixture of stoichiome-

tries. If the protein was present as one copy, we would expect a single photobleaching

event, if the protein was present as two copies, we would expect single or double photo-

bleaching steps. However, a mixture of single or double events is what we’d expect from

a mixture as well. Since we did indeed observe both single and double photobleaching

events, the question became whether the observed distribution was indicative of a mix-

ture of stoichiometries or not.

We want to find X, the ratio between the number of complexes containing two copies

of CENP-A ∆, and the sum of ∆ and the number of complexes with one copy Σ:

X =
∆

∆+Σ
(3.8)

If there are only complexes with two copies of CENP-A, X is 1. The raw data cannot

be directly interpreted because of three major biases: labeling ratio, pre-bleaching and

misclassification.
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Figure 3.6: Example of a normal probability plot corresponding to the difference of
the intensity. The red circle puts emphasis on the two low data points that have a low
probability of belonging to the same distribution and corresponding to the two high peaks
in (fig 3.5).

Labeling ratio

The first bias is the labeling ratio. A labeling ratio of 100% means that every single

copy of CENP-A carries a fluorophore. Since the labeling ratio is not 100%, some

complexes will incorporate copies of a CENP-A without a fluorophore. This means that

a single photobleaching event that suggests a complex with one copy of CENP-A may

in fact come from a complex with two copies of CENP-A, but only one of them carries

a fluorophore. So assuming a labeling ratio L ∈ [0,1]:

Do

Do +So
=

D∆

D∆ +S∆ +SΣ

=
L2X

L2X +2L(1−L)X +L(1−X)
(3.9)

Where, Do is the number of double events observed; So is the number of single events

observed; D∆ is the number of complexes with two labeled fluorescence proteins, S∆ is

the number of complexes with two molecules but with only one labeled; SΣ is the number

of complexes with only one molecule labeled. Resolving the equation for X, which is
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the ratio we are looking for, we obtain:

X =
Ro

L−Ro +LRo
, Ro =

Do

Do +So
(3.10)

Do and So are the observable ratio and are thus the ratio in the raw data. The labeling

ratio can be assessed with a western blot by comparing the expression level of CENP-

A-tagged and CENP-A. By doing this, we have estimated the labeling ratio to be around

80% (fig 3.7).

Figure 3.7: Western blot used to calculate the labeling ratio. The labeling is calculated
by taking the ratio between the CENP-A and CENP-A-YFP band.

Pre-bleaching

The second bias is what we call pre-bleaching. Pre-bleaching is the degradation of

a fluorophore prior to the acquisition of the images. Both the ambient light, and the
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medium in which the sample resides in can degrade the capacity of a fluorophore to

emit fluorescence and is thus another bias towards the observation of single molecules.

Thus, a complex containing two molecules with fluorophores can be observed as a com-

plex with only one molecule with a fluorophore since the other fluorophore could have

bleached before the observation. We devised an experiment to estimate the percentage

of fluorophores that will be pre-bleached. We used GFP-GST since the ratio of double

molecules is supposed to be 1 in this experiment and the labeling ratio is also known and

is equal to 1 since every GFP-GST construct should contain two GFP. Given the prob-

ability of pre-photobleaching Pb for each fluorophore, we can calculate the estimated

fraction of fluorophores that have undergone pre-bleaching:

Ro =
D(1−Pb)

2

D(1−Pb)2 +2D(1−Pb)Pb +S(1−Pb)
(3.11)

Where D and S are the real number of double and single molecules, but since we observe

Do and So, we can change the formula to reflect this and get:

D =
Do

(1−Pb)2 , S =
So

(1−Pb)
− 2DPb

(1−Pb)2 (3.12)

Thus

Ro =
Do

Do−2Do(1−Pb)+So(1−Pb)
(3.13)

For the experiment of GFP-GST, the discrepancy between single and double is due only

to pre-bleaching and knowing that the real number of single molecules should be inex-

istent, Pb was isolated and estimated to be around 13%.

Misclassification

Another correction that needs to be done is linked to misclassification. The time-

lapse between two images isn’t short enough that it is impossible for two fluorophores

to bleach at the same time in one complex. A single bleaching detected by the method

could be in theory a double bleaching happening too fast to be classified properly. To

correct that method bias, we look at the time occurrence between each bleaching. What
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we would expect to see from that kind of graph would be an exponential decay because

fluorophore bleaching is a Poisson event and the difference between two Poisson dis-

tributions is an exponential distribution [75]. By fitting the histogram of time between

bleaching events with an exponential decay curve, we can estimate the number of events

that would happen during a single exposure. Since double events that happen at the same

time should look like a single event, we change the number from single to double, effec-

tively correcting for misclassification. The reason we don’t directly use the intensity to

discern double from single events is because it is not correct to infer that a profile with

two times the intensity has two times the number of fluorophores. The intensity values

are influenced by the orientation of the fluorophore or its localization in the medium.

The light is polarized thus a fluorophore in sync with the polarity of the light would be at

its maximum output while a fluorophore almost perpendicular to the polarity would al-

most have no contribution. In other words, the yield of a given fluorophore is a function

of its orientation and an intensity two times greater could mean that there is two times

more fluorophores or that the fluorophores are two times more in sync with the light if

the relation between orientation and yield is linear. A fluorophore closer to the cover

slip will have a stronger emission than a fluorophore farther away, therefore that also

influences the contribution of a fluorophore. The fluorophores of a complex are in all

probability at different distances from the coverslip and thus do not contribute equally

to the intensities values. For all those reasons, I think it is impractical to use intensities

directly.

3.7 Results

The aforementioned method was used on the CENP-A-YFP assay and found that

99.0%± 3.4% of CENP-A was present in form of dimers (fig 3.8). As a form of control,

the method was also used on a H2B-GFP assay that is known to be a dimer and similar

results were obtained, 96.1%± 7.1%. Furthermore, manual analysis was also performed

to see if both would give similar results (not shown). As expected similar results were

obtained by the manual analysis and QuBE. This data suggests that centromeric nucle-
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osomes contain two copies of CENP-A. To further test the method, an experiment with

cytosolic enhanced green fluorescent protein (eGFP) HeLa cell lysates was performed

to see if single events were possible to be captured or if the method was biased toward

analyzing only double events. Even though a good part of the population is effectively

single, the double population probably reflects the nature of GFP to self-dimerize. While

Figure 3.8: Percentage of dimers detected using QuBE with purified nucleosomes of
CENP-A-YFG, H2B-GFP, GST-GFP and cellular lysate from eGFP transfected HeLa
cells. This is corrected data for labeling ratio, pre-bleaching and misclassification.

we have done our best to correct for possible biases we still have some concerns. While

the GFP-GST experiment is a good way to estimate pre-bleaching, it may not be realis-

tic to apply the pre-bleaching of GFP-GST to the CENP-A-YFP experiment for diverse

reasons. The regents used are not the same, the time taken to prepare the sample isn’t

exactly the same and the percentage can probably vary from user to user since people

don’t exactly do the same manipulations at the same speed. The GFP-GST experiment

did give us an insight in the magnitude of the population that undergo pre-bleaching

and thus helped us alleviate the problem and also shows that a sensible population of

fluorophores does bleach before the acquisition starts. It is also noteworthy to point out

that all those corrections are possible because of the high number of analyzed particles.

It would be pointless to use the same correction with a manual analysis because those

corrections are only applicable if the data set is large enough. While QuBE works well

for step analysis of small protein complexes, the higher the possible number of steps, the
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more corrections are needed and the harder it is to detect the steps. The steps become

less statistically significant the more fluorophores are present in an optically refracted

spot because the overall contribution of each is lessened. In other words, if you have two

fluorophores, and one fluorophore bleaches, you lose 50% of your intensity, but if you

have ten fluorophores present and one bleaches, you lose 10% of your intensity making

the drop less significant. This makes the approach of using a t-test to single out steps

less robust. The algorithm was implemented in Matlab. In terms of speed, QuBE ana-

lyzes a video in roughly 1 hour. The Gaussian mixture fitting is the slowest algorithm

in the pipeline. The fitting of multiple variables can be extremely computationally costly.

3.8 Conclusion

We have shown that QuBE can be applied to automatically analyze single-molecule

videos in experimental controls and employed successfully to the characterization of

CENP-A. One possible improvement would be in adapting the algorithm for multi-

threading, taking the advantage of multiprocessor computers. While every step in the

pipeline needs to be done sequentially, the steps themselves could be faster by exploit-

ing parallel programming. The segmentation of the videos could be switched to multi-

threads by segmenting one image per thread. The same rationale can be applied for the

Gaussian mixture fitting. This would make the analysis even faster. Furthermore, we

would like to do an implementation in a more open source language, like C/C++ making

it available for image processing package such as openCV. We are planning to publish

Qube in the near future.



CHAPTER 4

CONCLUSION

In chapter 2, I presented a new robust, versatile and easy to use segmentation algo-

rithm for fluorescent microscopy images, called MinSeg. In practice, it is easy to use

because it takes the tuning of a single parameter, making it a powerful tool for the seg-

mentation of arbitrary features. Like previously stated, the main drawback of the method

is the minimum sampling needed for the algorithm to work. If the sampling of the fea-

ture is not large enough, the method cannot distinguish the feature from the noise. Some-

thing to keep in mind is that the minimum sampling is linked to the signal-to-noise ratio.

The higher the signal-to-noise ratio the lower the sampling can be before the algorithm

breaks. Knowingly, if the sampling is too low, another powerful segmentation algorithm

like MSVST should be used instead. On the computational time, MinSeg is satisfactory

for most practical applications, its bottleneck being the background subtraction that was

optimized. If the speed ever becomes a problem I would suggest to do a background

subtraction beforehand or use a different algorithm altogether. One main improvement

that we would like accomplish is to adapt the algorithm to a greater range of noise pat-

terns like the exponential noise pattern found in SCMOS cameras. This would extend the

robustness and versatility of the algorithm. Another line of inquiry would be to try new

background subtraction methods or new noise estimation methods and compared them

with the results we have with the method we are currently using. Another thing I would

have liked to do is create an online resource that permits you to upload a figure, input the

parameter, do the segmentation server-side and see the segmentation. Most microscope

setups are computerized but the actual image processing is made on another computer.

This has the disadvantage that you need to take a picture with the microscope, transfer it

to the analysis computer and then try a segmentation to see if your experimental setup is

in line with the restriction of the algorithm. Having that online resource, you could take

the picture, go online, try the segmentation and directly see if the segmentation works

instead of acquiring the data and hoping that your acquisition setup is good enough for
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the algorithm.

In chapter 3, I presented QuBE, a novel automated pipeline using state of the art algo-

rithms for the quantification of photobleaching events. QuBE was employed successfully

to characterize CENP-A and while the overall method is restricted to protein complexes

with a low copy-number of subunits, the quantity of data analyzed by the method gives

the possibility to correct for some experimental biases by using statistic that couldn’t be

applied without a large data set. The method corrects for three main biases, the label

ratio, the pre-bleaching and the misclassification. Furthermore, the fact that the method

is fully automated frees the experiment from possible user bias. While the speed of the

method wasn’t problematic in our experimental setup, if it proved to be a problem in

the future, I would suggest dropping the Gaussian mixture fitting because while it helps

make the overall method more robust, the rationale behind the whole method still works

without it. The Gaussian mixture fitting is the slowest algorithm in the pipeline and is

thus a good target to optimize. Another solution to the computational speed would be

to re-implement the code to use parallel processing. This could improved the speed of

the segmentation step, the Gaussian mixture fitting step and the overall analysis. While

all the algorithms must be done sequentially, it is possible to parallelize each step indi-

vidually. I would have also liked to code the pipeline in a more open source language

or image processing package like openCV. While matlab has the advantage of having

a large image processing package that comes with a lot of build-in functions, this also

limits the availability of the program and its usefulness.

An answer is only as good as the question. In the same line of thought, a tool is only

as useful as the one using it. Overcomplication brings obfuscation. That is why devel-

oping tools that are easier of approach and utilization while maintaining their robustness

and strength is important. MinSeG achieves robust segmentation with ease of use and

was shown to be usable in practical biological inquiries. On the other hand, QuBE by

using a combination of multiple algorithms is not as easy to use but it is at least mod-

ular. This means that every algorithm chosen to accomplish a step in the pipeline can
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be replaced easily and thus tailored by the user for their needs or knowledge. The work

on the quantification of photobleaching steps in single-molecule experiments has also

brought forth attention to the different biases present intrinsically to this kind of exper-

iment. The importance of the corrections in the quantification of photobleaching steps

in single-molecule experiments can’t be stress enough. I think that the community that

undertakes this kind of quantification needs to be sensitized to the different biases and

needs to use proper tools to correct for those biases. While QuBE is not without fault it

is a step in the right direction.
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GLOSSARY

binary image

A binary image is an image that contains two possibles values, often 0 and 1.

Binary image are frequently used as logical mask. p2, p7, p15, p37

bit depth

The bit depth is the number of bits used to quantify the intensity of a pixel. For

example, an image with a bit depth of 8 bits, can have values ranging from 0 to

255. p9, p10, p26

DAPI

4’,6-diamidino-2-phenylindole is a fluorescent stain that binds to A-T rich region

in DNA. DAPI is used as a blue fluorescent stain for DNA. p25, p27

diffraction limit

The resolution of a microscope is fundamentally limited by diffraction. The limit

is bound by Abbe’s law : d = λ

2nsinθ
, where λ is the wavelength of the light,

nsinθ is also called numerical aperture and d is the minimum diameter. For a

microscope using green light, this resolution is roughly 250 nm. This means that

anything smaller than 250 nm will show like a spot with a diameter of 250 nm.

This is an important concept in subcellular microscopy because most proteins are

smaller than the diffraction limit . p4, p8

fluorescent background

Background fluorescence can originate from autofluorescence, non-specific stain-

ing or diffuse fluorescent molecules. In this text, background artifacts, background

fluorescent and inhomogeneous illumination called background fluorescent plural.

p5–p8, p11–p13, p17, p25, p26, p30, p31, p36, p39

hot pixel

A bright dot defect is when a pixel is always "on" and has the maximum value.

Those pixel can easily be found by taking an empty image that should only contain
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noise and locate the pixels with the maximum value. This defect is known in the

field as hot pixel. p6

kernel

A kernel, mask or filter window is a small matrix. A convolution is made with

the image and an image to produce a desirable effect like edge detection, blurring,

sharpening or smoothing. plural. p7–p10, p12, p19, p26

labeling ratio

Since not every tagged-protein will incorporate a GFP, it is possible for a complex

to have less GFP present in the complex than the number of copies of the tag-

protein. Labeling correction tries to correct for this bias. p34, p35, p42

mask

See kernel. p9, p15–p18

P-body

Processing bodies are distinct foci within the cytoplasm. It has been shown that

P-bodies are involved in mRNA decay. p24, p25

pre-bleaching

Pre-bleaching is the degradation of a fluorophore prior to the acquisition of the

images. p34, p35, p42

quantum yield

number of photon emitted versus the number of photon absorbed. A high quantum

yield denotes a higher energy transfer from absorption to emission. p6

salt and pepper noise

An image with salt and pepper noise will have dark pixels and hot pixels. Degra-

dation in an image can lead to this type of noise or bit errors in transmission. Dead

pixels and hot pixels in a camera can produce this type of noise but will be non-

random and always have the same signature. This type of noise is usually reduced

by using a median filter. p8
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signal-to-noise ratio

Signal-to-noise ratio is a measure to evaluate the level of the signal versus the

background noise. Multiple definition for the SNR exists, when I refer to SNR I

refer to the following definition : SNR = µ

sigma , where µ is the mean of the signal

and σ is the standard deviation of the noise. p2–p4, p7, p11, p17, p19–p22, p34,

p50

Sobel

Sobel operator is an image gradient filter. For a 2D image, the operator uses two

filters, one in the x dimension and one in the y dimension. The operator has the

form :

Sobel operator =


−1 −2 −1

0 0 0

1 2 1



−1 0 1

−2 0 2

−1 0 1

 . p14

tessellation

Tessellation of an image is the fragmentation of the image into blocks that do not

overlap and create no gaps. p13

zwitterion

A zwitterion is a dipolar ion that is neutral. It has both a negative and a positive

charge. The zwitterion can be present in both a cationic and an anionic form

depending on the environment. p32
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