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Sommaire

L'inférence d'un modèle tridimensionnel (3-D) d'une molécule d'ARN à par-

tir d'informations biochimiques de faible résolution est une tâche complexe. Le

développement de méthodes efficaces et objectives de modélisation est essentiel à

la compréhension des mécanismes moléculaires impliquant des ARN. Le présent

travail propose trois ajouts importants de ce domaine. Dans un premier temps,

une definition de l'espace des conformations d'un ARN est établie et la technique

de retour-arrière est décrite de façon à permettre une exploration complète de

cet espace. Ensuite, un formalisme basé sur la logique floue est présenté. Cette

approche permet d'utiliser l'information provenant de séquences multiples et est

appliquée pour la modélisation du ribozyme activé par le plomb. Finalement, la

flexibilité d'un système de modélisation 3-D utilisant une approche de satisfaction

de contrainte est mise en évidence par l'ajout d'un nouveau type de contrainte

dans l'engin de recherche, permettant la modélisation efficace de multimères cy-

cliques.

Ces ajouts permettent d'élargir le spectre des informations utiles à

la modélisation 3-D des ARN et facilite l'intégration de nouveaux types

d'informations à l'intérieur d'une méthode systématique. Les résultats obtenus

sur des projets de modélisation spécifiques (ribozyme activé par le plomb et pRNA

de çi>29) permettent de confirmer la pertinence de cette approche.

J Mots clés : Modélisation moléculaire, Ap-N, Satisfaction de contraintes, Logique

floue, Espace des conformations. /
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CHAPITRE l

Introduction

0

L'initiation en 1990 du projet du génôme humain, et le lancement de plu-

sieurs projets similaires pour d'autres espèces, permit le développement rapide

de nouvelles technologies de séquençage de l'ADN. Aujourd'hui plus de trois mil-

lions de séquences sont accessibles via diverses banques de données (voir [24]) et

une grande proportion des travaux fait en bioinformatique vise l'analyse de cette

information (voir [18] pour une présentation générale des algorithmes d'analyse

de séquences). Par contre, le véritable intérêt réside dans la compréhension des

mécanismes moléculaires et pour ce faire il est nécessaire de pouvoir caractériser

la structure tridimensionnelle (3-D) des molécules étudiées.

La structure 3-D d'une molécule est généralement obtenue par l'utilisation

de méthodes physiques telles la cristallographie à rayons X ou la résonance

magnétique nucléaire (RMN). L'application de ces méthodes est longue et

coûteuse mais résulte en des structures précises. Les conditions dans lesquelles

ces expériences sont réalisées (formation d'un cristal, absence de certains ions,

utilisation d'une séquence incomplète, etc.) peuvent induire un repliement alter-

natif de la molécule, faussant les résultats obtenus, la structure sera de bonne

precision mais sera inexacte. A titre d'exemple, citons le cas de la boucle interne

(L3) du ribozyme de l'hépatite 8 pour laquelle deux groupes ont rapporté des

structures complètement différentes malgré des conditions relativement similaires

(voir [20,28]).

Dans la suite de ce texte, le terme "modèle" sera utilisé pour désigner une
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structure obtenue par inference à partir d'un ensemble d'informations de faible

resolution (voir la section 1.3). Le terme "structure" sera réservé aux résultats

d'une cristallographie à rayons X ou de la RMN (voir [1]).

1.1 Rôles des ARN

0

Plusieurs molécules sont responsables du bon fonctionnement de toute cel-

Iule vivante. La majorité sont des polymères linéaires formés d'une séquence

finie de sous-unités. Il existe trois types de ces polymères, soit l'ADN (acides

désoxyribonucléique, formée des sous-unités A, T, G et C), l'ARN (acides ribo-

nucléiques, formée des sous-unités A, U, G et C) et les protéines (formée de 20

types d'acides aminés). Le rôle principal de l'ADN est de conserver et de propa-

ger l'information génétique, elle adopte de manière générale la structure simple

d'une double-hélice (voir [2]). Les protéines sont les principaux acteurs de la vie

cellulaire, elles sont responsables de la catalyse de la plupart des réactions chi-

miques permettant le maintien de l'équilibre de la cellule. Pour ce faire, elles

doivent adopter une grande diversité de structures 3-D permettant le position-

nement précis des groupements chimiques permettant la catalyse. Les ARN ont

un rôle partagé, ils servent entre autres à transférer l'information génétique en-

codée dans l'ADN du noyau de la cellule vers le cytoplasme (ARN messagers)

ou d'autres ARN spécialisés, les ARN de transfert et les ARN ribosomaux, de

concert avec plusieurs protéines, permettront la traduction de la séquence d'ARN

en une protéine.

La découverte de petits ARN permettant la catalyse rapide de certaines

reactions chimiques (voir [6]) transforma la vision de l'ARN comme une forme

inerte d'information permettant simplement de faire le transfert de l'information

du noyau vers le cytoplasme. Les ARN ayant une fonction catalytique, les

ribozymes, doivent, comme les protéines et contrairement à l'ADN, adopter

une grande diversité de structures 3-D. Ceci permet d'assurer la spécificité
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des réactions catalysées et d'éviter que tout ARN (particulièrement les ARN

messagers) aient des propriétés catalytiques non-désirables. Les ribozymes sont

fréquement utilisés par les virus (VIH, hépatite, mosaïque du tabac, etc.), leurs

permettant d'éviter d'avoir recours à la machinerie de traduction de la cellule

hôte. L'étude des ARN catalytiques et plus particulièrement la modélisation de

leur structure 3-D recèle donc un grand intérêt médical. Le chapitre 2 présente

une introduction complète à la modélisation 3-D des structures d'ARN.

1.2 La structure des ARN

J

L'une des particularités des ARN est la formation, comme dans l'ADN,

d'appariements très spécifiques entre les bases azotées de nucléotides éloignés dans

la séquence. La figure l présente les deux appariements canoniques permettant

la stabilisation des double-hélices d'ARN et d'ADN. On appelle structure pri-

maire (1-D) d'un ARN sa séquence, la structure secondaire (2-D) est déterminée

lorsqu'on ajoute l'information d'appariement sans obtenir la formation de pseudo-

noeuds (voir [25]). La structure 3-D est obtenue lorsqu'il est possible d'assigner

une coordonnée spatiale à chaque atome de la molécule. La figure 2 présente ces

trois niveaux de structure pour une courte séquence.

L'obtention de la séquence est une tâche relativement facile, les derniers

20 ans ont vu l'apparition d'un grand nombre de méthodes efficaces permettant

le séquençage des ARN. Par contre, la détermination de la structure 2-D pose

déjà de sérieux problèmes. Plusieurs algorithmes ont été proposés qui permettent

d'obtenir de bonnes prédictions de la structure 2-D étant donné une ou plusieurs

sequences (voir [8,17]). La méthode qui est principalement utilisée aujourd'hui

est un algorithme de programmation dynamique permettant de déterminer la

structure 2-D minimisant l'énergie potentielle des interactions prédites. Lorsque

plusieurs séquences sont disponibles on peut aussi incorporer cette information

sous la forme d'un alignement des séquences.
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FIGURE 1. Appariements canoniques présents dans les doubles-

hélices d'ADN et d'ARN. Ces appartements sont majoritairement

responsables de la stabilisation de la structure secondaire. Les

lignes en pointillées indiquent la présence de ponts hydrogènes.

u

A ce jour, aucune méthode ne permet d'inférer la structure tertiaire (3-D)

d'un ARN sans avoir recours à de multiples expérimentations. La section 1.3

donne un aperçu des différents types d'information utilisés pour la modélisation

des structures présentées aux chapitres 4 et 5.

L'espace des conformations d'un ARN est défini comme étant l'ensemble

des modèles 3-D possibles pour cet ARN. Un algorithme de modélisation définit

une fonction d'évaluation sur un modèle permettant de retourner une évaluation

objective de la valeur du modèle. Le processus de modélisation consiste à explorer

l'espace des conformations et à évaluer une suite de modèles, retenant ceux dont

revaluation indique un niveau de qualité suffisant et se servant de ces évaluations

pour orienter la suite de la recherche.

L'information expérimentale peut donc être utilisée à deux niveaux, soit

lors de la définition de l'espace des conformations ou intégrée à la fonction

d'évaluation. Le chapitre 2 met l'emphase sur les informations qui ont été intégrées

à la définition de l'espace des conformations tel qu'implantée dans la version

courante du logiciel MC-SYM, tandis que le chapitre 5 montre une application

pour laquelle un nouveau type d'information (la contrainte de formation d'un
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FIGURE 2. Niveaux de structures pour l'ARN. (a) Structure

primaire, (b) structure secondaire et (e) structure tertiaire.
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héxamère cyclique régulier) a été intégré à la fonction d'évaluation sous forme
d'une contrainte.

1.3 Types d'informations structurelles

La détermination d'une structure 3-D pour un ARN exige l'obtention d'une

grande quantité d'informations. Des méthodes comme la résonance magnétique

nucléaire (RMN) ou la cristallographie à rayons X permettent d'obtenir une

grande quantité d'informations très précises permettant, dans la plupart des cas,

de converger rapidement vers une seule structure 3-D. Par contre, ces méthodes

sont très coûteuses et parfois inapplicables dans certains contextes puisque les

conditions expérimentales empêchent souvent le repliement correct de la struc-

ture. C'est pourquoi il est souvent nécessaire d'utiliser des méthodes fournis-

sant moins d'informations ou des informations dont l'interprétation est floue et

non-triviale. Il existe un grand nombre d'expériences biochimiques permettant

d'obtenir de telles informations. Afin d'utiliser chacune de ces informations il est

nécessaire de définir un formalisme permettant une interprétation non-ambiguë

des résultats expérimentaux et l'incorporation de cette information dans un engin

de recherche conformationnel.

u

1.3.1 Selection in vitro (SELEX)

Basée sur le principe de la sélection naturelle, la sélection in vitro permet

d'obtenir rapidement un ensemble de séquences différentes partageant la même

fonction (voir [23]). On génère d'abord un ensemble de séquences aléatoires (par

synthèse chimique) parmi lesquelles on sélectionne les molécules préservant la

fonction étudiée, on amplifie par utilisation du PCR (Polymerase chain reac-

tion) les molécules sélectionnées, puis on resélectionne. Après un certain nombre

d'itérations, les molécules résultantes préservent toutes, à divers degrés, la fonc-
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tion recherchée.

En acceptant l'hypothèse que deux séquences d'ARN relativement similaires

et préservant la même fonction doivent préserver la même structure 3-D, on

peut utiliser cet ensemble de séquences comme contrainte supplémentaire dans

la modélisation. Le chapitre 3 présente un formalisme basé sur la logique floue

(voir [4]) permettant d'incorporer ce type d'information dans le processus de

modélisation. La méthodologie élaborée est ensuite mise en application au cha-

pitre 4 pour permettre le premier tour de modélisation du ribozyme activé par le

plomb.

1.3.2 Mutagénèse dirigée et incorporation de bases modifiées

En modifiant la séquence d'un ribozyme lors du séquençage (ou par

l'utilisation de la technique de mutagénèse dirigée), il est possible de vérifier

l'importance de chacun des nucléotides pour le maintien de la fonction et de

la structure de la molécule. Il est aussi possible de vérifier certaines hypothèses

sur la structure 2-D en utilisant des mutations compensatoires, i.e on change un

appariement A-U pour un C-G, ou l'inverse.

Une variante de cette approche consiste à utiliser des bases azotées modifiées

(par exemple, des déoxyriboses [11]) que l'on incorpore dans la séquence pendant

la synthèse. De cette façon, il est possible de vérifier l'importance d'un groupe-

ment chimique spécifique (le 02' dans le cas de substitution par des déoxyriboses)

dans le maintien de la structure 3-D ou pour l'activité catalytique de la struc-

ture. Ce type d'expérience fut utilisé de manière extensive dans le contexte du

ribozyme activé par la plomb, les résultats sont rapportés dans [19] et sont à la

base de la modélisation présentée au chapitre 4 et publiée dans [26].

•o
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1.3.3 Doubles mutants et mise en évidence de multimérisation

Une extension de la méthode de mutagénèse dirigée est présentée au cha-

pitre 5. Elle permet la mise en évidence de la formation de multimères cy-

cliques qui peuvent survenir pour certains pseudo-noeuds (pseudoknots en an-

glais) et dont la formation est essentielle à la fonction biologique de la molécule.

L'utilisation de ce type d'information lors de la modélisation est particulièrement

problématique parce qu'on ne peut, en général, se permettre de modéliser

l'ensemble des unités du multimère. Le chapitre 5 présente l'introduction d'un

nouveau type de contrainte dans l'engin de recherche MC-SYM permettant de

verifier efficacement qu'un modèle donné pour une unité permet la formation d'un

cycle régulier.

1.4 Approches pour la modélisation 3-D

Il existe une grande variété d'approches pour la modélisation 3-D des ARN.

Cette section se veut un rapide survol de ces différentes approches, [l] et [25]

présentent une revue extensive de ces méthodes.

1.4.1 Modélisation interactive

0

L'approche la plus utilisée pour la modélisation 3-D des ARN est la ma-

nipulation interactive des modèles à l'écran (voir [10] pour une application de

cette technique à la modélisation 3-D d'un intron du groupe I). Dans cette

méthode, l'utilisateur possède un contrôle complet sur les modèles explorés et

est entièrement responsable de la qualité du modèle obtenu. On met à profit

l'intuition du modélisateur, mais il est impossible de garantir que la recherche

est complète et que toutes les contraintes sont respectées dans la structure finale

(sauf par inspection visuelle).
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n Plusieurs logiciels sont présentement disponibles pour permettre ce type

d'approche à la modélisation, par exemple: Insightll, VMD et ERNA-3D (voir

[22]). Les contraintes et informations de nature expérimentale n'ont pas à

être représentées dans le système, il est donc possible d'utiliser toutes formes

d'informations disponibles à l'usager. Ces programmes utilisent, à plusieurs re-

prises, des algorithmes de raffinement du modèle permettant d'en optimiser les

propriétés stéréochimiques.

0

J

1.4.2 Méthodes énergétiques

L'une des premières approches systématiques consiste en la mise au point

d'une fonction d'énergie, /(x), où x représente les coordonnées 3-D d'un modèle.

Cette fonction retourne une évaluation du niveau d'entropie d'un modèle donné.

L'une des hypothèses de la thermodynamique est que la structure repliée (la

structure native) d'un ARN doit être la structure d'énergie minimale parmi

l'ensemble des conformations accessibles à la molécule. En sélectionnant une

fonction d'énergie différentiable en tout point, il est possible d'utiliser diverses

méthodes d'optimisation pour tenter d'identifier la conformation d'énergie mini-

male correspondant au minimum global de la fonction d'énergie. Les méthodes

couramment utilisées sont la minimisation par descente de gradient, par gra-

dients conjugués ou encore des approches comme le recuit simulé ou la dyna-

mique moléculaire (voir [5] pour une présentation de ces méthodes et [9] pour

leur application à la dynamique moléculaire).

L'utilisation de ces méthodes sur une représentation contenant tous les

atomes d'une molécule donnée résulte en un nombre très élevé de minimums

locaux. Les techniques de minimisation d'énergie vont invariablement converger

vers le plus proche de ces minimums locaux et le modèle obtenu sera fortement

dépendant de la structure initiale tout en étant très différent de la conforma-

tion d'énergie minimale recherchée. Afin d'éviter ce type de problème il est pos-
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sible d'utiliser une représentation réduite des nucléotides en remplaçant plusieurs

atomes par un atome fictif, un pseudo-atome (voir [16]). Par exemple, on rem-

place la base par un pseudo-atome et le groupement phosphate par un autre. Il

est ensuite possible de reconstruire une approximation de la fonction d'énergie

sur cette nouvelle représentation. Cette simplification réduit le nombre des mini-

mums locaux (ceci correspond au lissage de la fonction d'énergie). Par contre, il

est difficile d'obtenir une fonction d'énergie sur une représentation simplifiée qui

demeure réaliste. Les modèles obtenus par de telles approches doivent en général

être réoptimisés en utilisant leur représentation tout-atome.

1.4.3 Méthodes de recherche discrétisées

0

J

Une lacune importante des méthodes présentées jusqu'ici est le fait que la

recherche de l'espace des conformations n'est pas complète. On obtient en général

un modèle 3-D correspondant à l'ensemble des informations disponibles, mais il

est difficile de garantir qu'il n'en existe pas un autre. De plus, les méthodes

énergétiques ne garantissent pas que toutes les contraintes ont été respectées.

Encore une fois, l'inspection visuelle du modèle est nécessaire pour obtenir une

telle garantie. Par contre, si on discrétise l'espace des conformations accessibles au

modèle, on peut permettre une exploration exhaustive de cet espace. Ceci permet

de garantir que tous les modèles satisfaisant les contraintes soient identifiés.

L'utilisation de treillis pour discrétiser l'espace 3-D exige une représentation

simplifiée du modèle (typiquement un pseudo-atome par nucléotide) et la

definition d'une fonction d'énergie sur cette représentation. L'approche est par-

ticulièrement intéressante pour les études sur les propriétés du repliement des

ARN (voir [12] pour une application à l'étude de la dynamique du repliement

des protéines). Considérant l'importance des simplifications de la représentation

manipulée, cette approche n'est pas utilisée pour la modélisation et rarement

appliquée pour les ARN.
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Plutôt que de discrétiser l'espace 3-D, il est possible de discrétiser l'espace

des relations binaires entre les nucléotides et les conformations de chacun de

ceux-ci. L'approche de modélisation utilisée dans ce travail se base sur ce type de

discrétisation (voir [13-15]). Le chapitre 2 décrit en détail les concepts de base de

cette approche ainsi que les développements réalisés au cours des deux dernières

années.

1.5 Presentation des articles

i

0

Le chapitre 2 (publié dans le livre Encyclopedia of Compuational Chemis-

try, [27]) présente en détail l'approche de modélisation 3-D développée et uti-

lisée au cours du travail couvert par le présent mémoire. L'emphase est mis sur

la définition d'un espace des conformations discretisé permettant d'obtenir un

problème de satisfaction de contraintes que l'on résoud de manière efficace par

l'utilisation de l'algorithme de retour-arrière. On y introduit le concept de graphe

de relations, permettant de représenter de manière flexible la majorité des in-

formations disponibles sur une molécule. L'article présente ensuite deux courts

exemples d'application de la méthode permettant d'introduire le lecteur au pro-

cessus de modélisation 3-D tel que défini pour cette version du logiciel MC-SYM.

J'ai directement participé à l'ensemble des travaux présentés dans ce chapitre, à

l'exception des exemples de la section 5.

Les méthodes de sélection in vitro permettent l'obtention d'un grand nombre

de séquences de variants actifs pour une structure donnée. Il est possible d'utiliser

ce type d'information lors de la modélisation 3-D d'une structure en faisant

l'hypothèse que la préservation de la fonction d'une molécule exige la préservation

de la structure 3-D. Le chapitre 3 (publié dans le livre Molecular Modeling of

Nucleic Acids, [21]) présente un formalisme basé sur la logique floue (voir [4]).

L'utilisation de la logique floue a été proposée et appliquée au ribozyme activé par

le plomb par Abdelmjid Ftouhi. Dans ce travail, j'ai été responsable des sections
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d introduction ainsi que la section Calculating Possibilities.

Le chapitre 4 (publié dans la revue RNA, [26]) présente l'application de ce

formalisme à la modélisation du ribozyme activé par le plomb. On y présente aussi

l'utilisation de résultats d'expériences d'incorporation de bases azotées modifiées

permettant l'obtention d'un modèle 3-D de bonne précision. J'ai directement

participé à l'ensemble des travaux présentés dans cet article et en particulier aux

calculs de structures 3-D. Pascal Chartrand fut responsable des expériences de

modifications chimiques (figure 5 dans l'article).

Le chapitre 5 (publié dans la revue Molecular Cell, [29]) est le résultat d'une

collaboration avec le groupe de recherche de D. Anderson à l'Université du Min-

nessota. Les résultats expérimentaux confirment la formation d'un hexamère cy-

clique lors de l'encapsidation du bactériophage (f)29 de B. subtilis. La modélisation

a pu être réalisée en parallèle avec les dernières expérimentations et a exigé

l'introduction d'un nouveau type de contrainte permettant de vérifier la pos-

sibilité de former un multimère cyclique. Le modèle 3-D obtenu permet de faire

plusieurs hypothèses quant aux mécanismes d'action de cette structure au sein du

virus. Ces hypothèses sont présentement soumis à des vérifications expérimentales

dans le groupe de D. Andersen et théoriques dans le groupe de F. Major, au labo-

ratoire de biologie informatique et théorique du DIRO (Université de Montréal).

Mon implication dans ces travaux couvre la modélisation de la structure 3-D et

l'implantation de la contrainte de fermeture de multimères cycliques, ainsi qu'une

partie des propositions de nouvelles expériences rendues possibles par l'analyse

du modèle.
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Abbreviations CSP = constraint satisfaction problem; MMTV :
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l INTRODUCTION

Knowledge about RNA three-dimensional structure is essential to
RNA function comprehension and manipulation. Due to diffi-
culties associated with physical RNA structure elucidation tech-
niques, such as x-ray crystallography and nuclear magnetic res-
onance (NMR) spectroscopy, it is not surprising that predic-
live methods are increasingly gaining popularity. Consequent
to many genome sequencing projects, many novel RNAs of un-
known structure and function are discovered, generating consider-
able efforts in three-dimensional structure determination by physi-
cal methods and in gathering of low and medium resolution struc-
tural data, such as those obtained from enzymatic and chemical
probing, chemical modifications, sequence analysis and in vitro
selection. RNA three-dimensional structure prediction methods
are, thus, needed.

RNA three-dimensional structure predictions are logical conse-
quences of structural knowledge and data. A prediction summa-
rizes and condenses a large amount of experimental and theoreti-
cal data into a more compréhensible format. Predictions must be
verified experimentally, and, thus, could be considered as good in-
dicators for the planning of laboratory experiments. Particularly
interesting are enzymatic activity data, such as those derived from
in vitro selection and chemical modification experiments, which
allow one to decipher active, as compared to ground state, confor-
mations. Activity data are usually fuzzier and of lower resolution
than x-ray crystallography and NMR spectroscopy data, but when
used in combination with appropriate RNA three-dimensional
structure determination methods could prove extremely informa-
tive and predictive.

RNA three-dimensional structure determination methods em-
ploy techniques such as distance geometry, molecular mechan-
ics, simulated annealing,3 interactive computer graphics and
other constraint satisfaction methods.5 ' Several programs based
on these techniques are productive and used in specific applica-
tion field, to determine RNA three-dimensional stmctures from
x-ray crystallography, NMR spectroscopy or low resolution data.
It is expected that the next generation of RNA three-dimensional
structure determination programs will allow us lu eiiter descrip-
tions of structural data (declarative), and to produce all associated
consistent three-dimensional structures (sound and complete). In-
tuitively, this work could be justified, and motivated, from the fact
that interactive computer modeling successfully suggests ways to
explore efficiently the conformational space of RNAs, and is pro-
ducing high precision structures. The resulting programs will
automatically select the appropriate method, or combination of
methods, according to the nature of the input data. The imple-
mentation of such programs could be simplified if a unified model
of RNA structural knowledge and data is established. However,

since it is computationally hard to address the theoretical flexi-
bility of RNA three-dimensional structures, appropriate conceptu-
alizations and approximations are necessary, implying that com-
pleteness and soundness in the biological sense might never be
achieved.

The development of RNA three-dimensional structure deter-
mination methods requires three essential components. First
is a computer representation, or a data structure, of RNA
three-dimensional structural knowledge and data. Second is an
RNA conformational search space that includes three-dimensional
structures consistent with the computer representation. The imple-
mentation of a conformational search space includes the following
tasks: i) the creation of a set of operators to manipulate the RNA
three-dimensional structures; ii) the definition of a metric to eval-
uate RNA three-dimensional stmctures; iii) the design of an effi-
cient method for applying the chosen metric; and, iv) the design
of an efficient method for generating the next three-dimensional
stmcture to consider. Third is an inference engine which searches
the conformational search space for three-dimensional structures
that fit input descriptions.

This article presents the most recent development of the MC-
SYM research project at the Université de Montreal. MC-SYM
is a joint effort between the computer science and biochemistry
depanments to develop computational methods in RNA three-
dimensional structure determination. A first MC-SYM prototype
was reported and released in 1991. Since then, the program
has been extensively tested and used to determine RNA three-
dimensional structures from the use of many different types and
sources of structural data. Table 1 shows a list of the main pub-
lications7-2° in which the use of MC-SYM was important. The
program is available by anonymous FTP and on the WEB.

The main body of this article is divided into four different sec-
tions. In section 2, a computer representation of RNA structural
data based on graph theory is introduced. In section 3, an RNA
three-dimensional conformational search space is developed from
the creation of operators defined from nitrogen base spatial rela-
tions (base pairing and base stacking) and rigid nucleotide con-
formations. In section 4, an RNA three-dimensional structure in-
ference engine based on a backtracking algorithm, which is sound
and complete over the conformational search space introduced in
section 3. The necessary steps to determine the three-dimensional
structure of a GAGA tetraloop from low resolution NMR spec-
troscopy data23 are presented to illustrate how one can use the
computer technology presented in this article. Finally, in section 5,
the three-dimensional structure determination of two small RNAs
from low resolution NMR spectroscopy data are presented. The
first is the loop 785-797 in 16S ribosomal RNA. The second is
ihr 16S rihosomal RNA symmetrical motif of tandem G»U mis-
matches.

2 RNA STRUCTURAL DATA

The first step in the development of an RNA three-dimensional
structure determination method is to find a computer represen-
talion of stmctural knowledge and data. Important properties of
the representation are the flexibility and power to express any set
of structural knowledge and data, independently of any particular
structure determination method. Think of such an abstract repre-
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Table 1 List of projects where MC-SYM was involved in the three-dimensional structure determination. The source of constraints and the
main reference to the work are given for each project.

Molecule Type of constraints Reference

tRNA
UUCG loop

Two transfer RNAs in ribosomal A and P sites
Rev-binding element

Double symmetrical GA mismatches"
lôSrRNA
16SrRNA

P18-P8-P14junctionin
ribonuclease P

Two U 1 A molecules bound to Ul A pre-mnRNA
3'UTR

Group II introns
Iron responsive element (RNA hairpin loop)

Ribonuclease P RNA
Ribonuclease P RNA

16SRNA

X-ray structure
NMR structure
Fluorescence

NMR, multiple sequence analysis, in vitro selection

X-ray structures, NMR structures
Chemical/photocrosslinks

Crosslinking of 16S rRNA with mRNA

Covariations

X-ray structures ofUlA RBD-RNA, NMR

Chemical modifications
NMR

Chemical crosslinks
Covariations and chemical protection

Chemical crosslinks

7
8
9
10

11
12
13

14

15

16
17
18
19
20

J

sentation as the format or profile of a database entry within which
any specific instance of an object can be described.

By definition, an RNA three-dimensional structure is a se-
quence of nucleotides spatially organized in three-dimensional
space to achieve the higher-order structure. A graph of relations
where the nodes represent the nucleotides and the edges their spa-
tial relations is, thus, a convenient representation. A graph of re-
lations allows one to address the dynamics aspects of RNA three-
dimensional structures. Consider the GNRA tetraloop motif (N:
any nucleotide; R: a purine) whose three-dimensional structure
may fluctuate and change in different contexts (for an example
see reference 16). The secondary structure of the GAGA tetraloop
in the sarcin-ricin 28 ribosomal subunit is shown in Figure la. The
three-dimensional structure of this tetraloop was determined from
NMR spectroscopy data. The loop three-dimensional structure
contains a non-canonical A»G base pair and a sharp turn, with all
nitrogen bases being stacked (see Figure Ib). The stabilization of
the non-canonical Ai5«Gie base pair results from base stacking
with the nitrogen base Air and the flanking Watson-Crick base
pair. The GNRA tetraloop graph of relations is shown in Figure
2a. The described relations were inferred from secondary struc-
turc and NMR spectroscopy data.

3 CONFORMATIONAL SEARCH SPACE

A conformational search space is a set of three-dimensional struc-
turcs that we are interested in searching. The three-dimensional
structures of a conformational search space are defined by a se-
ries of parameters and its size by the product of the numbers of
allowed values that can be assigned to each parameter. The three-
dimensional structures in a conformational search space are re-
lated to each others by operators that modify the value of each
parameter.

(a)

G,,'—-A
•ie 15

A
17 G

14

G,e—Cis
stem

(b)

^,^&... yf3-

Figure 1 GAGA tetraloop extracted form the sarcin-ricin loop.
(a) Secondary structure of the tetraloop. The backbone connec-
tivity is shown with thin lines, the canonical pairing with a thick
line and the non-canonical pairing with a thin dotted line. Only
the last canonical base pair of the stem is shown. (b) Stereo
view of one of the NMR spectroscopy three-dimensional struc-
turcs. The CisaGis Watson-Crick base pair is shown in blue. The
non-canonical A«G base pair is shown in green.

3.1 Operators

The RNA three-dimensional structure conformational search
space considered here was derived from observed spatial relations
among nitrogen bases and rigid nucleotide conformations. The
basic operator adds a rigid nucleotide to a panially built three-
dimensional structure by applying a spatial transformation to the
atomic coordinates of the nucleotide. The spatial transformations
indicate how nucleotides are appended to three-dimensional struc-
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Figure 2 GAGA tetraloop graph of relations and spanning tree
topologies, (a) The GAGA graph of relations that was used to
rebuild the three-dimensional structure with MC-SYM. The graph
includes cycles and the edges are undirected, (b) One spanning
tree of the graph in (a). A spanning tree has no cycle and the
edges are oriented. The orientation indicates which base is used
as a reference and which one is appended to the structure. The
edges indicated with dotted lines are not used in the construction.
(c) Spanning tree topologies for the GAGA graph of relations in
(a). Each topology embeds six different spanning trees.

tures from the nitrogen bases interactions. The rigid nucleotide
conformational sets address the flexibility of the ribose and that of
the phosphodiester chain. Nitrogen base spatial relations and rigid
nucleotide conformations are taken from a database of previously
determined and theoretically generated RNA three-dimensional
structures and fragments.

The size of a conformational search space defined by spatial
relations among nitrogen bases is smaller than a conformational
search space that would be defined by backbone torsion angles.
Mainly due to the theoretical flexibility of the backbone, a con-
formational search space defined by backbone torsion angles pro-
duces a very large number of three-dimensional slrucLurcs ul' liigli
uncertainty in the position and orientation of the nitrogen bases.

Since nitrogen base pairing and stacking are dominant fea-
turcs of RNA three-dimensional structures, it is believed that RNA
native conformations are driven from nitrogen base interactions,
rather than from the ribose-phosphodiester chain. The imprecision
introduced in the ribose-phosphodiester backbone from a confor-
mational sampling based on nitrogen base relations is negligible
and several numerical refinement methods, such as energy min-
imization and molecular dynamics, allows us to fix it. Exhaus-
live nitrogen base oriented searches for large RNAs are never-

theless impossible in practice. The determination of RNA three-
dimensional structures would not be possible in absence of geo-
metrical constraints obtained from experimental data and theoreti-
cal inferences, or without reducing the number of known examples
of spatial relations and nucleotide conformations.

3.2 Spatial Relations

In classifying spatial relations, one must consider two types of
nucleotide pairs: adjacent and non-adjacent. Nitrogen base spa-
tial relations are thus of three types: adjacent-stacked (helical
and non-helical), adjacent-unstacked and non-adjacent-paired (see
Figure 3). Nitrogen base spatial relations can efficiently be ex-
tracted from previously determined three-dimensional structures,
stored and organized in a database, and applied to position and
orient rigid nucleotide conformations.

— Adjacent —|
Spatial relation
between two
nitrogen bases

r- Double-helical
stacking

Stacked

Unstacked

l— Non-adjacent — Paired

Figure 3 Classification tree of the nitrogen base spatial relations.

A spatial relation is encoded with a homogeneous transfonna-
tion matrix that corresponds to the transformation, a combina-
tion of translation and rotation, of a nitrogen base local refer-
ential into another. The local referential of a nucleotide can
be thought of as its local axis system and is computed from its
atomic coordinates. Consider the arbitrary choice: use the N1
atom as the origin; align the C4 atom with the Y axis; and, align
the C6 atom with the X axis (see Figure 4). The local referen-
tial of a nitrogen base Bl, RBI, and a nitrogen base B2, Rgy
is now easily expressed in a homogeneous transformation matrix:
TBI-,BÎ = RB\ X RBÎ- A nitrogen base spatial relation be-
tween B l and B2 can be reproduced between any pair of nitrogen
bases, say Bl' and B2', by applying the homogeneous transfor-
mation matrix Rg^, x TBI-,BÎ x RBV to the atomic coordinates
of B2' to position and orient B2' with respect to Bl'. Symmet-
rically, Rg1, x Tg^g^ x Rgy applied to atomic coordinates
of B 1 ' will position and orient Bl' relative to B2', according to
Tsi->B2. In this way, any nitrogen base spatial relation found in a
three-dimensional structure can be extracted and used afterwards
as a building block.

A distance metric between two homogeneous transformation
matrices can be defined to evaluate their spatial difference. Such
a metric is used to optimize the choice of transformations and to
minimize the re-application of similar examples during a confor-
mational search.

3.3 Base Pairing

Hydrogen bonds are weak electrostatic interactions that play an
important role in the stabilization of RNA three-dimensional
structures. In general, more than 60% of the nitrogen bases in



z

C4

y

NI
Crt

R.i

x

C4 •'»C6
y/]l

-<•

NI

^l.U

'-*B! =I'>•?'<"«
".r'l ".?h .;i.ir
,).•!;, n."i r...iB
-.l" -;••.';•• O.r's
.es ,..„ .).<,.

KB!ik^m
Figure 4 A spatial nitrogen base relation. The local referential,
RBI and Rev, are represented by local axis systems. The N1
atom is centered at the origin; the C4 atom is aligned with the Y
axis; and, the C6 atom is aligned with the X axis. The spatial
transformation of Bl into B2, TBI^BÎ, is given by the matrix
product R^[ x RB2-

an RNA are paired. Two nitrogen bases are paired if they share at
least one hydrogen bond, even though in many observed examples
they are composed of two bonds, and three bonds in the case of
the canonical C«G Watson-Crick pair. Base pairs bring together
nitrogen bases that are distant in the sequence, and thus, are con-
sidered very important for three-dimensional structure determina-
tion. Figure 5a shows a Watson-Crick base pair which was ex-
tracted from the three-dimensional structure of the frame-shifting
pseudoknot of the mouse mammalian tumor virus (MMTV) as de-
termined by NMR spectroscopy. The base pairing network of an
RNA defines its secotidary structure.

(a)

(b)

^ni
^v

(e)

<'^

Figure 5 Nitrogen base spatial relations, (a) The Watson-Crick
base pairing relation, (b) The base stacking relation, (c) The un-
stacked relation.

In Figure 6a, the five most distant examples of A«G base pairs
of the type XI are shown. The adenines of the pairs were super-
imposed to evaluate the distribution of the paired guanines. The
conformational freedom of a base pair, except for those defined

by a single hydrogen bond, is small, as compared to other nitro-
gen base spatial relations (compare with Figure 6b and 6c). Base
pairing information reduces efficiently the conformational search
space of an RNA three-dimensional structures and, thus, should
be used as much as possible in their determination.

(a)

-&-

(b)

^=>
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(e)

Figure 6 Conformational flexibility of AG spatial relations. All
adenines are superimposed and shown in blue, and the guanines
are shown in red. (a) The first five examples of the A«G type XI
base pairing soUed list. (b) The first five examples of the A/G
base stacking sorted list. (c) The first ten examples of the A-G
unstacked sorted list.

3.4 Base Stacking

Base stacking is another important interaction in RNA three-
dimensional structures. More than 60% of the nitrogen bases
stack over another base. Base stacking involve dipole-dipole and
dipole-induced dipole interactions (London dispersion), and hy-
drophobic forces. Although from a thermodynamic point of view
these forces are weaker than in hydrogen bonds, the role of base
stacking is also imponant in RNA folding and three-dimensional
structure stabilization.

In general, base stacking occurs between two nitrogen bases
that are adjacent in the sequence. Base stacking is a dominant fea-
dire ofdouble-helical regions where the planes of the two nitrogen
bases are almost perfectly parallel, and their overlapping is maxi-
mized. A vertical distance in the range of 3.3 to 3.6Â separates the
two bases. Stacked bases in single-stranded regions do not neces-
sarily keep the nitrogen bases parallel, and their overlapping is not
optimal. The venical distance between non-adjacent stacked bases
can move up to approximately 4.5Â. Figure 5b shows an example
of base stacking, as extracted from the three-dimensional structure
of MMTV frame-shifting pseudoknot determined by NMR spec-
troscopy.

In Figure 6b, the five most distant examples of A/G base stack-
ing are shown. The adenines of the pairs were superimposed



to evaluate the distribution of the stacked guanines. Mainly be-
cause of weaker stabilizing forces, the conformational freedom
of two stacked bases is larger than that of paired bases. The
most important variation comes from the base overlapping. Nev-
ertheless, base stacking information reduces as well the confor-
mational search space of RNA three-dimensional structures and,
thus, should be used as much as possible in their determination.

3.5 Unstacked Bases

Two adjacent nitrogen bases are not necessarily stacked. In gen-
era), an unstabilized nitrogen base bulges out of the helical stem.
An example of an unstacked relation is shown in Figure 5c, as
extracted from the three-dimensional structure of MMTV frame-
shifting pseudoknot determined by NMR spectroscopy.25 Nitro-
gen bases can also stack with only one panner. Consider the
U-tum motif, such as observed in yeast tRNAPhe. The U-tum
occurs between a cytosine and a guanine where the latter is stabi-
lized from base stacking with its 3' adenine. No base stacking can
be measured between the guanine and its 5' uracil. The nitrogen
base of this uracil, on the other hand, stabilizes its 5' cytosine with
stacking.

In Figure 6c, the ten most distant examples of A-G unstacked
bases are shown (see section 2.2.7 for details about the distance
metric and classification of spatial relations). The adenines were
superimposed to evaluate the distribution of the unstacked gua-
nines. The guanines are located all over around the adenines, cov-
ering almost all stereochemical possibilities. The absence ofstabi-
lizing forces in bulged-out nitrogen bases implies a large confor-
mational freedom that is constrained by the backbone flexibility
only. The conformational space defined by the unstacked inter-
action is large and should be avoided in RNA three-dimensional
structure determination, unless a specific unstacked relation, such
as in the U-turn, is addressed. Unstacking can simply be verified
by using a distance constraint between the 03' and P atoms of the
two adjacent nucleotides.

3.6 Nucleotide Conformations

Although the conformational space of RNA three-dimensional
structures is mainly constrained by nitrogen base spatial relations,
the ribose and phosphate groups still allow one to prune several
inconsistent conformations. In MC-SYM, the appending of nu-
cleotides in a three-dimensional stmcture is performed by apply-
ing directly the nitrogen base transformations to the atomic coor-
dinates of rigid nucleotide conformations.

The geometrical classification is an important step to generate a
good sampling of nucleotide conformations, as well as Lu build an
appropriate database for MC-SYM. The flexibility of nucleotide
conformations is conferred by seven free torsion angles: six in the
backbone (a, /3, 7, <?, e and Q and one around the glycosyl bond
linking the sugar pucker and nitrogen base. The ^ torsion adopts
two main values: the anti which places the bulk of the nitrogen
base oriented in the direction opposite to the sugar group; and, the
syn which places the bulk of the nitrogen base oriented towards
the sugar group.

Another imponant parameter is the sugar puckering mode
which is strongly dominated by the C3'- and C2'-endo confor-

mations, as found respectively in the A- and B-form double-helix.
The cyclic furanoside sugar can be either puckered with a single
atom pointing out of the plane formed by the four others, by up
to 0.5Â, or twisted with two adjacent atoms out of a plane formed
by the other three. Atoms out of the three or four atom plane on
the side of the C5' are said to be endo, and those on the opposite
side are said to be exo. Different combinations of the eight tor-
sion angles correspond to similar nucleotide conformations and
implies that a classification based on the eight angles is not pos-
sible; this is known as the "crankshaft" effect.26 The next section
describes how nucleotide confonnations are classified in the struc-

tural database to optimize conformational sampling.

3.7 Structural Database

The exploitation of nitrogen base spatial relations and nucleotide
conformations necessitates efficient storage and retrieval from a
database. The entities in this structural database must map the
structural knowledge and data representation described in section
2. l, that is, the graphs of relations. The database queries to deter-
mine the three-dimensional structure of an RNA are direct conse-
quences of the selected spanning tree from the graph of relations.
Some edges in the spanning tree can be directly mapped to the
spatial relations described in section 2.2.3, 2.2.4 and 2.2.5.

In the MC-SYM structural databases, the spatial relations and
nucleotide conformations are stored in lists. The lists are sorted so
that any sublist of the first n elements represents the most efficient
sampling of the addressed space. This property is achieved by
selecting as the first element of a list, the one that minimizes the
sum of the square distances with all other elements. This element
is considered the most "common" example of the given relational
or conformational list. The next element to insert in the list is
the one that maximizes the difference with all previously included
elements. This soning method supposes the existence of distance
metrics to evaluate the difference between two spatial relations
or nucleotide conformations. The following metrics gave good
results in practice.

The simplest method to measure the distance between two ho-
mogeneous transformation matrices is to sum the squares of the
differences between the elements, resulting in the Euclidean dis-
tance metric. A variant of the Euclidean metric consists in weight-
ing the translation and rotation components. By reducing the
weight of the translation, it was possible to improve the confor-
mational sampling of the unstacked nitrogen base relations. An-
other metric consists in computing the RMS deviation between
two vectors obtained from the transformation of the canonical or-
thonormal vector, « l, 0,0 >, < 0,1,0 > and < 0, 0, l », by
the two matrices to be compared.

A simple metric to measure the distance between two nu-
cleotide conformations is to compute the RMS deviation between
the heavy atoms in the backbone of the two nucleotides when their
nitrogen bases are superimposed.8 A variant of this metric con-
sists in calculating the distance between the phosphate atoms only.
This allows one to avoid the potential counterbalancing effect of
the sugar pucker modes and backbone torsion angles.

The MC-SYM structural database was built from the extraction
of spatial relations and nucleotide conformations in previously de-
termined RNA three-dimensional structures. A computer program
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that automatically detects the three types of spatial relations de-
scribed above was implemented. The program analyzes hydrogen
bonding patterns, quantifies nitrogen base stacking and computes
the parameters of nucleotide conformations.

4 INFERENCE ENGINE

In searching a conformational search space, we have a particular
goal in mind which describes what is searched for. In molecular
structure determination, the goal corresponds to a subset ofthree-
dimensional structures that satisfy what is described in the RNA
graph of relations, including stereochemical and thermodynam-
ics rules, and experimentally determined and theoretically inferred
geometrical and chemical constraints. Most search methods pro-
ceed by systematically applying the set of operators (see section
2.2.1) and verifying whether the resulting three-dimensional struc-
tures are elements of the goal. Search methods guided by metrics
are called heuristics and are based on techniques that are supposed
to perform well in practice, although they provide no guarantees
they will find the goal.

In computer three-dimensional structure determination, a met-
rie on a conformational search space allows us to compute some
measure of the value of a given conformation. The best exam-
pie of such a metric is the model potential energy function. This
metric can direct the search based on the assumption that apply-
ing operators to a conformation estimated to be closer to the goal
will lead to it more rapidly than applying operators to more dis-
tant conformations. The model potential energy function serves
as an evaluation function which estimates the conformations' val-
ues according to thermodynamics criteria. In practice, however,
partly due to the local minima problem, the model potential en-
ergy function is employed to refine three-dimensional structures
rather than to select the ones that will be used in further iterations
of the determination task.

The view of the RNA three-dimensional stmcture determina-

tion problem described in this article matches the definition of
a more general problem in computer science: the constraint sat-
isfaction problem (CSP) (see reference 27 for a review). This
correspondence was first noted by Major et al. in 1991.5 Their
MC-SYM search algorithm was based on a classical technique
employed to solve discrete CSPs: the backtracking. This algo-
rithm was most popularized when it started to be employed as the
inference engine of logic programming languages such as Pro-
log. The computational complexity of the backtracking algorithm
was analyzed by Haralick in 1980,28 and only allows us to solve
small problems. The backtracking search space grows exponen-
tially with the number of variables, the number of allowed val-
ues for each variable; however, it decreases expoiiciitially wiili Llic
constraints. The backtracking search procedure is sound and com-
pieté.

In MC-SYM, the evaluation function is boolean. It accepts
or rejects a three-dimensional stmcture whether or not all geo-
metrical constraints are satisfied. Since nucleotides are assigned
sound conformations, the verification of steric conflicts consists
in checking inter-nucleotide collisions and 03'-P inter-nucleotide
connections. The evaluation function has two components: the
first for steric conflicts and 03'-P connections, and the other for
problem specific user constraints.

The backtracking algorithm organizes the search space as a tree
where each node corresponds to the application of an operator. At
each application, the consistency of the partial structure is eval-
uated. If consistent, the next operator is applied and the process
continues. If inconsistent, this node and attached branches are
pruned from the search tree and the algorithm "backtracks" to the
previous node.

A spatial relation from the RNA graph of relations can either
be used as a set of geometrical constraints or employed directly
in an operator to position and orient a nucleotide. The latter use
of spatial relations prunes the conformational search space more
efficiently. However, it is not possible to use all spatial relations
in this way without introducing a costly optimization problem. In
a graph of N nucleotides, only N — 1 spatial relations can be ap-
plied directly; all others become geometrical constraints that must
be verified by the evaluation function. The spatial relations that
are chosen to be applied directly determine a spanning tree of the
relational graph. Figure 2b shows one possible spanning tree for
the GNRA tetraloop. The GNRA tetraloop relational graph con-
tains 15 different spanning trees (see Figure 2c). Spatial relations
are symmetric and, therefore, the spanning trees cannot be differ-
entiated by the orientation of the edges.

In MC-SYM, the selection of a spanning tree is left to the user.
In making that choice, it is suggested to introduce first the nu-
cleotides that impose the most constraints. For instance, there is
less structural flexibility and more known examples of paired than
stacked nucleotides and of stacked than unstacked nucleotides (see
section 2.2.1). For instance in the GAGA tetraloop, it is more
costly to use the edge Ai5 un'lash"lG^ than the edges Aïs "-a-Sfc
de or Air "-°5fc Gi6. In this case, it is easy to replace the un-
stacked relations by an 03'-P distance constraint to insure the
connectivity of the phosphodiester backbone.

Once a spanning tree has been chosen (see Figure 2b), the MC-
SYM search engine requires the order in which the selected edges
(operators) are to be applied. The order does not influence the
results but will affect the execution time. For the GAGA tetraloop,
the edges can be ordered in the following way: 1) Cis "4 Gis; 2)
Ci3 •t-aîfcGl4; 3) Gl4 î-a4''Al7; 4) Ai7 st°4t'Gi6; and, 5) Oie 't-^k
Al5.

The production of three-dimensional structures from the span-
ning tree presented in Figure 2b is made by writing a script de-
scribing the structural information (see Figure 7), introducing a
construction order that corresponds to the selected spanning tree,
and finally running the MC-SYM inference engine. The SE-
QUENCE section introduces the sequence information. Each
SEQUENCE record contains: an identifier referring to the first
nucleotide in the sequence; a chain identifier; the type of the
iiiulecule (here "r" for RNA); and, the sequence of nucleotides.
Each DECLARATION record contains: the sequence identifier of
the nucleotide; the name of the rigid nucleotide conformational
list; and, the number of conformations to extract from the confor-
mational list. "helixA" corresponds to a list of one typical double-
helical nucleotide conformation. "typeA" corresponds to the list
of C3'-endo, anti conformations. Each RELATION record con-
tains: the sequence identifier of the first nucleotide; the name of
a nitrogen base spatial relational list; the number of transforma-
lions to extract from the transformational list; and, the sequence
identifier of the second nucleotide. "wcT" corresponds to a typ-
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ical Watson-Crick double-helix base pairing. "pair" corresponds
to the list of all base pairing patterns between the two nucleotides.
"stack" corresponds to the list of all base stacking relations be-
tween the two nucleotides. "connect" corresponds to the inter-
leaved list of base stacking and unstacked relational lists. The
BUILD_ORDER section indicates the order in which the three-
dimensional structures are built. The first nucleotide identifier
in each line indicates the reference nitrogen base. The following
identifiers refer to the nucleotides to append to the one previously
positioned in the list. In the script of Figure 7, nucleotide 13 is
used as the global reference. 18 is placed from 13; 14 is placed
from 13; 17 is placed from 14; 16 is placed from 17; and, 15 is
placed from 16. The ADJACENCY and GLOBAL sections define
respectively the following constraints: the 03'-P bond distances
which ensure correct closure in the backbone, and the steric col-
lisions given as a set of atomic pairs and distances which ensure
that none of the atomic pairs will be positioned closer than the
indicated distances. This represents a heuristic function to de-
tect steric conflicts in substitution of full van Der Waals calcula-
lions. The lower and higher bounds for the 03'-P bond distance
is declared in the ADJACENCY section. The GLOBAL section
serves for the introduction of collision constraints. The first two
fields indicate two atoms involved in the distance constraint and

the third field indicates their lowest acceptable distance. The set
ofGLOBALS defined in the script of Figure 7 was developed over
the years and could be considered as a good heuristic, although
steric conflicts can sometimes be observed in MC-SYM gener-
ated three-dimensional structures (see the MC-SYM Homepage
for more details about the script syntax 2).

The conformational search space defined by the script of Fig-
ure 7 contains 1.25 x 106 different three-dimensional structures.
The exploration requires approximately 1 second of CPU on a
180 MHz R5000 Silicon Graphics 02 workstation. MC-SYM
explored 2400 complete structures where only 52 loops satisfied
the constraints (see Figure 8a). The generated three-dimensional
structures were compared to the NMR structure of Figure Ib. The
RMS deviation of the superimposed nitrogen bases was calculated
for each structure and was found to range between 1.3 and 2.4Â
(see Figure 8b). This example shows how a graph of relations
can be translated into accurate three-dimensional structures using
MC-SYM. In the next section two additional MC-SYM applica-
lions are presented.

5 APPLICATIONS

5.1 Loop 785.797

The loop 785-797 from the small subunit of 16S ribosomal RNA
is one of the key elements involved in the production of proteins.
The sequence of this loop is highly conserved across different or-
ganisms. Figure 9a shows the secondary structure of the loop.
A coarse description of a set of NMR data proposes canonical
Watson-Crick base pairing for CygT'Grss and Crge'GTse, and
unknown base pairing patterns for Aygy'Crgs. A78R*U7n4 and
Aroo'Uygs. The NMR data indicate that all bases are stacked,
except for Uysg which flips out of main helical stem.

An MC-SYM script was written to reflect the RNA graph of
relations corresponding to the qualitative evaluation of the NMR

SEQUENCE
13 A r CGAC.At;

DECLARATION
13 helixA
14 hclixA
15 lypeA
16 lypcA
17 typcA
18 helixA

RELATIONS
13 wcT
14 pair

13 stack
14 connect
15 slack
16 stack
17 stack

BUILD_ORDGR
13 18
13 14
14 17
17 16
16 15

ADJACENCY
1.0 3.5

l
I
5
5
5
l

l
10

10
10
10
10
10

18
17

14
15
16
17
18

GLOBAL
cr
cr
cr
cr
C3'
C3'
C4'
C5'
es'
N1
02-
p
C2'
C5'
C5

cr
NI
N7
F
C8
p
N9
03'
p
N1
04'
p
C5'
C5'
C6

2.0
1.0
1.0
1.5
1.5
1.0
1.0
1.0
1.0
1.0
1.0
2.0
1.0
1.0
1.0

Figure 7 A MC-SYM script for the GAGA tetraloop. The script
represents the spanning tree in Figure 2b. All distances are given
in À.

data (see Figure 9b). The base pairing patterns that were used in
the exploration of the loop conformational search space for the
three unknown base pairing patterns are shown in Table 2, for the
A«U pairs, and Table 3, for the A»C pairs. All nucleotide con-
formations were assigned C2'- and C3'-endo sugar pucker modes
and anti glycosyl bond torsion.

The conformational search space size of the selected spanning
tree is 1023 corresponding to 3375 different combinations of base
pairing patterns. MC-SYM generated 33998 consistent three-
dimensional structures, composed of 45 different combinations of
base pairing patterns (see Table 4). The RMS deviation among the
45 classes vary from 2.9 to 7.0Â, for all atoms except hydrogens.
The potential energies vary from -72.5 to -28.6 Kcal/mol. Note
that potential energy values are not necessarily good indicators of
the quality or soundness of three-dimensional stmctures and can-
not be used to select any candidate structure from this set. Nev-
ertheless, five of these three-dimensional structures have lower
potential energies, varying from -72.5 to -70.0 Kcal/mol: 75-48-
42, 75-XX-XX, 75-XX-48, 75-48-XX, and 77-48-XX. Figure 10
shows one of these low energy conformations (75-XX-48). The
A»C(75) base pairing pattern involves a protonated cytosine.

This example shows the efficiency ofMC-SYM in identifying a
small number of possible combinations from qualitative data and
stereochemical constraints. 45 classes could be considered a large
number of possibilities but, in fact, very few additional constraints
would allow to reduce this number considerably. An NMR ex-
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Figure 8 MC-SYM results for the GAGA tetraloop. (a) MC-
SYM summary of the execution. (b) MC-SYM summary of the
RMS deviation analysis. The comparison was made with one of
the NMR spectroscopy structures.

périment can be designed to measure the chemical exchange of a
proton with solvent. For instance in the 785-797 loop, such an
experiment could be designed for the amido protons of Aras- A
low exchange rate would mean that the protons are involved in hy-
drogen bonding which would allow one to eliminate all structural
classes that do not contain a hydrogen bond involving this amido
proton. This would reduce the number of models from 45 to only
14, since only the base pairing of types XX and XXI satisfy this
constraint.

It can be questioned whether these 45 classes represent the ac-
tuai conformational space of this motif, that is, the set of three-
dimensional structures which do not violate any stereochemical
rule. We believe that MC-SYM probably produces a subset of the
actual conformational space due to missing nitrogen base relations
in the database. This problem could have been avoided by gener-
ating theoretical examples, as introduced in section 2.2.7 concern-
ing the structural database, but it would have been costly given the
size of this loop. Figure 10 shows one of the MC-SYM generated
and AMBER 4. l2 optimized structure. The energy minimization
protocol consists of: i) 2000 steps with fixed coordinates in all ni-
trogen bases, and, thus, only the backbone atoms were modified;
ii) 3000 steps with distance and torsion angle constraints to pre-
serve the original geometry of the hydrogen bonds; and, iii) 20000
unconstrained steps. All optimization steps were performed in
vacua.

5.2 Double G-U Mismatches

This application exemplifies how theoretical methods were used
to extend the MC-SYM database. The symmetrical tandem of G-
U mismatches is a motif that was identified in ribosomal RNAs.

The secondary structure and a selected spanning tree of the motif
are shown in Figure 1 1. The list of possible G*U base pairing pat-
terns that involve two hydrogen bonds are shown in Table 5. Two
of these patterns, XXVII (reverse Wobble) and XXVIII (Wob-
blé), were described in Saenger and both were found in RNA
and DNA x-ray crystallography and NMR spectroscopy three-
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Figure 9 The 785-797 loop of 16S ribosomal RNA. (a) Sec-
ondary structure deduced from NMR data and a spanning tree.
The arrows indicate the selected edges in the spanning tree. (b)
MC-SYM script corresponding to the spanning tree in (a). The
"ANY-ANTI" list contains combinations of C3'-, C2'-endo and
anti nucleotide conformations.

dimensional structures.31"33 The two others, XXX and XXXI,
were created from hydrogen bonding theory. All nucleotide con-
formations in the motif were assigned C2'- and C3'-endo sugar
pucker modes and the glycosylic torsion the syn and anti values.

When using the experimentally observed base pairing exam-
pies, MC-SYM determines that only the Wobble base pairing pat-
tern is consistent to a symmetrical tandem of G«U mismatches.
This fits the experimental data where the reverse Wobble pattern
was only observed in a single mismatch and the Wobble pattern
was observed in both single and double mismatches. The RMS de-
viations of the MC-SYM built three-dimensional structures with
the x-ray crystallography structure are in the range of 2.3 to 2.6Â,
for all atoms except hydrogens. The RMS deviation between one
of the MC-SYM structures refined using AMBER 4.12 and the
x-ray crystallography structure is less than 1.5Â.

The currently available RNA three-dimensional structures do
not contain examples of the XXX and XXXI base pairing patterns.
One way to overcome this problem is to use theoretical methods
such as quantum and molecular mechanics to generate examples
of the missing patterns. The conformational space of a nucleotide
was defined by its seven torsion angles (see section 2.2.6). Steps
of 60° from 0° were assigned to the /3, 7 and e torsion angles.
The values 0° (syn) and 180° (anti) were assigned to the ^ tor-
sion angle. Finally, the combination values {60-60, 60-180, 150-
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Table 2 A«U base pairing patterns. The nitrogen atoms are indi-
cated with small bullets and the oxygen atoms with circles. The
riboses are indicated by the letter "R".

Table 3 A«C base pairing patterns. The nitrogen atoms are indi-
cated with small bullets and the oxygen atoms with circles. The
riboses are indicated by the letter "R".

•^^ -^^ ^ •^- .^r- R,

XX XXI XXIII XXIV XXV

R

XXVI 68 69

^" ^ ff:^- ^ ^ ^ ^.^ ^ ^-
42 43 44 45

^-^. ^ •^ ^- ^.^
46 47 48 49

•^v8" •^-^- "^v^"
50 51 52

240, 180-120, 270-90, 270-180 and 270-300} were respectively
assigned to the a and Ç torsion angles.3" This defines a nucleotide
conformational search space of 3024 pairs of adjacent nucleotides.
Experimental examples of base pairings were used when available
and idealized planar examples were generated otherwise. The ge-
ometry of all obtained motif conformations were optimized us-
ing the AMBER 4.1 force field.2 For the first 5000 steps, the se-
lected torsion angles were allowed to change by ± 30° according
to their initial values. 60000 geometrically optimized conforma-
tions were obtained, creating a theoretical database from which
base pairing and stacking relations were incorporated in the MC-
SYM database.

Using the new database, MC-SYM produced consistent three-
dimensional structures that contained the reverse Wobble, the
Wobble and the XXXI G«U base pairing patterns. The three MC-
SYM three-dimensional structures of symmetrical tandem ofG*U
mismatches, refined using AMBER 4.1,2 are shown in Figure 12.
In the case of class structures that include the reverse Wobble base
pairing pattern, the guanosines were assigned syn conformations.
The base pairs are not coplanar, a twist angle of 26° was mea-
sured. The base stacking pattern is also dislorteil Iruiii ideal par-
allel relative orientations (see Figure 12a). The class stmctures
that contained the Wobble base pairs were similar to the results
presented in the above paragraph (see Figure 12b).

The class containing the XXXI base pairing pattern (see Figure
12c) displays cross-strand stacking, similar to what was observed
in the three-dimensional structure of symmetrical tandem of A*G
mismatches, as determined by NMR spectroscopy34 . Base stack-
ing is almost perfectly parallel, suggesting a good stabilization
of the three-dimensional structure. The uracils were assigned
syn conformations and the base pairing patterns are not perfectly

70 71 72 73

^ ft- ^. ^^" ^
74 75 76

.-•w~-

77

^••^- ^'
78 79 80

coplanar. The base pairing pattern XXXI involves two hydrogen
bonds: a proton of the amino group in the guanine pairs with the
02 in the uracil (not preserved in the optimized stnicture shown
in Figure 12c); and, the amid proton in the uracil pairs with N7 in
the guanine. The stabilization of the structure is rather based on
the formation of two additional hydrogen bonds: a proton of the
amino group in the guanine pairs with one of the phosphate's oxy-
gens in the uracil of the opposite strand; and, the 04 of the uracil
pairs with a proton of the 2' hydroxyl group in the guanine of the
opposite strand.
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Figure 10 Stereoview of a three-dimensional structure of class
75-XX-48 for the 785-797 loop of 16S ribosoma) RNA. The hy-
drogen atoms covalently bonded to carbon atoms were removed.
The A787«C795 base pair is shown in blue; the U788*C794 base
pair is shown in green; the ApgoaCrgs base pair is shown in red;
and, the three unpaired nitrogen bases UTSQ, Grgi and Â792 are
shown in magenta.

Table 4 The 45 combinations of base pairing patterns found
in the set of loop 785-797 three-dimensional structures gen-
erated by the MC-SYM program.

75-44-42
75-44-44
75-44-48
75-44-XX

76-44-42
76-44-44
76-44-48
76-44-XX

77-44-42
77-44-44
77-44-48
77-44-XX

78-48-42
78-48-48
78-48-XX

75-48-42
75-48-44
75-48-48
75-48-XX

76-48-42
76-48-44
76-48-48
76-48-XX

77-48-42
77-48-48
77-48-XX

XXV-44-44
XXV-44-XX

xxv-xx-xx

75-XX-42
75-XX-44
75-XX-48
75-XX-XX

76-XX-44
76-XX-48
76-XX-XX

77-XX-44
77-XX-48
77-XX-XX

77-XXI-44

XXV-48-44
XXV-48-48
XXV-48-XX

Table 5 G»U base pairing patterns involving two hydrogen bonds.
The nitrogen atoms are indicated with small bullets and the oxy-
gen atoms with circles. The riboses are indicated by the letter "R".

R,!-&:^- .^y. ^'
XXVII XXVIII XXX XXXI

G,
t
u.

u
11

G
10

(b)
DECLARATION
l ANY_ANY30

2 ANY_ANY.IO
10 ANY_ANY.IO
Il ANY_ANY.IO

REI.ATIONS
2 XXVII * 10
l wimcct 300 2

10 XXVII • l

BUII.D_ORUER
10 2 1 11

ADJACENCY
1.0 3.5

Figure 11 Symmetrical tandem of G*U mismatches, (a) Sec-
ondary structure. The arrows indicate the selected edges in the
spanning tree. (b) MC-SYM script corresponding to the spanning
tree in (a). The "ANY-ANY" list corresponds to combinations
ofC3'-, C2'-endo, anti and syn nucleotide conformations. The
XXVII relational list corresponds to the reverse Wobble G*U base
pairing pattern (see Table 5). The "*" indicates that all examples
of a given list are tested by MC-SYM.

(a)

-^^
-^^

(b)

(e)

Figure 12 Stereoviews of three three-dimensional structures of
symmetrical tandem of G»U mismatches generated by MC-SYM.
(a) Class containing the reverse Wobble base pairing pattern, (b)
Class containing the Wobble base pairing pattern, (c) Class con-
taining the theoretical XXXI base pairing pattern, and the cross-
strand stacking motif.
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D

The problem of modeling three-dimensional structures ofribonucleic acids is expressed in terms
of the constraint satisfaction problem. Three-dimensional structures are represented by con-
straint graphs, where vertices represent nucleotides and edges represent stmctural constraints.
A formalism to help rationalize a series of modeling experiments in the context of low resolu-
tion and multiple-sequence data was developed. From secondary structure and low resolution
data, several structural hypotheses corresponding to different constraint graphs can be derived.
In presence of several structurally related sequences, the application of three-dimensional mod-
eling to each sequence and hypotheses produces a sequence-structure relation that can be an-
alyzed using fuzzy set theory, given the imprecision and uncertainty involved in the modeling
process.

The popularity of computer modeling of RNA three-dimensional structure can be explained by the
desire to rapidly understand the function of newly discovered RNAs and by the difficulties ofapply-
ing high resolution structure determination techniques, such as X-ray crystallography and nuclear
magnetic resonance spectroscopy. Computer modeling implies the interpretation of experimental
data, the formation of stmctural hypotheses, and the building of three-dimensional models. Such
models offer a simultaneous view of many aspects of the molecule and allow one to design more
precise and incisive experiments which, in turn, generate new structural data and hypotheses lead-
ing to new modeling experiments. Thus, models are dynamic objects that represent the quantity
and quality of stmctural knowledge on a molecule at a given time. The iterative use of modeling
and low resolution experimental methods should converge on a highly defined and accurate model.

FM is a fellow of the Canadian Genome Analysis and Technology program and the MRC of Canada.
This work has been supported by the MRC of Canada.
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^ Most three-dimensional modeling projects begin with primary and secondary stmcture, low
resolution data and multiple-sequence data (1) from which many different structural hypotheses
can be derived. One way to support a stmctural hypothesis consists in building a consistent three-
dimensional model compatible with each available sequence (2, 3, 4). A systematic verification
consists in building all possible models for each active sequence. This creates a relation, R Ç
S x H, where R, the set of relations, is a subset of binary relations between S, the set of sequences,
and H, the set of structural hypotheses; (•S'i, Hj) G R if and only if the sequence Si generates at
least one three-dimensional model that satisfies the structural hypothesis Hj. Each stmctural hy-
pothesis, H j, is associated with a set, EH,, that contains all three-dimensional models consistent
with H j. Computer programs such as MC-SYM (5) which transform constraint graphs into three-
dimensional models can be used, although the formalism presented here is independent of any par-
ticular modeling method.

Uncertainty in modeling lies in the fact that a three-dimensional model can either support a
structural hypothesis or can be the result of modeling artifacts. Computer modeling is subject to
imprecision in the low resolution data, subjectivity in the generation of three-dimensional models,
and uncertainty in the formation of structural hypotheses. The theory of possibility, based on fuzzy
logic, is used to classify structural hypotheses according to their likelihood to contain multiple-
sequence data consistent conformations based upon the sequence-structure relation, R.

In this article we present the constraint graph representation used by MC-SYM to transform
structural data into three-dimensional models. Then, we discuss the sequence-structure relation and
the theory of possibility to assign plausibility coefficients to each structural hypothesis. Finally, we
discuss the application of this technique to the lead-activated ribozyme and indicate how modeling
was used iteratively with experimentation to derive its active structure.

RNA Conformational Space

Here, we consider a RNA three-dimensional structure as the assembly of its constituent nucleotides
in three-dimensional space. We introduce a RNA conformaîional search space defined by molec-
ular contacts (or constraints). The molecular contacts are used in operators that position and orient
the nucleotides in three-dimensional space.

A molecular contact is formed between two nucleotides, A and B, if they are connected through
a phosphodiester bond or if they share a hydrogen bond between their nitrogen bases. The combi-
nation of all molecular contacts constitutes the contact graph of the RNA. It is self evident from
the definition of a molecular contact that in all known RNA three-dimensional structures, every
nucleotides make at least one molecular contact with another one. Thus, all RNAs contain at least
one path of molecular contacts that connects all its constituent nucleotides, which does not contain
any cycle, a spanning tree ol the nucleotide contact graph.

In the following, we first present how contact graphs define the conformational search space
of RNAs, to position and orient all nucleotides in three-dimensions. Then, a database of spatial
relations based on molecular contacts, as observed among pairs of nucleotides in known structures,
is introduced.
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^ RNA Conformational Search Space Defined by Molecular Contacts. The premise to use molec-
ular contacts in defining the conformational space ofRNAs relies on the fact that molecular contacts
contain all the information critical to the global fold of the molecule. Consider the best character-
ized case of an RNA double-helix. The spatial relation between two bases involved in a Watson-
Crick pairing can be used, in conjunction with a canonical base stacking geometry, as a good ap-
proximation to position and orient double-helical strands in three-dimensions.

The spatial information is encoded by homogeneous transformation matrices (6). The local ref-
erential of a nucleotide. A, can be represented by an homogeneous transformation matrix, RA- RA
is determined by the coordinates of three atoms in A from which three right handed unary orthog-
onal vectors can be derived. The Cartesian coordinates of the first selected atom, for instance, can
be chosen as the origin of the residue (see Figure 1). The spatial relation between two nucleotides,
A and B, is an homogeneous coordinate transformation matrix, TA-^B = R^ RB- In this way, the
spatial relations between any pair of nucleotides forming molecular contacts in the known three-
dimensional structures can be extracted and used as building blocks of RNA three-dimensional
structures.
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An observed contact between nucleotides A and B can be reproduced between any pair of nu-
cleotides, let's say A' and B', by applying the homogeneous transformation matrix R'^TA-^B'R-A'
to the atomic coordinates of B' to position and orient B' with respect to A' as observed between nu-
cleotides A and B: or symmetrically, by applying the homogeneous transfomiation matrix ^T^.B-RB'
to the atomic coordinates of A'. The final result of this manipulation is, in either case, that the new
observed spatial relation between A' and B' is exactly the same as that observed between A and B,
thus reproducing the same molecular contact in the newly built model.

A transformational set is a set of homogeneous transformation matrices associated with a molec-
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ular contact type defined by the nature of the nucleotides in contact. For instance, there are four
types of RNA bases determining ten different types of pairs by considering that syinmetric pairs
are likely to share the same types of molecular contacts, and two main types of molecular contacts:
paired and connected. Connected nucleotides can be either stacked or not. In practice, we consider
only two types of bases (purines and pyrimidines) for contact defined by a phosphodiester bond.
This partition of the different molecular contacts gives a possibility of(10+ 6 = 16) different trans-
formational sets.

The number of spanning trees, pairs of nucleotide contacts and homogeneous transformation
matrices associated with a contact graph detemiine the conformational search space size of a RNA.
The number of homogeneous transfonnation matrices associated with a molecular contact type is
given by the number of occurrences observed in all available RNA three-dimensional structures in
the Protein DataBank (PDB) (7), Nucleic acids DataBase (NDB) (5) and other personally commu-
nicated structures.

The transformations were extracted and classified among the 16 different types of contacts.
Those sets were then sorted in such a way that any subset composed of the first n elements repre-
sents the most efficient sampling of the addressed space. This property is achieved by selecting, as
the first element of the set, the one that minimizes the sum of its distances with all other elements.
This element is then considered the most "common" example. The next elements are those that
maximizes their distances with all previously included elements. This sorting method supposes the
existence of a distance metric to evaluate the difference between two homogeneous transfonnation
matrices. The simplest metric is to sum the squares of the differences between the corresponding
matrix elements, the Euclidean distance metric.

Starting from the contact graph, an efficient way to build three-dimensional models is to first
determine a reference nucleotide that will be placed arbitrarily in three-dimensional space. From
that, a spanning tree of the contact graph is expanded, determining which contacts will be used
in the building procedure. For each molecular contact appearing in the spanning tree, the corre-
spending transformational set is used to systematically search the confonnational space for valid
three-dimensional models. Molecular contacts represented by edges that are not considered in the
selected spanning tree are replaced in the simulation by geometrical constraints to guarantee their
satisfaction in the final three-dimensional models.

The computer program MC-SYM is currently used to perform this search. Since the number
of spanning trees of a fully connected graph composed of N vertices is NN~2, the problem of se-
lecting the one that is the most likely to generate complete structures is still open. The fuzzy logic
approach presented here was developed in part to deal with the inaccuracy introduced by the ap-
proximation made while selecting a specific spanning tree.

The Sequence-Structure Relation. Stmctural hypotheses are derived from available stmctural
data and are distinguished by their patterns of base pairing and stacking. For each structural hy-
pothesis and sequence, a three-dimensional modeling simulation is performed, for instance using
the MC-SYM program. In fact, any three-dimensional scheme determining if a three-dimensional
model can be built for a given sequence and constraint graph is acceptable. The sequence-structure
relation is established by associating the sequences to their consistent structural hypotheses; a link
is created if and only if a three-dimensional model can be built. An MC-SYM input script describes
the constraint graph and a sequence. By changing the latter, one can easily verify if a different se-
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quence is compatible with the constraint graph.

Terminology and Notation of the Uncertainty Principle

In the history of mathematics, uncertainty was approached in the XVIIt/l century by Pascal and
Fennat who introduced the notion of probability. However, probabilities do not allow one to pro-
cess subjective beliefs nor imprecise or vague knowledge, such as in computer modeling of three-
dimensional structure. Subjectivity and imprecision were only considered from 1965, when Zadeh,
known for his work in systems theory, introduced the notion of fuzzy set. The concept of fuzzi-
ness introduces partial membership to classes, admitting intermediary situations between no and
full membership. Zadeh's theory of possibility, introduced in 1977, constitutes a framework allow-
ing for the representation of such uncertain concepts of non-probabilistic nature (9). The concept
of fuzzy set allows one to consider imprecision and uncertainty in a single formalism and to quan-
titatively measure the preference of one hypothesis versus another. Note, however, that Bayesian
probabilities could have been used instead.

Consider a finite reference set, X. Events can be defined by subsets of X to which can be as-
signed coefficients between 0 and 1 evaluating their possibility to occur. In order to define these
coefficients, a measure of possibility is introduced, Tl, which is a function defined over the power
set of X (the set of all subsets composed of the elements of X), P(X), the parts of X which take
their values in [0, l], such that:

D

J

n(0) =0, n(x)=i,

VAieP(X), A,eP(X),...
H(U,=i,2,... Ai) = max^i,2,... ïï(A,),

(l)

(2)

where 0 is the empty set and max indicates the maximum value of all values. The possibility as-
sociated to the empty set is zero. The possibility of X is one. The possiblity of a series of events
(union) is the maximum possibility among these events.

The functions of belief concern a quantification of credibility attached to the events. Shafer's
theory of evidence considers a finite universe of reference, X, upon which are determined belief
coefficients obtained by distributing a global mass of belief equal to 1 among all possible events
(10). A mass, m, can be defined as follows:

such that

m : V{X} -^ f0, l]

m(0) = 0 and ^ m(A) = 1.
Ae-P(x)

For each set A e 7?(X), the value m(A) represents the degree with which a group of observers
believe in the rculizuliuu ol' an cvciiL liuiii llic clciiicnts of A. This value, m(A), involves only a
single set, the set A, and does not involve any other information for the subsets of A. If there exists
additional evidence which confirms the realization of the same event in a subset of A, B C A, it
must be expressed by another value, m{B). Every non empty part A of X, for which m(A) 74 0,
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'">\ is called a. focal element corresponding to an event believed by the observers. The belief measure
of such a part A of X is defined by considering all the focal elements implying A:

Bel(A}= ^ m(B),

that is, the belief of a part A of X is defined by the sum of all parts, B such that A contains B. The
plausibility measure of A is defined by taking all focal elements related to A:

Pl(A) = ^
z—i

B|BnA^0
m(B),

that is, the plausibility of a part A of X is defined by the sum of all parts, B such that B intersects
with, or contains any element of, A. The above measures verifies the following relations:

P/(A) = l - Bel(À) and Bel{A) < Pl(A).

where A indicates the complement of A in X.
The range [Bel(A), Pl(A~)} embeds the imprecise probability, P(A), for any part A of X. A par-

ticular case of the mass m is remarkable: consider that all focal elements are singletons of X, that
is, beliefs only concern elementary events. Then, every part A of X is such that Bel(A) = Pl(A)
and this common value is equal to the probability, P(A).

Calculating Possibilities. Consider the sequence-structure relation in Figure 2. A unifonn proba-
bility of j is assigned to each sequence. Note that the uniform distribution is not a requirement of
the mathematical model. It was assumed that all sequences could adopt the same conformation. The
possibility for each structural hypothesis to contain the conformation was computed using Zadeh's
theory of possibility.

s s s s, s
l 2 n 5^J5

H H H H
4l 2 3

J

Consider X as the set containing all conformations generated by MC-SYM for all sequence
variants. From the sequence-structure relation, R, the focal elements are

5i,5,52,5s and ^4,
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where 5'i 5 = Si n S^, and S i,S^, 83,8^, Ss are subsets ofX which contain the three-dimensional
conformations associated with the active stmcture.

From R we have:

5l,5
52
S3
^4

^

E,

/ff3

EHI U Eus
EH, U EH^ U E^

'Ht

where EH,, î = 1,2,3,4, represents the set of conformations that satisfy hypothesis Hi.
A belief coefficient of possibility to contain the conformation is assigned to each focal element:

^(5l,5) = J
l

m(52) = m(53) = m(^) = ^.

D

J

The basic probabilities (masses) were assigned by considering that any of the available sequences
could adopt the active conformation. The possibility distribution, TT, is then

^X eX TT(^) = l,

which is equivalent in the case of the probability distribution, p, to

l
V-c e x p{x) =

x\'

However, given the biological supposition that the active conformation should be found among
the stmctures common to all sequences, the belief coefficients were assigned according to how
many sequences are compatible with the hypothesis, that is, for S'i 5, the belief coefficient of se-
quences Si, and 5'5,

2
m(5i,5) = ^,

based on the fact that two sequences in the set of five sequences were found compatible with a par-
ticular subset of the structural hypothesis. Figure 3 shows the focal elements <S'i,5,5'2,5'3and5'4. It
is now possible to define the intervals of probabilities (possibilities) for each part of the conforma-
Tinna]space.

This situation allows to deduce the intervals of probabilities of each structural hypothesis, that
is, the belief measures:

BelÇEn,) = Bel(E^)=0

Bd{E^ y
2-^

B\BCEHs
m(B) --. 7n(S^) = J

l
Bel{EH,} = E m(B)= m(54)-^

B\BCEff^
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n
SrS7^5

H H
l --Ï

J

s2

H H4 2
s4

s3

D

"'"'"•""1"~».,,.
Pl(E^) =

Pl(E^) =

PI(EH,) =

B\BCiEH^9

mW = j
B\BnEH^<tl

mW = J
B\BDEH^

= m(5i,5 + m(52) + m(5s) = ^
4

5

B\B^EH^

m(Ss) + m(5'4) = ^

J

which are summarized in Table I. According to the belief and plausibility coefficients calculated for
all the hypotheses, Hs, with an imprecise probability over the range [Bel {EH^ ) , Pl (-E'ffs )] ; is the one
that seems the most likely to be shared by all variant sequences. This does not necessarily indicate,
withoutuny doiibl, lli.il tlic actii.il (lircf iliiDciision.il structurc will be found in those of Jfa. It simply
indicates that among the current evaluated hypotheses Hs is the one that best reHects the combined
results of the modeling experiments. With that information in hand, the models generated under
JÏ3 should be carefully examined and used in the design of future laboratory experiments, either to
confirm the hypothesis or produce new structural data and hypotheses.
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Table I. Belief and Plausibility Measures for H^,H^ H^ and H^,. Bel(A) is the belief value. PZ(A)
is the plausibility value.

A Be/(A) PZ(A)
EHI
EHÎ
EH3
E^

0
0
2
5
l
_5_

l
5
l
5
4
5

l

^

Application to the Leadzyme

The Pb2+ cleavage of a specific ribophosphodiester bond in yeast tRNAP/ie is the classical model
of metal-assisted RNA catalysis. In vitro selection experiments have identified tRNAP/le variants
a derivative of which, named the leadzyme, is very active in cleavage by Pb2+ (11). The leadzyme
consists of an RNA duplex with an asymmetric internal loop of six nucleotides (12). Cleavage of
the leadzyme domain produces two fragments: one with a terminal 5'-hydroxyl group, and the other
with a 3'-phosphomonoester presumably generated via a 2',3'-cyclic phosphodiester intermediate.
The two-step reaction mechanism of the leadzyme is reminiscent of protein ribonucleases and dis-
tinguishes it from other ribozymes, such as the hammerhead, the hairpin and the hepatitis 0 domains,
which produce 2'-3'-cyclic phosphates (13, 14, 15, 16). The detailed three-dimensional structure
was a requisite to the understanding of the particularities of this reaction.

Modeling of the leadzyme was initiated with a series of structural hypotheses derived from the
primary and secondary structures. A list of active analogous sequences was previously isolated by
in vitro selection experiments (11). The program MC-SYM was used to establish the sequence-
structure relation, RC S x Hby generating conformational libraries for the wild-type sequence
and all sequence analogs. The fuzzy logic model was applied to these libraries to identify the most
plausible hypothesis that was then experimentally evaluated. Activity data of leadzyme variants
that incorporated modified nucleotides into the catalytic core (17) led to a new stmctural hypothesis
and a second round of computer modeling. The final model is consistent with all available stmctural
data and provided insight into the catalytic reaction of this ribozyme. The details about the active
conformation and the three-dimensional modeling of the leadzyme are reported in a manuscript in
preparation, available from the authors.

Conclusion

A mathematical model based on fuzzy logic was developed for the selection ofstmctural hypotheses
that are more likely to contain active conformations consistent with a series of analogous sequences.
The application of this model is especially useful when multiple-sequence data are available, that
however do not reveal sufficient structural aspects to initiate three-dimensional modeling. The MC-
SYM prograni or any other RNA iiiodclii^' ;ippni;ich can be used to produce the sequence-stmcture
relation. The fuzzy logic model was incorporated in the iteration of computer modeling, hypothesis
formation and experimental work. This protocol was successfully applied to the three-dimensional
modeling of the leadzyme. The fuzzy logic model made possible the identification of a stmctural
hypothesis that was used in the design of laboratory experiments which, in turn, generated structural
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data that produced a final consistent model.
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ABSTRACT

The Pb2+ cleavage of a specific phosphodiester bond in yeast tRNAPhe is the classical model of metal-assisted RNA
catalysis. In vitro selection experiments have identified a tRNAPhe variant, the leadzyme, that is very active in cleavage
by Pb2+. We present here a three-dimensional modeling protocol that was used to propose a structure for this
ribozyme, and is based on the computation of the intersection of conformational space of sequence variants and the
use of chemical modification data. Sequence and secondary structure data were used in a first round of computer
modeling that allowed identification of conformations compatible with all known leadzyme variants. Common con-
formations were then tested experimentally by evaluating the activity of analogues containing modified nucleotides
in the catalytic core. These experiments led to a new structural hypothesis that was tested in a second round of
computer modeling. The resulting proposal Tor the active conformation of the leadzyme is consistent with all known
structural data. The final model suggests an in-line SN2 attack mechanism and predicts two Pb2+ binding sites. The
protocol presented here is generally applicable in modeling RNAs whenever the catalytic or binding activity of
structural analogues is known.

Keywords: base triple; catalytic RNA; internal loop; MC-SYM; metalo-nucleotide complex; molecular modeling;
noncanonical base pairs

INTRODUCTION

The leadzyme is a catalytic RNA that cleaves a specific
ribophosphodiester bond in the presence of Pb2+ (Pan
& Uhlenbeck, 1992b). It was originally isolated by in
vitro selection of molecules undergoing cleavage from
partially randomized sequence libraries related to the
sequence of yeast tRNAPhe (Pan & Uhlenbeck, 1992a).
The secondary structure of the leadzyme, shown in
Figure 1, consists of two helical domains sandwiching
an asymmetric internal loop of six nucleotides. Cteav-
age is effected at the phosphodiester bond between
C1 and G2 (see Fig. 1A). Rather than producing 2'-3'-
cyclic phosphates via a transphosphorylation/cleavage
reaction as other catalytic RNA domains (Buzayan

Reprint requests to: François Major, Département d'lnformatique
et de Recherche Opérationnelle, Université de Montréal, Montréal,
Québec, Canada H3C 3J7; e-mail: major@iro.umontreal.ca.

*The first two authors contributed equally to the work.

et al, 1986; Hutchins et al., 1986; Epstein & Gall, 1987:
Forster & Symons, 1987), the leadzyme also performs
a second hydrolytic reaction of the cyclic phosphate
intermediate reminiscent of protein ribonucleases.
Thus, the final products possess either a S'-hydroxyl
group or a S'-phosphomonoester terminus (Pan &
Uhlenbeck, 1992b). Although some NMR structural data
are available on the conformation of this RNA domain,
its detailed three-dimensional structure, a requisite to
the understanding of the details of this reaction, is un-
known.

Over the past years, we have been developing a
computer-based modeling protocol tor RNA consisting
of first translating primary, secondary, and tertiary struc-
ture data into geometrical constraints, then applying a
constraint satisfaction solver, MC-SYM (Major et al.,
1991), to generate all-atom three-dimensional models,
and finally, refining the preliminary models with molec-
ular mechanics energy minimization (Nilsson & Karplus,

739
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FIGURE 1. A: Primary and secondary structure of the leadzyme.
Thick lines indicate Watson-Crick base pairs and bullets indicate
non-Watson-Crick base pairs. Arrow indicates the cleavage site be-
hveen C1 and G2. B: Six structural hypotheses that maximize base
pai':ng in the internal hexaloop. Thin lines indicate non-Watson-
Crici< base pairs.

1986; Weiner et al., 1986). The small size of the lead-
zyme rendered it an ideal subject for our procedure.
Moreover, the abundance of activity data on structural
analogues of the leadzyme provided us with the chal-
lenge of including these data in an automatic protocol.

During the modeling of the Rev protein binding site of
HIV-1, the ability of a collection of RNA molecules (ap-
tamers) to engage in a common bimolecular interaction
was taken to mean that the aptamers share many as-
pects of their three-dimensional structures (Leclerc
et al., 1994). In particular, the geometry of base-base
interactions at the binding site should be conserved
among aptamers in spite of sequence variation. In the
case of the ieadzyme, many structural analogues have
been isolated and their catalytic activity has been de-
termined. Catalytic activity may be a more powerful
reflection of the three-dimensional structure of the mol-
ecule than the binding ability of above because ana-
logues have to mimic all conformations along the
reaction pathway as well as the energy levels. There-
fore, the active conformation of the leadzyme should
be found among the conformations common to the lead-
zyme and its active analogues. We present here the
principle of the intersection of conformational space
(ICS) of catalytically active molecules, which allows the
use of activity data. ICS consists of the generation of a
conformational library of each active analogue, and the
selection of common conformers from each library. A
preliminary three-dimensional model of the leadzyme
was produced by ICS, and subsequently refined by
experimental data and further modeling (see Table 1).
The final structure is consistent with all structural and ac-
tivity data and suggests a plausible reaction mechanism.

J

TABLE 1. Overview of the modelling strategy.3

Data available Modelling steps

Primary and secondary structure
Initial models

1. Formation of six structural hypotheses
2. Generation of conformations for the wild-type sequence using MC-SYM
3. Classification

In vitro selection
Intersection of Conformational Space

4. Threading of the variant sequences
5. Assignment of probabilities using fuzzy set theory

Chemical modification
Final models

6. Formation of new structural hypotheses
7. Generation of conformations for the wild-type sequence using MC-SYM
8. Refinement using molecular mechanics energy minimization
9. Insertion of the lead ions

10. Refinement using molecular mechanics energy minimization

"Initial models for the wild-type sequence were generated from primary and secondary structure information. Then, the
initial models were scanned for common conformations among the wild-type and other active sequences derived from in
vitro selection data. Finally, chemical modification experiments were used for verification of the best initial model and
generation of a new structural hypothesis. Molecular mechanics energy minimization was then used to obtain the final
model.



Intersection of conformational space

RESULTS

Initial models

The internal loop of the leadzyme is composed of six
nucleotides, four on one strand and two on the other
(see Fig. 1A). No firm structural constraint is known
with the exception of a pairing between C1 and A8 at
pH 6.5 in the absence of lead ions, as suggested by
NMR spectroscopy (Legault, 1995; Legault & Pardi,
1994, 1997). To derive the first set of structural hypoth-
eses, a maximum of base pairing and base stacking
was assumed because known RNA structures and ba-
sic knowledge of RNA thermodynamics suggest that
base stacking and base pairing predominate in the sta-
bi!ization of internal loops (Tinoco et al., 1987; Varani
et al., 1989; Wimberly et al., 1993; Cai & Tinoco, 1996).
The 4x2 asymmetry of the leadzyme internal loop
allows for a maximum of two cross-strand base pairs
and six ways in which these two base pairs could be
distributed (see Fig. 1B). Each of these combinations
was evaluated by defining six structural hypotheses:
Hypothesis 1 (H1) proposes the pairs C1-AS and
G2.G7. Hypothesis 2 (H2) to hypothesis 6 (H6) in-
volve, respectively, C1 •A8 and A3-G7, C1-A8 and
G4.G7, G2.A8 and A3.G7, G2.A8 and G4.G9, and
A3.A8 and G4.G9.

The conformational library for each hypothesis was
generated by the combinatorial assembly of every hy-
drogen bonding pattern of each base pair. Here, we

741

evaluated only hydrogen bonding involving at least two
hydrogen bonds as described by Saenger (1984). Con-
sideration of one hydrogen bond interaction is possible
(see below), but would greatly expand the number of
structures that would be generated. Thus,a G•G base
pair can be constructed using four different hydrogen
bonding patterns: GG(III) [Roman numerals refer to the
Saenger system of base pair conformations (Saenger,
1984)]: GG(IV), GG(VI), and GG(VII); the A.G base
pair by four hydrogen bonding patterns: AG(VIII), AG(IX),
AG(X), and AG(XI); the A.A base by three hydrogen
bonding patterns: AA(1),AA(11), and AA(V); and the A. C
base pair by two hydrogen bonding patterns: AC(XXV)
and AC(XXVI).

In addition, conformational patterns involving proton-
ated bases or less than two hydrogen bonds were also
implemented for the case of the A-C interaction (see
Fig. 2). Arabic numerals refer to this class of inter-
actions, which include: the pseudo-wobble AC(75)
(Rould et al., 1989); the major tautomeric forms of the
bases AC(71) and AC(78) (Hutchins et al., 1986); and
other patterns generated mathematically, AC(68. 69,
70, 72, 73, 74, 76, 77, 79, 80). These latter patterns
were evaluated by MC-SYM, even though they have
never been observed experimentally. The protonated
A-C base pair of type AC(75) suggested by NMR data
(Legault & Pardi, 1994) was considered in hypotheses
H2 and H3. Using the wild-type sequence, 60 different
base pair patterns for H1, H2, and H3, 16 patterns for
H4 and H5, and 12 patterns for H6 could be con-

R RR

R R R

R
R

68 69 70 71 72

" x> R

\
R • ft ^ ^.w R

R

73 74 75 76 77

J

R R

R
R

RR

78 79 80

FIGURE 2. A-C base pairing patterns implemented in MC-SYM to test the C1 •A8 base pair. All patterns involve a single
hydrogen bond, except when protonation occurs, then two hydrogen bonds can be fanned.
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structed. Additional conformational enrichment was cre-
ated by consideration of the sugar pucker and glycosyl
bond torsion angles. Nucleotides were assigned either
the C2'- or C3'-endo sugar puckers and either the anti
or syn glycosyl bond torsion angles. Based on existing
structures, all nucleotides in double-helical stems in-
eluding the flanking nucteotides were assigned the
A-RNA helix conformation.

The data sets corresponding to the six hypotheses
were submitted to MC-SYM. Figure 3 shows the order
in which individual nucleotides were added to the na-
scent models in the step-by-step construction proce-
dure. For each hypothesis of Figure 1 B, the base pairing
pattern and nucleotide conformation combinatorics de-
fined conformational landscapes of more than 5 x 1011
different conformations. Each of these conformations
was evaluated for the wild-type sequence. At each step

">

TABLE 2. Summary of
leadzyme sequence.'1

MC-SYM simulations for the wild-type

5

Watson-CrickC10 G9

stack

stack

C1connect
pair

G2 A8

A3connect

stack G7

G4 2 H-bonds

stack

stack

Watson-CrickC5 G6

FIGURE 3. Graph of relations to model the leadzyme under H3.
Nucleotides are represented by vertices and their spatial relations by
edges. Circled nucleotides were assigned C3'-endo sugar puckers
and anh'glycosyl torsion (A-RNA helix type). Boxed nucleotides were
assigned either the C2'- or CS'-endo sugar puckers and either the
anti or syn glycosyl bond torsion angles (sampled). The interpretation
of this figure is as follows. The base of C1 stacks on the base of C10.
The base of A3 stacks on the base of C1. G2 bulges outside the
helix. The base of G4 stacks on the base of A3. The base of C5
stacks on the base of G4. G6 forms a Watson-Crick base pair with
C5. G7 forms a base pair involving at least two hydrogen bonds with
G4 and stacks on the base of G6.'A8 forms a base pair with C1. G9
forms a Watson-Crick base pair with C10 and stacks on the base
of AS.

Hypothesis Class
Subclasses

w
Structures

(%)

H2

H3

H3'

H4

H5

AC(69)AG(XI)
AC(75)AG(XI)
AC(77)AG(XI)
AC(78)AG(XI)
AC(79)AG(XI)
AC(69)AG(VIII)
AC(71)AG(VIII)
AC(69)GG(VI)
AC(71)GG(VI)
CG(XIX)GG(110)
CG(XXII)GG(VI)
AG(VIII)AG(VIII)
AG(VIII)AG(IX)
AG(IX)AG(VIII)
AG(IX)AG(XI)
AG(X)AG(XI)
AG(XI)AG(XI)
AG(VII)GG(VI)
AG(IX)GG(VI)

8
2
2
4
8
9

15
2
2
1
1
7
2
7
3
1
6
1
1

12.9
6.3
3.8

10.4
4.4

10.4
51.7
14.0
86.0
58.3
41.7
7.2
0.4
2.4
3.0
6.8

80.2
66.7
33.3

ai•'Conformations are defined by hydrogen bonding patterns. Sub-
classes are based on sugar pucker modes and base orientation at
the glycosyl bond. The percentage of models refers to the number of
models containing the indicated hydrogen bonds relative to the total
number of models in that class.

in the construction, the MC-SYM constraint satisfaction
solver pruned conformations that violated basic stereo-
chemical rules (see Major et al., 1993). MC-SYM found
nearly 15,000 conformations that were compatible with
structural hypotheses H2, H3, H4, and H5, but no struc-
tures could be constructed for H1 nor H6. To simplify
the subsequent structural analysis, the conformers for
each hypothesis were classified into 19 classes based
on the base pairing patterns (see Table 2). Classes had
up to 15 subclasses based on sugar puckers and gly-
cosidic angles.

Computing the ICS of the leadzyme

In theory, sets of conformations should be computed
for each active analogue to determine the ICS. In this
case, the analogues were identified from in vitro selec-
tion (Pan & Uhlenbeck, 1992a), but generally any mol-
ecule having the same activity could be considered. A
computationally more efficient technique, however, con-
sists of trying to thread the analogue sequences through
the conformations found for the wild-type sequence of
the leadzyme. The results of this exercise are shown in
Figure 4.

The witd-type sequence is the only sequence that
generated conformations under H2, H3, H4, and H5
(Fig. 4). The set of hypotheses associated with this mo-
lecular modeling experiment is WT= {H2, H3, H4, H5}
and m(WT) = 1/9 (the wild type is one out of nine
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FIGURE 4. Network of folding compatibilities. Numbers in brackets indicate relative activity (Pan et al., 1994). Variant
identifiers are in parentheses. Edges connect sequences to the structural hypotheses for which MC-SYM has found
consistent conformations. Wild-type sequence can be folded into structural hypotheses H2, H3, H4, and H5. Only H3
accommodates all active analogue sequences.

variants, see Materials and Methods). Variants /4, D,
and E fold only according to H3, ADE = {H3}; variants
B and F fold to H2, H3, and H4, BF = {H2, H3, H4};
variants Cand Hfold to H2 and H3, CH=[H2, H3}; and
variant G folds to H2, H3, and H5, G = {H2, H3, H5}.
These folding patterns imply the following basic prob-
abilities: m{ADE) = 1/3; m(0F) = m{CH) = 2/9; and
m(G) = 1/9, and thus, the likelihood for {H2}, {H3},
{H4}, and {H5} are [0, 2/3], [1/3,1], [0,1/3], and [O, 2/9],
respectively (see Materials and Methods). These prob-
abilities indicate that H3 has the highest degree of belief,
and, thus, is most likely to contain active conformations
of the leadzyme. The plausibility of 1 indicates that H3
is the only hypothesis that can accommodate all active
variants (see Materials and Methods).

Two major conformational classes are found for H3
(Table 2): 14% feature the AC(69) and GG(VI) pairing
patterns and 86% contain the AC(71) and the GG(VI)
pairing patterns. The sugar pucker and the glycoside
bond rotation further divide these classes into minor
subclasses. The RMSD between any pair of models in
a given subclass is less than 2.0 A. Both major classes

contain the GG(VI) pairing pattern and allow for the
isosteric substitution of C1 •A8 by C1.08 or C1 . U8 found
among the analogue sequences. Note that the AC(69)
and AC(71) base pairing patterns are present among
the possible active conformations, but not the AC(75),
the protonated pair suggested by the NMR data (Legault
& Pardi, 1994). This structure was found only in the
conformations compatible with H2.

A new structural hypothesis

During the course of these modeling studies, the ac-
tivity of different leadzymes having a modification at
virtually every functional group in the asymmetric in-
ternal loop became available (Chartrand et al., 1997).
Functional groups whose modification decreased the
catalytic activity of the ribozyme by at least a factor of
one order of magnitude when compared to the wild-
type leadzyme are shown in Figure 5.

The major inconsistency between the preliminary
model and the modified leadzyme data concerned the
C1 -A8 base pair. Although the functional groups of C1
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were found to be crucial in the modified leadzyme data,
A8 was clearly not involved in any interaction (Char-
trand et al., 1997). This inconsistency raised the pos-
sibility that C1 could be involved in an interaction with
G7 because type VI base pairing of G4-G7 does not
implicate the functional groups of G7 involved in a
Watson-Crick base pair. This possibility gave rise to
H3'. a new structural hypothesis not considered in the
initial modeling process. H3' is derived from H3, but
contains the base triple C1 -G7-G4. Given the invari-
ability of C1, G7, and G4, the C1.07. G4 combination
is the only possible triple under H3.

The conformational space of this triple is defined by
19 base pairing patterns for the C1-G7 base pair
(Watson-Crick, reverse Watson-Crick, and 17 pat-
terns involving one hydrogen bond; see Fig. 6), and 14
base pairing patterns for the G7-G4 base pair (the
three G-G base pairing patterns described in the initial
model and 11 patterns involving one hydrogen bond;
see Fig. 6). There are 266 theoretical conformations of
this base triple, however, only 61 C-G-G triples are
sterically sound and, among these, only 11 are possi-
blé in the context of the leadzyme hexaloop.

Because stereochemical defects are inherent in
models derived from the systematic use of discreet
nucleotide conformation sets, molecular mechanics re-
finement (see Materials and Methods) was necessary
to optimize the geometry of the models. Models that
were not able to maintain their base pairing patterns
during optimization were eliminated from further con-
sideration, leaving only two models that were success-
fully optimized (see Table 2). One of these two models
featured the CG(XIX) and GG(110) base pairing pat-
terns, and was therefore discarded because many of
the functional groups found to be important from the
modified nucleotide data, i.e., the significant A3:N6,
G7:N7, G4:N1, G4:06, G4:N2, and G2:N7, were not
involved in stabilizing interactions and A3:N6 was po-

G.G

33 110

i^A -^ ^ ^^ ^
34 108 109

^' ^•^-
Ill 112 113 114 115

•^ ^- iç«.^ ^< ^^-

FIGURE 6. C-G and G-G base pairing patterns involving one hy-
drogen bond, as implemented in MC-SYM to test the C1-G7 and
G4-G7 base pairs. The C-G base pairs were assigned canonical
Watson-Crick patterns. The G-G base pair was assigned two hy-
drogen bond pairing patterns only.

sitioned far from the active site. On the other hand, the
model featuring the triple composed of the CG(XXII)
(reverse Watson-Crick) and GG(VI) base pairs satis-
tied all available structural data.

DISCUSSION

A conformation consistent
with catalytic activity

The conformation proposed by this procedure, as shown
in Figure 7, satisfies many criteria that could be ex-
pected of an active conformation. In particular, the atom
C1:02', the presumed nucleophile, is aligned with the
G2:P and G2:05', as required of an in-line cleavage
mechanism. A potential Pb2+ binding site is found ad-
jacent to the cleavage site and is bounded by the base
triple on one side and the backbone atoms of C1 and
G2 on the other (see Fig. 7A). The Pb2+ cofactor is
presumed to be bound in proximity to the catalytic site
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to promote the nucleophilic character of the C1:02'. In
this position, the electronegative binding pocket is de-
fined byA3:N6, A3:N7, G2:P, C1 :02', G4:06, and G4:N7,
ati of which have been shown to be important for cat-
alytic activity and could contribute to the affinity of the
cation at this site.

The in-line mechanism suggested by this structure,
although likely, differs from the adjacent mechanism
suggested for the yeast tRNAPhe, which involves pseudo-
rotation at the scissile phosphate (Brown et al., 1985).
Current experimental data do not permit a distinction
between these two mechanisms. The model also sug-
gests that the catalytic lead cation could be involved in
the stabilization of the transition-state trigonal bipyra-
mid conformation of the phosphate group. The dis-
tance between the Pb-01P is less than 4 A compared
with the much longer distance observed in the lead
binding pocket of tRNAPhe (Brown et al., 1985). Our
model correctly predicts the specificity of cleavage be-
cause the C1:02'H is the only 2'-OH within the cata-
lytic pocket (see Fig. 7B).

A second lead binding site?

The loss in free energy of transition-state stabilization,
AG, due to the deletion of G7:N2, is 3.2 kcal/mol, a
value similar to that observed at G12:N2 in the mag-
nesium ion binding pocket of the hammerhead ribo-
zyme (Scott et al., 1 995). In the leadzyme model, G7:N2
is involved in only one hydrogen bond with C1:N3 and
could therefore be available for ion binding. Also, mod-
ifications in this region reduced the cooperative binding
of lead cations, whereas modifications in the catalytic
site had no effect (Chartrand et al., 1997).

We thus propose a second cationic binding pocket
involving G7:N2, G9:02', and C1 :N4. This binding could
explain the finding that conversion of the G9-C10
base pair into a C9-G10 base pair or removing the
G9:02'H led to an important loss of activity. A standard
Watson-Crick base pair positions the G9:02'H toward
the adenine base in position A3, whereas a reverse
Watson-Crick base pair, as shown in Figure 7B, posi-
tions it below the plane of the G9 base, increasing its
exposure to the Pb2+, in the presumed binding pocket.
This region contains several phosphodiester bonds that
would be good potential coordination sites for the cat-
ion as well (Fig. 7).

To permit energy minimization of the metalo-nucleotide
complex, Pb2+ ions were parameterized as indicated
in Materials and Methods. The energy-minimized model
is shown in Figure 7C. During minimization, the gua-
nine base at position 2 moved slightly back toward the
outside of the catalytic core, creating a better pocket
for Pb2+ than in the initial model. However, the most
striking aspect of this optimized structure is how the
phosphodiester chain folds back on itself in the G9, A8,
and G7 region. This folded-back conformation is due to

a reverse Watson-Crick at the G9-C10 pair and the
bulged-out nucleotide A8. Undoubtedly, this chain re-
versa! would normally be unlikely due to the close jux-
taposition of the charged phosphates in the looped back
region; however, in the leadzyme structure, these
charges could be shielded very effectively by the Pb2+
in the second binding pocket. The finding that an equi-
molar amount of neodymium,Nd3+, and Pb2- increases
the catalytic activity of the leadzyme (Ohmichi & Sugi-
moto, 1997) could be due to the fact that only large
ions provide sufficient shielding of the phosphate ions
at this site. In the context of our two metal-ion binding
site model, Nd3+ would bind in the structural site and
Pb2+ in the catalytic site, because Nd3+ is inactive alone.
Higher Nd3+/Pb2+ ratios reduce the activity because
Nd3+ ions may compete for the catalytic binding site.

No data are currently available on the functional
groups involved in the formation of the catalytic site of
the second step of the leadzyme reaction, the cyclic
phosphate hydrolysis, hlowever, according to our model,
the propensity of the leadzyme to catalyze the hydro-
lysis of the cyclic phosphate could be due to: (1) the
fact that the 5' leaving group is an unpaired nucleotide
and thus less likely to be in position for a reversal of the
reaction; (2) the availability of water due to the state of
hydration of the duodecavalent Pb2+ is much greater
than Mg2+, the usual metallic catalyst of ribozyme re-
action; and, (3) the active conformation could exist long
enough for a second chemical step.

Applicability of the ICS method

Structural modeling using the ICS approach, like any
modeling project, is an attempt to reconcile all data into
a three-dimensional form. This technique should not be
confused with structural determination, because mod-
eling necessarily depends on the quantity and, above
all, quality of the data used during the process. In this
sense, computer modeling with qualitative data can be
thought of as a low-resolution data transformation pro-
cess. Nevertheless, these models, even those of low
resolution, offer the experimentalist a composite view
of a variety of experimental results in an easy to un-
derstand form, thereby facilitating the design of more
definitive experiments (Cedergren & Major, 1998).

In the present case, additional assumptions such as
that concerning the conformation of the helical regions
(the A-RNA helix conformation) and maximizing base
pairing in the internal loop region of the molecule have
been used. Basic knowledge of RNA thermodynamics
suggests that base stacking and base pairing predom-
inate in the stabilization of internal loops (Tinoco et al.,
1987; Varani et al, 1989; Wimberly et al., 1993; Cai &
Tinoco, 1996). Also, it is assumed that the nucleotide
conformation at each position is present in the confor-
mational set used in the preliminary model. However,
energy minimizations used to construct refined models
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limit the effect of this assumption. These types of as-
sumptions are more practical than fundamental be-
cause they are used primarily to speed up the algorithm,
and in some cases could be done away with entirely. It

is important to understand that the ICS technique that
we developed is in itself not dependent on these as-
sumptions and could be applied to cases where no
such assumptions were made.
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experiments. B: Stereo view of the active site. C: Stereo view of the leadzyme complex with lead. The backbone ribbon of
the nucleotides from the leadzyme 5' end to C1 is shown in red. Near the second lead ion binding pocket, the phospho-
diester chain folds back on itself as indicated by the magenta ribbon of nt 6-9. The backbone ribbon of all other nucleotides
is shown in gray. Hydrogen bonds are shown as white dashed lines.
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A model being dependent on available data is sub-
ject to change, as more structural data become avail-
able. A key element of the present work is that we were
able to propose a single conformation that responds to
a certain number of criteria expected of a catalytic mol-
ecule and is consistent with all available data on the
leadzyme except for the proposed AC base pair, as is
the modified nucleoside data as well. We believe that
the ICS method should produce a truer picture of the
active conformation of the leadzyme as the number of
analogues increases. Even more precise structural data
would be necessary to establish the nature of the struc-
tural interrelationships among the functional groups
found important in the chemical modification data that
are not involved directly in interactions.

MATERIALS AND METHODS

Formalism for the ICS approach

If we assume that each active sequence variant has an equal
probability of adopting any given conformation, then proba-

bilities can be assigned to structural hypotheses, X, in the
following way: m(X) = 0, if none of the variants are compat-
ible with the models in X, and m(X) = 1, if all variants are
compatible with at least one model of the hypothesis in X.
The likelihood of a single structural hypothesis, {x}, is given
by an interval of probabilities, [Bel ({x}), Pl ({x})], where
Bel({x}) = Ïy^m(Y) and P\([x}) = ïmwm(V/) (Zadeh,
1983). The belief of x, Bel ({x}), corresponds to the sum of the
basic probabilities for the sets that contain exactly x, equal to
{x}, and the plausibility of x. Pl ({x}), corresponds to the sum
of the basic probabilities of the sets that include x (Major
étal., 1998).

Molecular mechanics energy minimization

MC-SYM structures were refined using molecular mechanics
calculations performed by the molecular simulation program
sander, from the Amber 4.1 suite of programs (Pearlman
et al., 1995) using the Amber 94 forcefield. All 1-4 electro-
static interactions were reduced by a 1.2 factor as suggested
for the 94 Amber forcefield. A distance-dependent dielectric
model, e - 4ff,, for the Coulombic representation of electro-
static interactions was used, as suggested by Weiner et al.
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limit the effect of this assumption. These types of as-
sumptions are more practical than fundamental be-
cause they are used primarily to speed up the algorithm,
and in some cases could be done away with entirely. It

is important to understand that the ICS technique that
we developed is in itself not dependent on these as-
sumptions and could be applied to cases where no
such assumptions were made.
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A model being dependent on available data is sub-
ject to change, as more structural data become avail-
able. A key element of the present work is that we were
able to propose a single conformation that responds to
a certain number of criteria expected of a catalytic mol-
ecule and is consistent with all available data on the
leadzyme except for the proposed AC base pair, as is
the modified nucleoside data as well. We believe that
the ICS method should produce a truer picture of the
active conformation of the leadzyme as the number of
analogues increases. Even more precise structural data
would be necessary to establish the nature of the struc-
tural interrelationships among the functional groups
found important in the chemical modification data that
are not involved directly in interactions.

MATERIALS AND METHODS

Formalism for the ICS approach

If we assume that each active sequence variant has an equal
probability of adopting any given conformation, then proba-

bilities can be assigned to structural hypotheses, X, in the
following way: m(X) = 0, if none of the variants are compat-
ible with the models in X, and m(X) = 1, if all variants are
compatible with at least one model of the hypothesis in X.
The likelihood of a single structural hypothesis, [x], is given
by an interval of probabilities, [Bel({x}), Pl((x})], where
Bel({x}) - Iyc(x)m(/) and PI(W) = Sw(,|m(^) (Zadeh,
1983). The belief of x, Bel ({x}), corresponds to the sum of the
basic probabilities for the sets that contain exactly x, equal to
[x], and the plausibility of x. Pl ({x}), corresponds to the sum
of the basic probabilities of the sets that include x (Major
étal., 1998).

Molecular mechanics energy minimization

MC-SYM structures were refined using molecular mechanics
calculations performed by the molecular simulation program
sander, from the Amber 4.1 suite of programs (Pearlman
et al., 1995) using the Amber 94 forcefield. All 1-4 electro-
static interactions were reduced by a 1.2 factor as suggested
for the 94 Amber forcefield. A distance-dependent dielectric
model, e - 4fl,y, for the Coulombic representation of electro-
static interactions was used, as suggested by Weiner et al,
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(1984; 1986). As a first step, energy minimization has been
performed using the steepest descent for 50 steps, then the
conjugate gradient method was applied until the maximum
derivative was less than 0.01 kcal/mol/Â. The alignment of
the C1:02' with G2:P and G2:05', and the base pairs as-
signed by MC-SYM were restrained during the first 5,000
steps. No cutoff was used during the minimization.

Parameterization of the lead ion

The charge parameter was fixed at 2.0. The van der Waals
parameters were initially assigned a basic radius of 1.4 A,
corresponding to the Pauling radii. The potential well depth
parameter, e. was fixed at 0.15 kcal/mol, corresponding to a
slightly higher potential than that of the phosphate atom.

Molecular mechanics energy minimization
with lead ions

T\vo Pb24" were added to the leadzyme structure. The first
was placed between atoms G4:06 and C1:C1'. The second
was inserted in the region bounded by the positions of atoms
G6:P. G7:N2, C1:N4, and G9:02'. Both sites correspond to a
high electronegativity surface (not shown). Molecular me-
chanics calculations were performed as described above ex-
cept that the Amber 94 forcefield was modified to include the
Pb2- parameters. For the first 5,000 steps, the cations were
restrained to their starting positions. The conjugate gradient
method was applied until the maximum derivative was less
than 0.1 kcal/mol/Â. Then, the restraints were removed and
the minimization was continued until the maximum derivative
was less than 0.01 kcal/mol/Â. The calculated empirical po-
tential energy of the minimized lead structure was -168.6
kcal/mol. The atomic coordinates of the minimized model can
be found at: http://www-lbit.iro.umontreal.ca/structures/
leadzyme.pdb.

GAAA loop

The GAAA tetranucleotide loop of the leadzyme was mod-
eled from the structural features of the solution structure of
the GNRA class of tetranucleotide loops (Heus & Pardi, 1 991 ).
The MC-SYM script encoding the structural constraints de-
fined for the GAAA loop describes a search tree of 28,946
nodes from which only eight models were consistent. The maxi-
mum RMSD (excluding H atoms) among the eight models
was approximately 0.9 A. One of the GAAA models found by
MC-SYM was appended to complete the leadzyme structure.
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Summary

A cyclic hexamer of the 120-base prohead RNA (pRNA)
is needed for efficient in vitro packaging of the B.
subtilis bacteriophage <^29 genome. This capacity of
pRNA to form higher multimers by intermolecular base
pairing of identical subunits represents a new RNA
structural motif. Dimers of pRNA are likely intermedi-
ates in formation of the cyclic hexamer. A three-dimen-
sional model of the pRNA hexamer is presented.

Introduction

RNA pseudoknots are intramolecular tertiary interac-
tiens involving hairpin or interior loops that create quasi-
continuous double-helical stem regions. Pseudoknots
facilitate specific folding of RNA molecules, confer rec-
ognition in reactions catalyzed or mediated by RNA, and
provide sites for interaction with proteins (Wyatt and
Tinoco, 1993). For example, biological function in trans-
lation, including frameshifting during the translation of
retroviral mRNAs and autoregulation of translation of
the phage T4 gene 32 mRNA by gene 32 protein, requires
pseudoknots. Consensus structures of RNA ligands to
HIV reverse transcriptase and nerve growth factor gen-
crated by systematic evolution of ligands by exponential
enrichment are pseudoknotted (Gold et al., 1993). Addi-
tionally, "kissing" interaction between loop regions of
nonidentical molecules is a structural motif contributing
to regulation of replication, conjugation, and gene ex-
pression; for example, RNA I interacts with the nascent
RNA II transcript to regulate plasmid ColE1 replication
fïomizawa, 1993).

Intermolecular pseudoknots that link identical copies
of RNA to form higher multimers have not been de-
scribed previously. Here, we demonstrate the formation
of hexamers by intermolecular base pairing of 120-base
prohead RNA (pRNA) encoded by the Bacillus subtilis

II To whom correspondence should be addressed.

bacteriophage <j)29. pRNA is essential for in vitro pack-
aging of the 029 DNA-gene product 3 (DNA-gp3) com-
plex (Guo et al., 1987a). Multiple copies of pRNA are
bound to the portal vertex (head-tail connector) of the
precursor capsid (prohead), the site of DNA packaging
(Quo et al., 1987b; Reid et al., 1994a; Trottier and Guo,
1997). pRNA is thought to mediate docking of su-
percoiled DNA-gp3 with the prohead, orient packaging,
and unite with gene product 16 to form the DNA translo-
eating ATPase (Grimes and Anderson, 1989b, 1990,
1997; Anderson and Reilly, 1993). The 120-base form of
the 174-base pRNA transcript forms dimers and hexa-
mers that are detected by mutagenesis, native poly-
acrylamide gel electrophoresis, and analytical ultracen-
trifugation. The capacity of mutant RNA(s) to form cyclic
hexamers is a requirement in the reconstitution of RNA-
free proheads for efficient DNA-gp3 packaging in a de-
fined in vitro system.

Results and Discussion

Requirement for Intermolecular Base Pairing
of pRNA in DNA Packaging
The secondary structure of the 120-base form of pRNA
has a high helical content and three loops (Bailey et al.,
1990; Figure 1 a). pRNAs of 029 and related phages have
limited sequence similarity yet fold into a conserved
secondary structure that is important for function (Bailey
et al., 1990; Figure 1b). Within the folded cf)29 pRNA
molecule, the CE loop and D loop structures (Bailey et
al., 1990) contain regions G and G', respectively, which
are complementary (45-48 AACC and 82-85 GGUU) and
are capable of intramolecular pseudoknot formation
(Reid et al., 1994e) or intermolecular self-association.
To test whether interaction of the G and G' regions is
required in DNA-gp3 packaging, mutant pRNAs with
altered bases at positions 45-48 AACC to GCGA (mutant
F6), 82-85 GGUU to UCGC (mutant F7), or the double
mutant 45-48 AACC to GCGA and 82-85 GGUU to UCGC
(mutant F6/F7) (Figure 2a) were combined with RNA-free
proheads and the DNA packaging activities measured in
vitro (Reid et al., 1994e; Figure 2b). Base changes in
F6 and F7 abrogate the ability for intramolecular base
pairings between the CE and D loop regions. Base
changes in F6/F7 are compensatory mutations that re-
store the potential for intramolecular base pairings and
pseudoknot formation. The G and G' regions are indeed
critical for function, since neither mutant pRNA F6 nor
F7 can mediate DNA-gpS packaging (Figure 2b, lanes
4 and 5). However, the F6/F7 double mutant that restores
the potential for pseudoknot formation is as active as
wild-type pRNA in DNA-gp3 packaging (Figure 2b, lane
6). These data confirm that interactions between the G
and G' loop regions are essential for DNA-gp3 packag-
ing but do not distinguish whether the interactions are
intra- or intermolecular.

Efficient DNA-gp3 packaging by a mixture of RNAs F6
and F7 provided the crucial evidence for intermolecular
interactions of the G and G' regions (Figure 2b, lane
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Figure 1. Secondary Structure and Sequence Alignment of pRNAs
(a) Secondary structure of the 120-base form of wild-type pRNA
(Bailey et al., 1990; Reid et al., 1994e). The line shows the proposed
tertiary interaction. Helices are designated A, C, D, E, and G. The
prohead binding domain (Reid et al., 1994a) is marked by shading.
(b) Phylogenetic sequence alignment of <f>29 and related phage
pRNAs that includes the sequence of domain I for each RNA (Bailey
et al., 1990; Reid et al., 1994e). Helical regions are boxed and desig-
nated by capital letters. The tertiary interaction is shaded and desig-
nated by G and G'.

7). Indeed, F6-F7 multimers were observed by native
polyacrylamide gel electrophoresis at room température
(Figure 2c, lane 4). The individual pRNAs F6 and F7
migrated faster than the F6+F7 mixture, the double mu-
tant F6/F7, and the wild-type pRNA (Figure 2c, lanes
1-5). In mixtures of pRNAs F6 and F7 at 2:1 or 1:2 (Figure
2c, lanes 6 and 7, respectively) about 2/3 of the RNA
ran at the slower position. Thus, the multimeric slower
form in the F6+F7 mixture contained equal amounts of
RNAs F6 and F7. Further, the wild-type and F6/F7 RNAs
showed a single multimer at room temperature. In Tris-
borate-EDTA gels, all of the pRNAs ran at the faster
position, demonstrating that formation of pRNA multi-
mers required Mg2+ (data not shown).

Function of pRNA Multimers in DNA Packaging
The base pairing necessary for multimerization of pRNA
F6/F7 and the mixture F6+F7 is rationalized in Table 1.
Both the wild-type and the F6/F7 pRNAs can form cyclic
(closed) multimers with any number of subunits, whereas
F6+F7 can only form cyclic multimers with an even
number of subunits because noncanonical pairings pre-
vent multimerization of odd numbers of subunits. To
define the stoichiometry of the F6+F7 mixture that is
required for efficient DNA-gp3 packaging, RNA-free
proheads were reconstituted with different ratios of the
pRNAs. In these and all reconstitution experiments to
follow, 12 copies of pRNA were used per prohead. Pro-
heads incubated first with F6 (six copies) followed by F7
(six copies), or vice versa, were fully active in DNA-gp3
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Figure 2. Mutagenesis, Gel Electrophoresis, and DNA Packaging to
Test and Characterize the G Helix Interaction

(a) Sequence changes of mutants F6, F7, and F6/F7 are boxed,and
the line shows the tertiary interaction.
(b) In vitro DNA-gp3 packaging activity of RNA-free proheads recon-
stituted with wild-type or mutant pRNAs. Lane 1 shows the DNA-gp3
added to each reaction (Input DNA). Lanes 2-7 show DNA-gp3
packaged by proheads reconstituted with the designated pRNA(s).
Unpackaged DNA was digested with DNase;then,the packaged,
DNase-resistant DNA-gp3 was extracted from filled heads and
quantified following agarose gel electrophoresis.
(e) Native polyacrylamide gel electrophoresis of wild-type (wt) or
mutant pRNA(s) at room temperature. The lanes contained 0.9 y-g
total of the designated pRNA(s).
(d) In vitro DNA-gp3 packaging activity of proheads reconstituted
with wild-type or mutant pRNAs. Lane 1 shows the DNA-gp3 added
to each reaction. Lanes 2-1 5 show DNA-gp3 packaged by proheads
reconstituted with the designated pRNA(s). F6,F7 and F7,F6 refer
to F6 followed by F7 or vice versa.

packaging (Figure 2d, lanes 4 and 5). Mixing F6 and F7
in a 1:1 ratio was optimal for biological activity, while
an excess of either F6 or F7 resulted in a proportional
decrease in DNA-gp3 packaging (data not shown). Also,
a 1:1 mixture of F6 and F7 was the most effective com-
petitor of prohead binding of wild-type pRNA (data not
shown). Thus, F6 and F7 interact to form an oligomer
with an even number of subunits.

Analysis of the DNA-gp3 packaging activities of mu-
tant pRNAs defined the base pairs required for multimer-
ization. Bases in either the G or G' regions (see Figure
1a) were altered as follows: A45 was changed to G or
C (mutants G45 and C45); A46 to G or C (mutants G46
and C46); C47 to G, A, or U (mutants G47, A47, and
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Table 1. Capabilities of pRNAs to Form Dimers and Cyclic Multimers

pRNA Pseudoknot Residues Dimer ff/N)
Cyclic
Multimers C^/N)

Wild-type

F6

F7

F6/F7

F6+F7

CC-GG
CC-GG

CC-GG
CC-GG

CC-GG
CC-GG

GA-GG
GA-GG

cc-cu
cc-cu

GA-CU
GA-CU

GA-CU
GA-CU

GA-CU
GA-CU

GA-GG
cc-cu

GA-GG
cc-cu

GA-GG
cc-cu

Y
3
4
5
6

Y
Y
Y
Y

N

N

Y

Y

3
4
5
6

3
4
5
6

Y
Y
Y
Y

N
Y
N
Y

Pseudoknot residues are 47,48—83,82, and changes from wild-type are underlined. F6 and F7 cannot form dimers because of noncanonical
pairings and mismatches, respectively. F6/F7 behaves as wild-type pRNA, while F6+F7 can form cyclic multimers with an even number of
subunits. F6 and F7 were inactive in DNA-gp3 packaging, while F6/F7 and F6+F7 had the full activity of wild-type pRNA (Figure 2b).

U47); C48 to G, A, or U (mutants G48, A48, and U48);
G82 to A, U, or C (mutants A82, U82, and C82); G83 to
A or G (mutants A83 and C83); U84 to G (mutant G84);
and U85 to G (mutant G85). All pRNAs changed at posi-
tiens 45,46,84, or 85 were active in DNA-gp3 packaging
(data not shown). Mutants G47, G48, C82, and C83 had
little or no DNA-gp3 packaging activity (Figure 2d, lanes
8-11), demonstrating that base pairing between resi-
dues 47-83 and 48-82 was necessary and sufficient for
biological activity. The requirement for these two base
pair interactions in DNA packaging was also demon-
strated by in vitro selection of pRNA aptamers for pro-
head binding (Zhang and Andersen, 1998).

Mutant complementations demonstrated that dimers
are likely intermediates in oligomerization of pRNA (Fig-
ure 2d, lanes 12-15). Mutant pairs G47+C83 and G48+
C82 that can form dimers and multimers with an even
number of subunits gave efficient DNA-gp3 packaging.
The mutant pair G47+C82 can form dimers, but the
dimers cannot multimerize, and the packaging activity
was only 10% that of the wild-type. The mutant pair
C82+C83 cannot dimerize, and DNA-gp3 packaging
was not detected.

All pRNAs that could not form dimers because of base
pairing mismatches were inactive in DNA-gpS packag-
ing fTable 2A). When a noncanonical base pairing was
needed for dimerization fTable 2B) or dimers could not
interact to form higher multimers CTable 2C), DNA-gp3
packaging activities were about 1 0% that of wild-type.
Dimer interactions that include a noncanonical base
pairing had DNA-gp3 packaging activities ranging from
20% to 60% that of wild-type fTable 2D), whereas canon-
ical base pairing yielded full DNA-gp3 packaging fTable

2E). Since dimers interact to form an oligomer with an
even number of subunits, three-way complementations
were performed to determine the precise number of
interacting subunits fTabIe 2F). The three mutant pRNAs
in each complementation could form dimers, and the
dimers could interact to form a cyclic hexamer. DNA-
gp3 packaging in these complementations approached
or equaled that of wild-type pRNA. The complementa-
tions suggest that the pRNA multimers contain six mole-
cules, because multimers of 4 or 7 molecules would
require noncanonical base pairing, and multimers of 5
or 8 molecules are excluded by double mismatches.
Thus, pRNA dimers can support inefficient DNA packag-
ing, but linkage of dimers to form a hexamer is needed
for full packaging activity.

Direct Demonstration of the pRNA
Hexamer in Solution
Physical proof of hexamer formation was obtained by
analytical ultracentrifugation (Figure 3). At equilibrium,
each pRNA species forms a concentration gradient that
depends on molecular mass (Figure 3a). For the wild-
type, the hexamer was the major form in solution (Figure
3b; each monomer has a mass of 40 kDa). The hexamer
was observed at 4k rpm over a 13-fold concentration
range, and a dimer intermediate was observed at higher
speeds or at low concentration. Trimers, tetramers, or
pentamers were not detected as major forms in solution.
Additionally, no monomer was detected (at 12k rpm) in
the wild-type, and the best fit to the data yielded a dimer
with a slightly higher molecular mass than predicted
due to contribution from the hexamer (that influences
the steeper part of the concentration gradient). These
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Table 2. Requirements for pRNA Multimerization in DNA
Packaging

pRNA(s)
Pseudoknot
Residues

DNA-gp3
Packaging (%)

(A) C82

C83

(B) G47

G48

(C) C82+G48/C83

C83+G47/C82

(D) G48/C83+G47

G47/C82+G48

(E) G47+C83

G48+C82

(F) G47/A83+U47/C82+
G48/C83

G48/A83+U48/C83+
G47/C82

CC-GC
CC-GC

CC-CG
CC-CG

GC-GG
GC-GG

GC-GG
CG-GG

CC-GC
CG-CG

CC-CG
GC-GC

CG-CG
GC-GG

GC-GC
CG-GG

GC-GG
CC-ÇG

CG-GG
CC-GC

GC-AG
UC-GC

CG-CG
CG-GA

CU-CG

GC-GÇ

Not detected

10

10

5

15

20

60

100

100

100

100

Pseudoknot residues are 47,48—83,82, and changes from wild-type
are underlined. The DNA-gp3 packaging data, expressed as % of
wild-type, are from a representative experiment. (A), Dimers cannot
form; (B), Dimerization includes a noncanonical base pairing; (C),
Dimers cannot interact to form higher multimers; (D), Dimer interac-
tions to form higher multimers include noncanonical base pairing;
(E), Dimers interact to form an oligomer with an even number of
subunits; (F), Three-way complementations produce cyclic hexam-
ers by interaction of three dimers and exclude oligomers of 4, 5, 7,
or 8 subunits. Other mutants and combinations giving similar results
for categories (A)-(F) were: (A) G48/C83, G47/C82, U47/C82, and
U48/C83; (B) G47/A83 and G48/A82; (C) G47+C82, G48+C83, G47/
A83+U47/C82, and G48/A82+U48/C83; (D) U47/C82+G48/C83,
G48/C83+G47/A83, U48/C83+G47/C82, and G47/C82+G48/A82;
and (F) G47+C82+G48/C83 and G48+C83+G47/C82.

results suggest that the dimer was the only major inter-
mediate in formation of the hexamer.

In contrast to the wild-type, mutants F6 and F7, which
could not support DNA-gp3 packaging (Figures 2b and
2d), were monomers in solution (Figure 3b). Absence of
the hexamer in F6 and F7 was evident from the concen-
tration gradients that lacked steep slopes at the bottom
of the cell where the higher molecular weight forms were
in equilibrium (Figure 3a). In contrast to F6 and F7, the
F6/F7 double mutant and the F6+F7 mixture yielded
forms that were similar to wild-type, predominantly hex-
amers with dimer intermediates (Figure 3b). As with wild-
type, curve fitting did not exclude the presence of trimer,
tetramer, and pentamer; however, if present, they were
not major intermediates.

The sedimentation data aided interpretation of native

s sea s y s2.5

; î

s s ssï ï ï1.5 Ill
0 <3

ss ?
sS E•s 0

s 3 4 5 6 7
0.5

H-
0

D-
-0.5

6.8 6.9 7.1 7.36.7 7 M-

b R (cm)

concentration ] 4,000 rpm
0<M) l (kD)'

8,000 ipm
(kD)~

a 12,000 ipm°
(RD)'

wt

0.08
0.4

226±46
227 ±16

221 ±13

89 ±13

238± 17/80i:6

234±33/77±4

92±4

104±2

107 ± l

F6

F7

0.4

0.4

t.

b

52±2

55 ±2

49±1

51±1

F6/F7

F6+F7

0.4

0.4

222 ±19

238 ï 22

252±21/83±4

225±37/82±4

96±1

91 ± l

Figure 3. Molecular Mass of the Wild-Type and Mutant pRNAs in
Solution Determined by Analytical Ultracentrifugation
(a) A representative concentration gradient formed from the wild-
type (steep slope at the bottom of the cell) and the F6 and F7
mutants (superimposed curves) at 8,000 rpm, 4°C, and a sample
concentration of 0.4 p.M. AM is the absorbance at 260 nm; R (cm)
is the distance in centimeters from the solution/air meniscus toward
the bottom of the cell.

(b) Results of the best fit to the data. The 4k, 8k, and 12k rpm speeds
represent optimal equilibrium conditions for the hexamer, dimer and
monomer, respectively; superscript (a), each concentration gradient
was fit to both a single and a double component model. The best
fit to the data is listed. In all cases, the data fit well to a single
component or a double component but not both; superscript (fc)
(—) indicates that the data could not be fit. The F6 + F7 mixture
contained equal concentrations (0.2 ^M) of each RNA to obtain a
final concentration of 0.4 p.M.
(e) Native polyacrylamide gel electrophoresis of wild-type (wt) or
mutant pRNAfs) at 4°C. The lanes contained 0.45 p,g total of the
designated pRNA(s). The fast, intermediate, and slow forms are
hypothesized to be monomers (M), dimers (D), and hexamers (H),
respectively.

polyacrylamide gel electrophoresis of pRNA at 4°C (Fig-
ure 3c). F6 (lane 2) marked the position of monomers,
and the mutant combinations G47+C83 and G48+C82
fTable 2E; lanes 3 and 4) and G47/C82+G48/C83 (lane
5) produced dimers. Two three-way complementations
that package DNA-gp3 efficiently fTable 2; lanes 6 and
7) showed monomers and a form larger than dimers
(hexamers) that was also observed in wild-type. Thus,
hexamers are likely formed from dimers, consistent with
the DNA-gp3 packaging results fTable 2; Figures 2b and
2d). The amount of hexamer observed for biologically
active pRNAs varies; for example, G47-C83 (Figure 3c,
lane 3) provides less stability than the wild-type C47-
G83, and G48-C82 (Figure 3c, lane 6) more stability than
the wild-type C48-G82.

Three-Dimensional Modeling of the pRNA Hexamer
Three-dimensional models of the pRNA hexamer were
built by use of the RNA computer modeling program
MC-SYM (Major et al., 1991). The structural constraints
to define an MC-SYM script for the pRNA hexamer were

i
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Figure 4. Secondary Structure and Three-
Dimensional Model of the pRNA Hexamer

(a) Secondary structure of the pRNA hex-
amer. The nucleotides of a construction sub-
unit are shown in the shaded area. The trans-
formation matrices, computed between the
G37 bases, are indicated by the arrows. Wat-
son-Crick base pairs are indicated by lines,
and the wobble base pairs by dots. The resi-
dues required for intermolecular base pairing
are boxed. Only residues 16-101, 5' to 3',
of each 120-base molecule are shown. (M)
designates the transformation matrix that
links two consecutive monomers.
(b) Stereo view of the three-dimensional
structure of the pRNA monomer. The intermo-
lecular G stems are represented in red. The
upper G stem connects monomers i and i+1.
The lower right G stem connects monomers
i-1 and i. All other stems are drawn in cyan.
The incomplete lower right D stem is part of
the monomer i-1. Single-stranded and uncon-
strained regions are shown in green. TheWat-
son-Crick and wobble stem base pairs are
indicated by small cylinders.
(c) Stereo view of the pRNA hexamer. A differ-
ent color is assigned to each monomer. The
four intermolecular Watson-Crick base pairs
are represented by small cylinders. The im-
ages were generated by the program Rib-
bons, version 2.45, by Mike Carson at the
University of Alabama at Birmingham, Center
for Molecular Crystallography.
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derived from the secondary structure shown in Figure
1a. A dimer was composed of two monomers linked
by the G stem, which contains four Watson-Crick base
pairs. A subunit was defined by sectioning the dimer at
the G37:C65 base pair (Figure 4a). The conformational
space of one subunit was explored by MC-SYM. The
standard A-RNA type helix was assumed for all stems,
and the GU base pairs were assigned the wobble hydro-
gen-bonding pattern. The nucleotides in the loop re-
gions were assigned any type of conformation (C3'-
endo and C2'-endo pucker modes, and SYN and ANTI
torsion around the glycosyl bond), and the number of
assignments was reduced to limit the number of loop
conformations. For each subunit model found, the trans-
formation matrix, M, connecting the complementary
parts of the monomers, was computed and iteratively
applied six times. A cycle closure constraint, MG = I,

was introduced, and 1125 hexamer models composed
of identical monomer conformations were derived. The
root mean square deviation between any pair of models
was within 2 A, indicating that all models had a similar
global shape. The three-dimensional structure (Figure
4b) suggests parallel side-by-side positioning of stems
A, C, and E. The intermolecular stem G is coaxial and
stacked on stem E. Stem D is positioned at the bottom
of stem A, forming an angle of approximately 60° with
stems A, C, and E. This angle induces the formation of
a six-monomer cycle (Figure 4c). One side of the E loop
is completely exposed to the solvent, and this loop
serves a critical role in prohead binding (Reid et al.,
1994b, 1994e; Zhang and Anderson, 1998). Mutational
analysis (Reid et al., 1 994e) supports a prediction of stabi-
lization of the monomer by interaction of residues U72-
U74 and U29 with the E loop and by noncanonical pairing
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of U72 with U29. Other interactions may occur between
G40-A44 and either stem A or D, including U81.

Multimeric pRNA within the Dynamic DNA
Packaging Machine
The multiple copies of pRNA bound to the prohead por-
tal vertex (head-tail connector) can be removed from
the prohead and reattached, with concomitant loss and
restoration of DNA packaging activity (Guo et al., 1987b).
The connector has 12-fold (Carazo et al., 1986) or 13-
fold (Dube et al., 1993; Tsuprun et al., 1994) symmetry.
Our three-dimensional reconstruction from electron mi-
crographs of individual connectors appears as a nearly
hemispherical shell with a diameter of 140-150 A, a 35
A diameter hole at the pole, and 13 protruding subunits
near the equator fTsuprun et al., 1994). The three-dimen-
sional model of the pRNA hexamer (Figure 4c) has a
diameter similar to that of the connector, and mainte-
nance of these dimensions in binding would result in
superposition of the cyclic pRNA hexamer on the con-
nector to form a double-ring structure. This complex is
the crux of the DNA packaging machine.

The 029 DNA-gp3 packaging substrate matures in a
separate pathway that involves lariat formation initiated
by the terminal protein gp3, binding of multiple copies
of the ATPase gp16 at the lariat loop junction, and su-
percoiling of the lariat loop (Grimes and Anderson, 1997).
The gp16, an RNA-dependent ATPase, is hypothesized
to recognize pRNA to link the prohead and DNA. Our
model of packaging is that the supercoiled DNA wraps
around the outside of the connector-pRNA complex,
the left end of the DNA is freed to enter the capsid, and
the connector rotates with the aid of ATP hydrolysis to
translocate the DNA. Approximately six copies of gp16
are added in packaging, and the binding of gp16 by the
prohead shields pRNA from RNase (Grimes and Ander-
son, 1990). Both the connector and gp16 possess RNA
recognition motifs, and both have a role in assembling
the consummate DNA translocating ATPase that in-
eludes pRNA. The challenge is to understand the assem-
bly-regulated configuration of pRNA and proteins that
constitutes the dynamic DNA translocating machine.

Weak interactions in the pRNA hexamer may provide
conformational lability needed for interactions with the
connector and gp16. Thus, the intermolecular base pair-
ing between pRNA monomers may share characteristics
of 3D domain swapping in proteins (Bennett et al., 1 995).
In demain swapping, one domain of a monomeric pro-
tein is replaced by the same domain from an identical
protein chain, forming either an intertwined dimer or a
higher oligomer. In this way, a single pRNA sequence
could form distinct structures that would be close in
energy and able to rapidly interconvert. Domain swap-
ping may permit interconversion between a dimer with
two closed loop-loop interfaces and the cyclic hexamer
during discrete steps of DNA packaging. A high resolu-
tion crystal structure of a 26-base RNA pseudoknot that
forms a dimer by domain swapping has been obtained
(S. E. Lietzke et al., submitted). The structure illustrates
how RNA can form higher-order multimers like the pRNA
hexamer.

Self-cleaving viroid and newt RNAs may only be active

as dimers (Forster et al., 1988). To our knowledge, bio-
logically relevant higher multimers of RNA have not been
physically and genetically charactenzed previously. Multi-
merization of identical molecules of pRNA by intermo-
lecular base pairing to form a discrete structure essential
in viral DNA packaging expands the vista of RNA struc-
turc and function.

Experimental Procedures

DNA-gp3 Packaging In Vitro
RNA-free proheads were purified from Escherichia coli strain
HMS174(pAR7-8-8.5-10) that expresses the prohead structural pro-
teins from the cloned genes (Quo et al., 1991 ). Wild-type and mutant
pRNAs were produced by in vitro T7 transcription from pRT71 or
its derived plasmid templates (Reid et al., 1994b), and proheads
were reconstituted by the addition of twelve copies of pRNA in 25
mM Tris-HCI (pH 7.8), 5 mM MgCI; and 50 mM NaCI (0.5X TMS).
In vitro DNA-gp3 packaging was done as described (Grimes and
Anderson, 1989a), except that the 20 |ji.l reaction mixture of proheads
with pRNA, DNA'-gpS, the ATPase gp16, and 0.5 mM ATP (Sigma)
was in 0.5x TMS.

Gel Electrophoresis of pRNA
Native polyacrylamide gel electrophoresis of pRNA (Chang and Ti-
noco, 1994) was modified as follows. RNA in 10 ^l of incubation
buffer (10 mM MgClz, 0.1 mM EDTA, 10 mM Tris-HCI [pH 7.0]) was
heated at 80°C for 30 s, cooled immediately in ice, and equilibrated
at 4°C or room température for 30 min. The sample was mixed with
2.5 p.1 of 40% (w/v) sucrose, loaded into the gel, and run at 2.5 W
at 4°C or room température. The electrophoresis buffer contained
10 mM MgCI;, 0.1 mM EDTA, and 100 mM Tris-HEPES (pH 7.8). The
nondenaturing 6% gel was prepared using this buffer with a 19:1
weight ratio of acrylamide to N, N'-methylenebisacrylamide.

Oligonucleotide-Directed Mutagenesis
Plasmid pRT71 (Reid et al., 1994b,1994e) was used for oligonucleo-
tide-directed mutagenesis (Deng and Nickoloff, 1992) with compo-
nents of the Transformer™ Site-Directed Mutagenesis Kit and the
Trans Oligo™ Scal/Stul (Clontech). Mutagenesis was performed us-
ing the manufacturer's instructions, with an additional round of Seal
(or Stul) digestion and transformation of DH5a cells to further enrich
for the desired mutations. All first-round mutagenic primers, and the
Trans and Switch Oligonucleotides, were purchased from National
Bioscience. For the first round of mutation, Trans Oligo Scal/Stul
GTGACTGGTGAGGCCTCAACCAAGTC was used as the selection
primer to change the unique Seal site to a Stul site on pRT71.

For the second round of selection, the Switch Oligo Stul/Scal
GTGACTGGTGAGTACTCAACCAAGTC was used to change the Stul
site back to Seal on pRT71. The oligonucleotides used to randomize
C47, C48, G82, and G83 were GGGGATTAAAfA, G, T)CCTGATTGAG;
GGATTAAAC(A, G, T)CTGATTGAG; TTTGTTGATTfA, G, T)GTTGTC
AATC; and rTGTTGArTG(A, C, TjTTGTCAATCA, respectively. All
second-round mutagenic primers were from Genosys: mutants G47/
C82 and G47/A83 were made using oligonucleotide GTTGGGGATTA
AAGCCTGATTGAGTTC and mutant plasmids C82 and A83,respec-
lively; mutant U47/C82 was made using mutant C82 plasmid and
the oligonucleotide TTGGGGATTAAATCCTGATTGAGTTC; mutants
G48/C83 and G48/A82 were made using the oligonucleotide GGAT
TAAACGCTGATTGAG and mutant plasmids C83 and A82,respec-
tively; and mutant U48/C83 was made using mutant C83 plasmid
and the oligonucleotide TGGGGATTAAACTCTGATTGAGTTCA.

Sedimentation Equilibrium Measurements
Sedimentation equilibrium measurements were performed on a
Beckman Optima XL-A equipped with a UV-Vis detection system
(Beckman Instruments, Palo Alto, ÇA). Samples were diluted into a
buffer containing 10 mM Tris-HCI (pH 7.0), 10 mM MgCI,, and 0.1
mM EDTA to obtain a final concentration between 0.4 and 1.0 p.M.
The identical sample buffer was used as a reference in all experi-
ments. Double sector cells (30.0 mm height with 12.0 mm length)
were used in all expehments. Generally, 180 p.1 of sample and 195

l
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p.1 buffer were added into the sample and reference sector of each
cell, respectively. At 4.0°C, equilibrium was achieved at 24 hr when
the rotor speed was between 4k and 12k rpm. The partial specific
volume (vj of the pRNA is 0.588 ml/gm (Meselson et al., 1957;
Sueoka et al, 1959). Equilibrium of the sample is reached when the
force on the molecule is equal to the opposing force due to diffusion,
described by equation 1,

C, = C,. [(»2/2RT^(M(1 - vp))(r-' - F2)],

where C, is the concentration of the solute at radius r, Cf is the
concentration at reference distance F, u is the angular velocity, R
is the gas constant, 8.314 x 107 erg mol-'K-\ T is the temperature
in Kelvin, v is the partial specific volume, p is the solution density,
and M is the molecular mass (van Holde, 1985). Because all forms
were present in the sample, speed and concentration were varied
to observe a particular form. The optimum speed may be calculated
if the partial specific volume and targeted molecular mass is known.
Since the monomer pRNA has a molecular mass of 40 kDa, the
optimum equilibrium speed for pure hexamer, dimer, and monomer
pRNA is 4k, 8k, or 12k rpm, respectively. Since the hexamer diffuses
more slowly than the monomer, smaller force (4k rpm) is required
to offset hexamer diffusion. Under these conditions, low molecular
weight material will not sediment, while the hexamer or other high
molecular weight material will form a gradient across the sector-
shaped cell. The monomer will form a gradient at higher speeds
(12k rpm). Underthese conditions, high molecular weight complexes
will pellet to the bottom of the cell. The molecular mass of the pRNA
form was calculated from the best fit of the data to equation 1 using
the nonlinear Levenberg-Marquardt fitting routine (Press et al., 1992)
by KaleidaGraph (Synergy Software, Reading, PA). All gradients
were fit using either a double or a single component model. The
best fit to the data is reported.
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CHAPITRE 6

Conclusion

0

L'ensemble du travail présenté dans ce mémoire vient étendre significative-

ment la méthode MC-SYM, intialement présentée dans [13], au niveau de trois

aspects importants, soit le traitement de multiples séquences par l'utilisation de

la logique floue, la définition de l'espace des conformations et l'intégration d'une

contrainte de formation d'un multimère.

Le chapitre 3 met en place un formalisme basé sur la logique floue permettant

d'intégrer dans la modélisation 3-D d'un ARN l'information de séquences multi-

pies. La popularité croissante de la méthode de sélection in vitro laisse croire que

ce type de formalisation permettra d'accélérer l'obtention de modèles 3-D pour

de petites molécules d'ARN. L'étude de sites spécifiques des ARN ribosomaux

est aussi un défi intéressant pour l'application de cette méthodologie, puisqu'un

grand nombre de séquences sont connues, et que l'élucidation de la structure 3-D

de ces sites rendrait possible le développement de nouvelles classes d'agent anti-

microbiaux. De plus, l'approche présentée permet aussi d'obtenir des modèles

3-D pour chacune des séquences observées. Ce type de résultat peut être mis à

profit lors de l'étude de la fonction de la molécule modélisée. Par contre, puisque

l'approche utilise un grand nombre de recherches discrètes indépendantes, les

temps de calcul nécessaires deviennent rapidement inacceptables lors du traite-

ment de plus grandes séquences.

Dans les dix dernières années, les techniques de modélisation ont dû

s'adapter à l'amélioration et à l'arrivée de plusieurs méthodes expérimentales per-
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mettant d'obtenir de l'information structurelle sur les ARN. Les années à venir

laissent encore entrevoir de grands changements, l'arrivée de la cryo-microscopie

électronique {cryo-EM} et l'amelioration continuelle des techniques de crystallo-

graphie n'en sont que des exemples. Ceci suggère la mise au point de systèmes de

modélisation flexibles dans lesquels il est facile d'implanter l'utilisation de nou-

veaux types d'information. C'est ce qui a été fait au chapitre 2 et le chapitre 5

présente une démonstration de cette versatilité par l'addition dans l'engin de

recherche d'un nouveau type de contrainte.

6.1 Développeinent futurs

0

u

L'utilisation de recherches heuristiques sur l'espace des conformations per-

mettrait de réduire grandement les temps de calcul nécessaires à l'obtention de

modèles préliminaires. L'implantation de ces heuristiques exigerait la mise au

point d'une fonction d'évaluation permettant de quantifier la qualité d'un modèle.

La tâche n'est pas simple puisqu'une telle fonction ne devrait pas pénaliser les

incoherences locales des structures construites par l'exploration des relations de

bases azotées. Toute approche basée sur le calcul d'une fonction d'énergie réaliste

serait donc inutilisable ou nécessiterait le raffinement préalable des modèles, ce

qui s'avère trop coûteux.

La mise au point d'une variante heuristique de MC-SYM permettrait entre

autre l'application de la méthode à la modélisation de très gros ARN (les ARN

ribosomaux par exemple) ou la possibilité d'obtenir rapidement des modèles ap-

proximatifs pour un grand nombre d'hypothèses structurelles. Les résultats ob-

tenus devraient aussi être moins sensibles au choix de la taille d'échantillonnage

des relations binaires puisqu'il serait possible d'utiliser de grands échantillons de

manière systématique.

L'utilisation de la méthodologie présentée au chapitre 2 et utilisée aux cha-
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pitres suivants nécessite encore un grand nombre d'interventions du modélisateur,

faisant appel à ses intuitions sur la structure. Il serait très intéressant de rationa-

User ces intuitions et de permettre une automatisation complète du processus de

modélisation 3-D. En plus d'accélerer l'obtention du modèle 3-D, ceci permettrait

de rendre complètement objective la démarche de modélisation.

L'introduction des graphes de relations entre bases azotées suggère

l'utilisation de plusieurs méthodes dérivées de l'analyse et de l'optimisation de

réseaux pour indiquer au modélisateur le moyen idéal de construire le modèle.

Parallèlement à l'analyse des informations contenues dans ce graphe, beaucoup

des intuitions de l'utilisateur viennent par l'utilisation, pendant un certain temps,

d'une même base de donnée de relations binaires. Ceci suggère que la mise au point

d'outils permettant une analyse automatisée de la base de donnée est une étape

importante à la formalisation des intuitions du modélisateur. Dans ce domaine, on

cherchera à optimiser l'exploration d'un espace des conformations chimiquement

valides en améliorant la sélection d'un échantillon de relations de bases azotées.

Un des points critiques de la modélisation est le fait que, dans plusieurs

cas, le modélisateur est dans une situation où l'information disponible n'est

pas suffisante à la construction directe d'un modèle. Dans ces cas, on doit pro-

poser une série d'hypothèses structurelles plausibles (voir chapitre 4 pour un

exemple de cette approche). Du choix de ces hypothèses dépendra l'exactitude

et la précision des résultats obtenus. Il serait très intéressant de formaliser cette

approche et d'automatiser le processus de génération d'hypothèses structurelles.

Une fois plusieurs modèles obtenus pour chacune des hypothèses, il serait possible

d'analyser les différences structurelles entre les classes de modèles et de suggérer

les expérimentations permettant d'obtenir rapidement un modèle définitif. Cette

approche s'apparente grandement aux algorithmes de construction d'un arbre de

décision optimal et devrait fournir une grande aide lors de la collaboration entre

modélisateurs et expérimentatlistes.
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Le domaine de la modélisation 3-D des ARN est un champ en pleine ex-

pansion et dont les résultats sont essentiels à la compréhension des mécanismes

moléculaires impliquant ces ARN. La mise en évidence récente du rôle important

joué par les ARN dans les mécanismes de replication de plusieurs virus (HIV,

hépatite, mosaïque du tabac, etc.) confirme la pertinence des études structu-

relies entreprises sur les ARN et plus particulièrement de la modélisation 3-D de

ces structures. La mise au point de méthodes et de logiciels de modélisation est

un prérequis à revolution de l'étude structurelle des ARN puisqu'elle permettra

l'obtention rapide et objective de modèle 3-D des ARN d'intérêt.
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