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## RÉSUMÉ

Le groupe de difféomorphismes hamiltoniens à support compact d'une variété symplectique admet une distance naturelle bi-invariante, d'après les travaux de Viterbo, Schwarz, Oh, Frauenfelder et Schlenk, construite à partir des invariants spectraux en homologie de Floer Hamiltonienne. Cette distance, appelée la norme spectrale, s'est révélée être un outil fort utile en topologie symplectique. Par contre, son diamètre reste inconnu en général. En fait, pour les variétés symplectiques fermées, il n'existe même pas de critère pour déterminer si la norme spectrale a un diamètre fini ou infini. Il a été conjecturé que, pour les variétés symplectiquement asphériques, le diamètre de la norme spectrale est infini.

Dans cette thèse, nous démontrons que pour tout domaine de Liouville, la norme spectrale a un diamètre infini si et seulement si la cohomologie symplectique du domaine de Liouville en question est non nulle. Ceci généralise un résultat de Monzner-Vichery-Zapolsky et admet plusieurs applications dans le cadre des variétés symplectiques fermées. En particulier, nous démontrons que le produit de deux variétés symplectiquement asphériques a un diamètre spectral infini. Plus généralement, nous démontrons que toute variété symplectiquement asphérique contenant un domaine de Liouville incompressible de codimension zéro avec cohomologie symplectique non nulle doit avoir un diamètre spectral infini.

Mots clés : Topologie symplectique, topologie de contact, domaines de Liouville, groupe de difféomorphismes hamiltoniens, cohomologie symplectique, norme spectrale, topologie symplectique $C^{0}$.

## ABSTRACT

The group of compactly supported Hamiltonian diffeomorphisms of a symplectic manifold is endowed with a natural bi-invariant distance, due to Viterbo, Schwarz, Oh, Frauenfelder and Schlenk, coming from spectral invariants in Hamiltonian Floer homology. This distance, called the spectral norm, has found numerous applications in symplectic topology. However, its diameter is still unknown in general. In fact, for closed symplectic manifolds there is no unifying criterion for the diameter to be finite or infinite. It has been conjectured that for closed symplectically aspherical manifolds, the spectral norm has infinite diameter.

In this thesis, we prove that for any Liouville domain the spectral norm has infinite diameter if and only if its symplectic cohomology does not vanish. This generalizes a result of Monzner-Vichery-Zapolsky and has applications in the setting of closed symplectic manifolds. For instance, we show that the product of two closed symplectically aspherical manifold has an infinite spectral diameter . More generally, we prove that any symplectically aspherical manifold which contains an incompressible Liouville domain of codimension zero with non-vanishing symplectic cohomology must have infinite spectral diameter.

Key words : Symplectic topology, contact topology, Liouville domains, group of Hamiltonian diffeomorphisms, symplectic cohomology, spectral norm, $C^{0}$ symplectic topology.
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## Chapter 1

## INTRODUCTION

### 1.1. Symplectic geometry

Symplectic geometry is concerned with studying manifolds $M$ equipped with an area form, i.e. a non-degenerate closed 2-form $\omega_{M} \in \Omega^{2}(M)$. The natural symmetries, called symplectomorphisms, which one studies on these spaces are those that preserve the symplectic form $\omega_{M}$. It follows from an elementary cohomological argument that symplectic manifolds can only be of even dimension. More surprisingly perhaps, is the fact that symplectic geometry is inherently a global theory. Indeed, in virtue of Darboux's theorem, all symplectic manifolds of a given dimension are locally symplectomorphic.

Examples of symplectic manifolds appear naturally in classical mechanics [Arn89]. To entirely describe the behaviour of a free particle moving inside a closed $n$-manifold $Q$, one needs to specify an initial state for the particle and an energy function. A state corresponds to a point (position) $q \in Q$ and a covector $p$ (momentum) in the fibre $\mathrm{T}_{q}^{*} Q \subset \mathrm{~T}^{*} Q$ over $q$. The energy of the particle, which might depend on time, is given by a function $H: \mathbb{R} \times \mathrm{T}^{*} Q \rightarrow$ $\mathbb{R}$, which we call a Hamiltonian. On $\mathrm{T}^{*} Q$ there exists a canonical symplectic form $\omega_{\text {std }}$ which, in local coordinates, can be written as

$$
\omega_{\mathrm{std}}=\sum_{i=1}^{n} \mathrm{~d} p_{i} \wedge \mathrm{~d} q_{i} .
$$

Globally, $\omega_{\text {std }}=\mathrm{d} \lambda_{\text {std }}$ where the form $\lambda_{\text {std }}$, called the Liouville 1-form, can be locally written as $\lambda_{\text {std }}=\sum_{i=1}^{n} p_{i} \mathrm{~d} q_{i}$. A particular class of symplectomorphisms also appears naturally in classical mechanics. According to Hamilton's equations, the evolution of the free particle through time is given by the flow $\varphi_{X^{H}}^{t}: \mathrm{T}^{*} Q \rightarrow \mathrm{~T}^{*} Q$ of the Hamiltonian vector field $X_{H}$ associated to $H$ defined by

$$
\left.X_{H_{t}}\right\lrcorner \omega_{\text {std }}=-\mathrm{d} H_{t} .
$$

Liouville's theorem then assures us that $\varphi_{X^{H}}^{t}$ preserves $\omega_{\text {std }}$. Given a function $H: \mathbb{R} \times M \rightarrow M$ on a general symplectic manifold, such a construction can be carried out verbatim and the time 1 map of the resulting family of symplectomorphisms is called a Hamiltonian diffeomorphism. The set of all such tansformations forms a group which is denoted by $\operatorname{Ham}\left(M, \omega_{M}\right)$.

### 1.1.1. Contact manifolds

There exists an odd-dimensional analogue of symplectic manifolds which are called contact manifolds. Such a $(2 k-1)$-manifold $N$ is, by definition, endowed with a contact 1-form $\alpha_{N} \in \Omega^{1}(N)$ defined by the fact that it is non-degenerate. Namely, its associated volume form $\alpha_{N} \wedge\left(\mathrm{~d} \alpha_{N}\right)^{\wedge(k-1)}$ does not vanish. The natural symmetries of contact manifolds are called contactomorphisms and they preserve, by definition, the contact form.

In the context of classical mechanics addressed above, contact manifolds arise naturally as energy levels

$$
N_{H}^{E}=\left\{(q, p) \in \mathrm{T}^{*} Q \mid H(p, q)=E\right\}
$$

of Hamiltonians $H: \mathrm{T}^{*} Q \rightarrow \mathbb{R}$ of the form $H(q, p)=\frac{1}{2}\|p\|^{2}+V(q)[\mathbf{H Z 9 4}]$. Another example is given by the space consisting of states $(q, p)=\mathrm{T}^{*} Q$ with fixed momentum $\|p\|=r \in \mathbb{R}$. This space corresponds to the cotangent sphere bundle $S_{r}^{*} Q$ of radius $r$ over $Q$. These two examples, are special cases of an important class of co-dimension 1 submanifolds of symplectic manifolds. An hypersurface $S \subset M$ is said to be of contact type if there exists a vector field $Y$ transverse to $S$ and defined in a neighbourhood of $S$
such that $L_{Y} \omega=\omega$. As the name suggests, contact type surfaces are contact manifolds with contact 1-form given by $\left.\alpha_{S}=Y\right\lrcorner \omega$.

There is always a way to construct a symplectic manifold from a given contact manifold $N$. The manifold $\operatorname{Symp}(N)=N \times(0, \infty)$, when equipped with the exact 2 -form $\mathrm{d}\left(e^{t} \alpha_{N}\right)$, where $t$ is the coordinate on $(0, \infty)$, is symplectic. We call $\left(\operatorname{Symp}(N), \mathrm{d}\left(e^{t} \alpha_{N}\right)\right)$ the symplectization of $N$. Looking at the vector field $Y=\partial_{t}$, we see that any contact manifold can be realized as a surface of contact type in its symplectization.

### 1.1.2. Orbits

One of the simplest dynamical question one may ask is if a given system admits periodic orbits and if so, how many. On a symplectic manifold $M$, and in physics in general, an important class of periodic orbits are those of Hamiltonian diffeomorphisms of period 1: curves $\gamma: S^{1} \rightarrow M$ that can be written as $\gamma(t)=\varphi_{H}^{t}\left(x_{0}\right)$ for some fixed point $x_{0} \in M$ of $\varphi_{H}^{1}$ and Hamiltonian $H$. One of the main conjecture regarding these fixed points was posed by V.I. Arnol'd in the 60 's:

## Conjecture 1.1 - [Arn65]

For a compact symplectic manifold $M$ the time 1 map of a nondegenerate Hamiltonian diffeomorphism possesses at least as many fixed points as a Morse function on $M$.

To this day, Conjecture 1.1 is still open. It was proven to hold for the $2 n$ torus by Conley and Zehnder [CZ83] and for surfaces of genus at least 2 and for certain classes of Kähler manifolds by Floer [Flo86]. A weaker version of Conjecture 1.1, called the Homological Arnol'd Conjecture, is known to hold in general:

## Theorem 1.2

Let $(M, \omega)$ be a closed symplectic manifold and $H$ a nondegenerate time periodic Hamiltonian on $M$. Then,

$$
\#\left|\operatorname{Fix}\left(\varphi_{H}^{1}\right)\right| \geq \sum_{i=0}^{\operatorname{dim} M} \operatorname{dim} H_{i}(M ; \mathbb{Q})
$$

Some of the first steps made towards a proof Theorem 1.2 were initiated by Floer in his revolutionary paper [Flo89]. There, he combined the variational approach of the symplectic action functional developed by Conley-Zehnder [CZ83] with Gromov's pseudo holomorphic curves [Gro85] to construct a chain complex $\left(\mathrm{CF}_{\bullet}(H), \partial\right)$, now called the Floer complex, generated by $\operatorname{Fix}\left(\varphi_{H}^{1}\right)$. The differential $\partial$ counts pseudo holomorphic cylinders between the one periodic orbits of $\varphi_{H}^{\bullet}$. These cylinders are interpreted as negative gradient flow lines of the symplectic action functional thus yielding an infinite dimensional Morse-type theory. In particular, Floer showed that for a $C^{2}$-small Hamiltonian $h$, the Floer homology HF. $(h)=\mathrm{H}_{\bullet}\left(C F_{\bullet}(H), \partial\right)$ is isomorphic to the Morse homology of $h$. Using this approach, Floer gave a proof Theorem 1.2 for closed monotone symplectic manifolds $\left(\left[\omega_{M}\right]=\lambda c_{1}(M)\right.$ for some $\lambda \in \mathbb{R}$ ). Theorem 1.2 was then established in full generality by later work of Fukaya-Ono [FO99a, FO99b], Ruan [Rua99], Liu-Tian [LT98] and Pardon [Par16]. Floer theory is now a cornerstone of contemporary symplectic geometry and has far reaching applications in other fields such as the theory of 3-dimensional manifolds [Man15].

From a physical perspective, one might be interested in the existence of orbits that sit in a given energy level. Using a symplectic language, we ask, given a Hamiltonian $H$, if any regular level set $N \subset M$ of contact type of $H$ contains at least one periodic orbit of $\varphi_{H}^{\bullet}$. This question can be reformulated entirely in terms of the contact structure on $N$. Indeed, it can be shown that Hamiltonian orbits on $N$ are determined by $N$. Only their parametrization depends on $H$. In fact, Hamiltonian trajectories correspond to the Reeb trajectories of $\alpha_{N}$. By definition, the latter are trajectories of
the Reeb vector field $R_{\alpha}$ which is defined by

$$
\left.\left.R_{\alpha_{N}}\right\lrcorner \alpha_{N}=1, \quad R_{\alpha_{N}}\right\lrcorner \mathrm{d} \alpha_{N}=0
$$

and only depends on $\alpha_{N}$. Recall that any contact manifold can be realized as a contact type hypersurface. This leads us to the Weinstein Conjecture.

## Conjecture 1.3 - [Wei79]

Any compact contact manifold carries at least one periodic Reeb orbit.

Conjecture 1.3 is still open in general. Many of the settings where it holds depend on which class of symplectic manifolds $M$ the contact manifold $N$ can be embedded in as a contact hypersurface. The Weinstein conjecture was first established for $M=\mathbb{R}^{2 n}$ by Viterbo [Vit87]. It was then extended to $M=\mathrm{T}^{*} Q$ by Hofer-Viterbo [HV88] and for products $M=P \times \mathbb{C}$, where $P$ is symplectically aspherical, by Floer-Hofer-Viterbo [FHV90]. In dimension 3 one does not need to rely on an embedding of $N$ in a symplectic manifold to prove the conjecture. Taubes [Tau07] proved that any closed contact 3-manifold admits a Reeb orbit using a variant of Seiberg-Witten Floer Homology.

### 1.1.3. Liouville domains

Liouville domains, a special class of symplectic manifolds with boundary, offer a more general setting than symplectizations where one can study properties of contact manifolds from the symplectic point of view. They are characterized by their exact symplectic form $\omega=\mathrm{d} \lambda$ and their boundary of contact type. Liouville domains regroup under a common theoretical framework many important classes of symplectic manifolds. Examples of such manifolds include cotangent disk bundles over closed manifolds, complements of Donaldson divisors [Gir17], preimages of some intervals under exhausting functions of Stein manifolds [CE12], positive regions of convex hypersurfaces in contact manifolds [Gir91] and total spaces of Lefschetz fibrations.

To better control the behaviour of objects defined near the boundary of $\partial D$, one considers the extension $(\hat{D}, \mathrm{~d} \hat{\lambda})$ of $\hat{D}$. To construct this extension, first glue the cylinder $[1, \infty) \times \partial D$ to $\partial D$ using the flow of the Liouville vector $Y$ near $\partial D$. Then, equip the resulting manifold $\hat{D}$ with the Liouville 1-form $\hat{\lambda}$ which coincides with $\lambda$ on $D$ and is given by $\left.t \lambda\right|_{\partial D}$ on the cylindrical part of $\hat{D}$.

A key invariant of a Liouville domain $D$ is its symplectic cohomology $\mathrm{SH}^{\bullet}(D)$ which beautifully combines the dynamics of Reeb orbits on $\partial D$ with the Floer cohomology of $D$. It was first defined by Cielieback, Floer and Hofer [FH94, CFH95] and later developed by Viterbo [Vit99]. Symplectic cohomology is built from a class of Hamiltonians $H: \hat{D} \rightarrow \mathbb{R}$, called admissible, which are affine in the radial coordinate on the cylindrical part of $\hat{D}$. Floer cohomology groups $\mathrm{HF}^{\bullet}(H)$ of such Hamiltonians are well defined and only depend on the slope $\tau_{H}$ of $H$ on $[1, \infty) \times \partial D$. Contrary to the closed case, we do not have, in general, an isomorphism between the singular cohomology of $D$ and $\mathrm{HF}^{\bullet}(H)$. However, when the slope $\tau_{F}$ of an admissible Hamiltonian $F$ is less than the minimal period of a Reeb orbit on $\partial D$, we have $\mathrm{H}^{\bullet}(D) \cong \mathrm{HF}^{\bullet}(F)$. Taking an increasing sequence of admissible Hamiltonians $\left\{H_{i}\right\}_{i}$ with corresponding slopes $\left\{\tau_{i}\right\}_{i}$ satisfying $\tau_{i} \rightarrow+\infty$, one can define the symplectic cohomology $\mathrm{SH}^{\bullet}(D)$ of $D$ as

$$
\mathrm{SH}^{\bullet}(D)=\underset{\overrightarrow{H_{i}}}{\lim } \mathrm{HF}^{\bullet}\left(H_{i}\right)
$$

In [Vit99], Viterbo showed that the symplectic cohomology of $D$ comes equipped with a map

$$
v^{\bullet}: \mathrm{H}^{\bullet}(D) \longrightarrow \mathrm{SH}^{\bullet}(D) .
$$

The failure of $v^{\bullet}$ to be an isomorphism signals the presence of Reeb orbits on the boundary of $D$. Thus, $\mathrm{SH}^{\bullet}(D)$ is a useful tool to study the Weinstein conjecture. Using this strategy, Viterbo [Vit99] proved the Weinstein conjecture for the boundary of subcritical Stein manifolds.

One reason to work with symplectic cohomology instead of its homological counterpart is that $\mathrm{SH}^{\bullet}(D)$ inherits a product with unit $1_{D}$ from the pair of pants product on the Floer cohomology groups used to define it [Rit13]. The algebraic convenience of this approach will be made clear in section 1.2.

### 1.1.4. Topology of $\operatorname{Ham}\left(M, \omega_{M}\right)$

Another central topic in symplectic geometry, which is strongly related to periodic orbits, is the topology of the group of Hamiltonian diffeomorphisms $\operatorname{Ham}\left(M, \omega_{M}\right)$. This group admits many different metrics two of which are of interest here: the Hofer metric and the spectral metric.

The Hofer norm $\|H\|$ of a compactly supported Hamiltonian $H$ is defined as the integral of its oscillation over time :

$$
\begin{gathered}
\|H\|=E_{+}(H)-E_{-}(H) \\
E_{-}=-\int_{0}^{1} \max _{p \in M} H(t, p) \mathrm{d} t, \quad E_{+}=-\int_{0}^{1} \min _{p \in M} H(t, p) \mathrm{d} t
\end{gathered}
$$

Following the work of Hofer [Hof90] and Lalonde-McDuff [LM95], a biinvariant metric $d_{H}$ on $\operatorname{Ham}\left(M, \omega_{M}\right)$, called the Hofer metric, can be defined by

$$
d_{H}(\varphi, \psi)=d_{H}\left(\varphi \psi^{-1}, \mathrm{id}\right), \quad d_{H}(\varphi, \mathrm{id})=\inf \left\{\|H\| \mid \varphi=\varphi_{H}^{1}\right\} .
$$

To illustrate the link between the Hofer geometry of $\operatorname{Ham}\left(M, \omega_{M}\right)$ and periodic orbits of Hamiltonian diffeomorphisms, it is worthwhile to take a look at the action functional which appears, among other things, in the construction of Floer homology.

Denote by $\operatorname{Fix}^{0}\left(\varphi_{H}^{1}\right)$ the set of fixed point $x_{0}$ of $\varphi_{H}^{1}$ for which the associated 1-periodic orbit $\varphi_{H}^{t}\left(x_{0}\right)$ is contractible. For any $x_{0} \in \operatorname{Fix}^{0}\left(\varphi_{H}^{1}\right)$, choose a 2-disk $\Sigma$ bounded by the image of $\varphi_{H}^{t}\left(x_{0}\right)$. The symplectic action $\mathcal{A}_{H}\left(x_{0}\right)$ of $H$ at $x_{0}$ is given by

$$
\mathcal{A}_{H}\left(x_{0}\right)=\int_{\Sigma} \omega_{M}-\int_{0}^{1} H\left(t, \varphi_{H}^{t}\left(x_{0}\right)\right) \mathrm{d} t
$$

Note that when $\omega_{M}$ is exact or $\pi_{2}(M)=0, \mathcal{A}_{H}\left(x_{0}\right)$ is independent of the choice of $\Sigma$. We call the image $\operatorname{Spec}(H)$ of the symplectic action functional applied to $\operatorname{Fix}^{0}\left(\varphi_{H}^{1}\right)$ the action spectrum. When two Hamiltonians are equivalent, i.e. there exists an Hamiltonian homotopy $\left\{G_{s}\right\}_{s \in[0,1]}$ such that each $G_{s}$ generates the same Hamiltonian diffeomorphism $\varphi_{H}=\varphi_{G_{s}}^{1}=\varphi_{K}$, their action spectrum are equal [Oh15, 18.3]. This allows one to define the action spectrum on the level of $\operatorname{Ham}\left(M, \omega_{M}\right)$ as

$$
\operatorname{Spec}(\varphi)=\operatorname{Spec}(H) \text { for any } H \text { such that } \varphi=\varphi_{H} .
$$

The action spectrum can be studied from the point of view of Floer theory using spectral invariants which are functions that associate to any pair $(\alpha, H) \in \mathrm{H}^{\bullet}(M) \times C_{c}^{\infty}\left(S^{1} \times M\right)$ a real number $c(\alpha, H)$, that belongs to $\operatorname{Spec}(H)^{1}$. These incredibly useful functions were first defined on $\mathbb{R}^{2 n}$ from the point of view of generating functions by Viterbo in [Vit92]. They were then constructed on general closed symplectic manifolds by Oh in [Oh05] (see also [Ush13]). Following the work of Schwartz [Sch00] on symplectically aspherical manifolds and the work of Frauenfelder-Schlenk [FS07] on Liouville domains, spectral invariants can be defined in both these settings. To construct $c(\cdot, H)$, first notice that the Hamiltonian action functional $\mathcal{A}_{H}$ induces a filtration on Floer cohomology thus allowing us to work with the filtered Floer cohomology groups $\mathrm{HF}_{(a, b)}^{\bullet}(H)$. Then we define $c(\alpha, H)$ as the minimal action at which the cohomology class $\alpha$ appears in $\mathrm{HF}^{\bullet}(H):=\mathrm{HF}_{(-\infty,+\infty)}^{\bullet}(H)$. More precisely,

$$
c(\alpha, H)=\inf \left\{c \in \mathbb{R} \mid \pi_{>c}\left(\Phi_{H}(\alpha)\right)=0\right\}
$$

Here, $\Phi_{H}: \mathrm{H}^{\bullet}(M) \rightarrow \mathrm{HF}^{\bullet}(M)$ is the PSS isomorphism and $\pi_{>c}: \operatorname{HF}^{\bullet}(H) \rightarrow$ $\mathrm{HF}_{(c,+\infty)}^{*}(H)$ is the natural map induced by the projection of subcomplexes. Some of the most basic properties of spectral invariants are the following

- Spectrality. $c(\alpha, H) \in \operatorname{Spec}(H)$

1 at least if the Hamiltonian satisfies certain technical conditions.

- Continuity.

$$
E_{-}(H-K) \leq c(\alpha, H)-c(\alpha, K) \leq E_{+}(H-K)
$$

- Homotopy invariance. If $H$ and $K$ are equivalent,

$$
c(\alpha, H)=c(\alpha, K)
$$

In particular, homotopy invariance allows us to define spectral invariance on the level of $\operatorname{Ham}\left(M, \omega_{M}\right)$ as

$$
c(\alpha, \varphi)=c(\alpha, H) \text { for any } H \text { such that } \varphi=\varphi_{H}
$$

In general, these three properties of spectral invariants can be used to study the relationship between the topology of $\operatorname{Ham}\left(M, \omega_{M}\right)$ and the action spectrum all under the setting of Floer theory. A direct application is a lower bound for $d_{H}$ proved by Schwarz [Sch00]. By spectrality, we have $\min \operatorname{Spec}(\varphi) \leq|c(\alpha, H)|$ for any $H$ such that $\varphi_{H}^{1}=\varphi$. Moreover, continuity implies that $|c(\alpha, H)| \leq\|H\|$. Picking a sequence of Hamiltonians with Hofer norm converging to $d_{H}(\varphi, \mathrm{id})$ and using homotopy invariance yields the following result.

## Theorem 1.4 • [Sch00]

Let $\left(M, \omega_{M}\right)$ be a closed symplectic manifold with $\pi_{2}(M)=0$. Then, for every $\varphi \in \operatorname{Ham}\left(M, \omega_{M}\right)$

$$
\min \operatorname{Spec}(\varphi) \leq d_{H}(\mathrm{id}, \varphi)
$$

Using Theorem 1.4 Ostrover constructed a path $\left\{\varphi_{t}\right\}_{t \in \mathbb{R} \geq 0} \subset \operatorname{Ham}\left(M, \omega_{M}\right)$ with infinite Hofer norm while its graph in $\left(M \times M,-\omega_{M} \oplus \omega_{M}\right)$ stays at a fixed Hofer distance $\rho\left(\operatorname{graph}(\mathrm{id}), \operatorname{graph}\left(\varphi_{t}\right)\right)$ (see $[\mathbf{C h e 0 0}]$ ) from the graph of the identity.

## Theorem 1.5 • [Ost03]

Suppose $M$ is closed and $\pi_{2}(M)=0$. Then there exist a family $\left\{\varphi_{t}\right\}_{t \in \mathbb{R} \geq 0} \subset \operatorname{Ham}\left(M, \omega_{M}\right)$ and a constant $c$ such that:

- $d_{\mathrm{H}}\left(\mathrm{id}, \varphi_{t}\right) \rightarrow+\infty$ as $t \rightarrow+\infty$,
- $\rho\left(\operatorname{graph}(\mathrm{id}), \operatorname{graph}\left(\varphi_{t}\right)\right)=c$ for all $t \in[0,+\infty)$.

The second metric of interest announced at the beginning of this section section can be constructed from spectral invariants taken with respect to the unit 1 in $\mathrm{H}^{\bullet}(M)$. The spectral norm of $\varphi \in \operatorname{Ham}\left(M, \omega_{M}\right)$ is defined [FS07, Section 7] as

$$
\gamma(\varphi)=c(1, H)+c(1, \bar{H})
$$

where $H$ and $\bar{H}$ generate $\varphi$ and $\varphi^{-1}$ respectively. The spectral metric $d_{\gamma}$ is then given by

$$
d_{\gamma}(\varphi, \psi)=\gamma\left(\varphi \circ \psi^{-1}\right)
$$

A key property, in the spirit of Theorem 1.4, for the spectral norm is the fact that it bounds the Hofer norm from below. The boundedness (or unboundedness) of these norms have far reaching implications on the topology of $\operatorname{Ham}_{c}\left(M, \omega_{M}\right)$. For instance Kawamoto [Kaw22b] proved that, on rational symplectic manifolds $\left(\left\langle\omega_{M}, \pi_{2}(M)\right\rangle=c_{0} \mathbb{Z}\right.$ for some constant $\left.c_{0}>0\right)$, when the values of spectral norms are bounded by a number strictly smaller than the rationality constant $c_{0}$, then $\gamma$ is $C^{0}$-continuous on $\operatorname{Ham}\left(M, \omega_{M}\right)$. Alternatively, the unboundedness of the spectral norm has applications to the study of open balls in $\operatorname{Ham}\left(M, \omega_{M}\right)$. It can be used to study the following question posed by Le Roux:

## Question 1.6 • [LR10]

For any $A>0$, let

$$
E_{A}(M, \omega):=\left\{\varphi \in \operatorname{Ham}(M, \omega) \mid d_{H}(\operatorname{Id}, \varphi)>A\right\}
$$

be the complement of the closed ball of radius $A$ in Hofer's metric. For all $A>0$, does $E_{A}(M, \omega)$ have non-empty $C^{0}$-interior?

In the case of closed symplectically aspherical manifolds with infinite spectral diameter, a positive answer to Question 1.6 was given by Buhovsky, Humilière and Seyfaddini (see also [Kaw22a, Kaw22b] for the positive and negative monotone cases).

## Theorem 1.7 • [BHS21]

Let $(M, \omega)$ be a closed, connected and symplectically aspherical manifold. If the spectral norm is unbounded, then $E_{A}(M, \omega)$ has non-empty $C^{0}$-interior for all $A>0$.

In view of these results, it is therefore natural to study the finiteness of the spectral diameter

$$
\operatorname{diam}_{\gamma}(M)=\sup \left\{\gamma(\varphi) \mid \varphi \in \operatorname{Ham}_{c}(M)\right\}
$$

### 1.1.5. Finiteness of the spectral diameter

It has been known for some time now [EP03] that for $\left(\mathbb{C} P^{n}, \omega_{\mathrm{FS}}\right)$,

$$
\operatorname{diam}_{\gamma}\left(\mathbb{C} P^{n}\right) \leq \int_{\mathbb{C} P^{1}} \omega_{\mathrm{FS}}
$$

The above upper bound was latter optimized by Kislev and Shelukhin in [KS21, Theorem G] to

$$
\operatorname{diam}_{\gamma}\left(\mathbb{C} P^{n}\right)=\frac{n}{n+1} \int_{\mathbb{C} P^{1}} \omega_{\mathrm{FS}}
$$

However, for a surfaces of strictly positive genus, the spectral diameter is infinite.

## Proposition 1.8

Let $\Sigma^{g}$ be a surface of genus $g$. Then,

$$
g \geq 1 \Longrightarrow \operatorname{diam}_{\gamma}\left(\Sigma^{g}\right)=+\infty
$$

There exists multiple proofs of this property which stem from much more general results. In particular, Proposition 1.8 is covered by the following
theorem of Kislev and Shelukhin [KS21, Theorem D] which is a sharpening of a result of Usher [Ush13, Theorem 1.1].

## Theorem 1.9

Let $(M, \omega)$ be a closed symplectic manifold that admits an autonomous Hamiltonian $H \in C^{\infty}(M, \mathbb{R})$ such that
[U1] all the contractible periodic orbits of $X_{H}$ are constant.
Then $\operatorname{diam}_{\gamma}(M)=+\infty$.
Theorem 1.9 allows one to prove that the spectral diameter is infinite in many more cases. A list of examples in which condition [U1] holds can be found in [Ush13, Section 1]. As mentioned above, surfaces of positive genus satisfy [U1]. Also, if $\left(N, \omega_{N}\right)$ satisfies [U1] then so does $\left(M \times N, \omega_{M} \oplus \omega_{N}\right)$ for any other closed symplectic manifold $\left(M, \omega_{M}\right)$. In [Kaw22b], Kawamoto proves that the spectral diameter of the quadrics $Q^{2}$ and $Q^{4}$ (of real dimension 4 and 8 respectively) and certain stabilizations of them is infinite.

### 1.2. Main results

Let us now give a brief overview of the main results of this Thesis. They concern the links that exist between the topology of a Liouville domain, in particular its symplectic cohomology, and the metric properties of its group of Hamiltonian diffeomorphisms. Application are found to the spectral diameter of symplectically aspherical manifolds.

### 1.2.1. Boundedness of $\gamma$ on Liouville domains

The main result of this thesis gives a characterization of the finiteness of $\operatorname{diam}_{\gamma}(D)$ for a Liouville domain $(D, \mathrm{~d} \lambda)$ in terms of its symplectic cohomology.

## Theorem A

Let $(D, \mathrm{~d} \lambda)$ be a Liouville domain. Then,

$$
\operatorname{diam}_{\gamma}(D)=+\infty \quad \Longleftrightarrow \quad \mathrm{SH}^{\bullet}(D) \neq 0
$$

It was already shown by Benedetti-Kang [BK22], that the spectral diameter of a Liouville domain is finite whenever its symplectic cohomology vanishes. All that was missing to prove Theorem A was to show that if $\mathrm{SH}^{\bullet}(D) \neq 0$ then $\operatorname{diam}_{\gamma}(D)=+\infty$. To prove this we work on the level of the spectral invariants from which $\gamma$ is build. In particular, we compute, for a suitable class of Hamiltonians, spectral invariants that can be made arbitrarily large.

Let us delve a little deeper into the proof of Theorem A to see how the non-vanishing of $\mathrm{SH}^{\bullet}(D)$ comes into play. We first consider, following an approach of Cieliebak-Frauenfelder-Oancea [CFO10] used to compute filtered symplectic cohomology, the family of Hamiltonians $H_{\delta, A}$, illustrated in Figure 1, where $\delta \in(0,1)$ and $A>0$ is not a period of a Reeb orbit on $\partial D$.


Fig. 1. The special admissible Hamiltonian $H_{\delta, A}$ used in the proof of Theorem A. The constant $r_{0}>0$ is fixed.

We distinguish 4 types of 1-periodic orbits for $H_{\delta, A}$ :
I. critical points in $\hat{D} \backslash[\delta, \infty) \times \partial D$;
II. non-constant 1-periodic orbits near $\{\delta\} \times \partial D$;
III. non-constant 1-periodic orbits near $\{1\} \times \partial D$;
IV. critical points in $D^{r_{0}} \backslash D$;

The trajectories of orbits of type II and III correspond to trajectories of Reeb orbits on $\partial D$. This classification of orbits is motived by the fact that, their image under the symplectic action functional, form disjoint intervals.

Indeed, we can choose $\delta \in(0,1)$ and $\varepsilon>0$ small enough so that, in terms of action, we have the series of inequalities

$$
I V<\mathrm{III}<A-\varepsilon<\mathrm{I}<\mathrm{II}
$$

In the case where $\mathrm{SH}^{\bullet}(D) \neq 0$, the natural map $\Psi: \operatorname{HF}^{\bullet}\left(H_{\delta, A}\right) \rightarrow \mathrm{SH}^{\bullet}(D)$, given to us by the direct limit construction of symplectic cohomology, carries the unit $1_{H_{\delta, A}}=\Phi_{H}(1)$ in $\operatorname{HF}^{\bullet}\left(H_{\delta, A}\right)$ to a unit $1_{D}$ in $\mathrm{SH}^{\bullet}(D)$. We then construct a map $\Psi_{\mathrm{I}, \mathrm{II}}$ from the cohomology $H^{\bullet}\left(\mathrm{C}_{\mathrm{I}, \mathrm{II}}^{*}\right)$ of the quotient complex generated by orbits of type I and II. Such that Diagram (1.2.1) commutes.


Therefore, since $\Psi\left(1_{H_{\delta, A}}\right)=1_{D} \in \mathrm{SH}^{\bullet}(D),\left[\pi_{>A-\varepsilon}\right]\left(1_{H_{\delta, A}}\right) \neq 0$ and the definition of spectral invariant yields the inequality

$$
c\left(1, H_{\delta, A}\right) \geq A-\varepsilon
$$

as desired. Notice that we still need to deal with the term $c\left(1, \overline{H_{\delta, A}}\right)$ in $\gamma\left(H_{\delta, A}\right)$. This is done by adapting a result of Ganor-Tanny [GT23] to the setting of Floer cohomology on Liouville domains.

## Lemma B

Let $H$ be a compactly supported Hamiltonian on a Liouville domain ( $D, \mathrm{~d} \lambda$ ). Then,

$$
c(1, H) \geq 0
$$

Theorem A thus follows from the computation of $c\left(1, H_{\delta, A}\right)$ and the application of Lemma B to $c\left(1, H_{\delta, A}\right)$.

### 1.2.2. An isometric embedding result

From a continuity argument involving the symplectic contraction principle of Polterovich [Pol14], we can pull $H_{\delta, A}$ towards $D$. This allows us, when the symplectic cohomology of $D$ does not vanish, to exactly compute the spectral invariant of negative compactly supported Hamiltonians which are constant on the skeleton $\operatorname{Sk}(D)$ of $D$. This special subset can be seen as the result of pulling $\partial D$ towards the interior of $D$ with the flow of the Liouville vector field $Y$.

## Lemma C

Suppose $(D, \lambda)$ is a Liouville domain such that $\mathrm{SH}^{\bullet}(D) \neq 0$. Let $H$ be a compactly supported autonomous Hamiltonian on $D$ such that

$$
\left.H\right|_{\mathrm{Sk}(D)}=-A \quad \text { and } \quad-A \leq\left. H\right|_{D} \leq 0
$$

for a constant $A>0$. Then

$$
c(1, H)=A
$$

Lemma C allows us to construct an explicit isometric group embedding of $\mathbb{R}$ equipped with the standard Euclidian metric $d_{\text {std }}$ in $\left(\operatorname{Ham}_{c}(D), d_{\gamma}\right)$.

## Theorem D

Let $(D, \lambda)$ be a Liouville domain such that $\mathrm{SH}^{\bullet}(D) \neq 0$. Consider a compactly supported Hamiltonian $H$ on $D$ such that

$$
\left.H\right|_{\operatorname{Sk}(D)}=-1 \quad \text { and } \quad-1 \leq\left. H\right|_{D} \leq 0
$$

Then, the $\operatorname{map} \iota:\left(\mathbb{R}, d_{\text {std }}\right) \rightarrow\left(\operatorname{Ham}_{c}(D), d_{\gamma}\right)$ defined by

$$
\iota(s)=\varphi_{s H}^{1}
$$

is an isometric group embedding.

Notice that Theorem D is a refinement of Theorem A. The proof of the former can be seen as an extension of the proof of the latter.

### 1.2.3. Symplectically aspherical manifolds

We can use Theorem A to compute the spectral diameter of certain symplectically aspherical manifolds. This approach relies on finding a certain type of embedded Liouville $D$ with $\mathrm{SH}^{\bullet}(D) \neq 0$ inside a symplectically aspherical $M$. Namely, we need the map $\pi_{1}(D) \rightarrow \pi_{1}(M)$ induced by the inclusion of $D$ inside $M$ to be injective. These kind of submanifolds are called incompressible.

## Proposition E

Let $(M, \omega)$ be a closed symplectically aspherical manifold of dimension $2 n$. Suppose there exists an incompressible Liouville domain $D$ of codimension 0 embedded inside $M$ with $S H^{\bullet}(D) \neq 0$. Then, $\operatorname{diam}_{\gamma}(M)=+\infty$.

The proof of Proposition E is an almost direct application of Theorem A.

The first ingredient is a translation of a result of Ganor-Tanny [GT23] to cohomology. If $M$ is a symplectically aspherical manifold $M$ which contains an embedded incompressible Liouville of codimension 0, we can express spectral invariants of compactly supported Hamiltonian in $D$ in terms of spectral invariants on $M$ as a whole. Namely, we get

$$
c_{D}(\beta, H)=\max _{\substack{\alpha \in H^{\bullet}(M) \\ \iota \cdot(\alpha)=\beta}} c_{M}(\alpha, H)
$$

For this formula to hold, incompressibility of $D$ is indispensable. The result still holds even if $\mathrm{SH}^{\bullet}(D)=0$.

The second ingredient is an implicit definition of spectral invariants taken with respect to the unit. For every compactly supported Hamiltonian $H$ in $M, c(1, H)$ can be expressed, using properties of spectral invariants of cup products in cohomology, as the maximum over all spectral invariants of $H$ with respect to any cohomology class. Using this computation in conjunction
with the equality of the previous step, we get

$$
c_{D}\left(1_{D}, H\right)=c_{M}\left(1_{M}, H\right)
$$

In particular $\gamma_{D}(H)=\gamma_{M}(H)$.
The third and final ingredient simply consists in using the non-vanishing of $\mathrm{SH}^{\bullet}(D)$ and Theorem A on $\gamma_{D}(H)$.

### 1.2.4. Products of symplectically aspherical manifolds

In general, not a lot of examples of symplectically aspherical manifolds satisfying the conditions of Proposition E are known. The simplest example we can give of such a manifold is the symplectic product $\left(M^{\prime}, \omega^{\prime}\right)=$ $\left(M \times M, \omega_{M} \oplus-\omega_{M}\right)$ of a symplectically aspherical manifold $M$ with itself. By a classical result of Weinstein, the diagonal $\Delta \subset M^{\prime}$ admits a tubular neighbourhood $W$ symplectomorphic to the cotangent unit disk bundle $\mathrm{D}^{*} \Delta$. Thus, $W$ is a codimension 0 Liouville submanifoild of $M^{\prime}$. Also, $W$ is incompressible in $M^{\prime}$ since $\Delta$ is a deformation retract of $W$ and the diagonal itself is incompressible in $M^{\prime}$. From the work of Monzner-Vichery-Zapolsky [MVZ12], we know that $\mathrm{D}^{*} N$ has infinite spectral diameter for closed $N$. Combining this with Proposition E we obtain the following corollary.

## Corollary F

Let $(M, \omega)$ be a closed symplectically aspherical manifold. Then,

$$
\operatorname{diam}_{\gamma}\left(\operatorname{Ham}\left(M \times M, \omega_{M} \oplus-\omega_{M}\right)\right)=+\infty
$$

This gives a brand new, and quite general, example of symplectically aspherical manifold with infinite spectral diameter.

### 1.2.5. Hofer geometry

Using Theorem 1.7 in conjunction with Corollary F, we directly obtain the following answer to Question 1 of Section 1.1.4 in the specific setting of Corollary F.

## Corollary G

Let $(M, \omega)$ be a closed symplectically aspherical manifold. Then, $E_{A}(M \times M, \omega \oplus-\omega)$ has a non-empty $C^{0}$-interior for all $A>0$.

### 1.3. Organisation of the thesis

In Chapter 2 we recall the definition of Liouville domains. We then discuss the classes Hamiltonians and almost complex structures, called admissible, that we will consider on these manifolds. The chapter ends with a no-escape Lemma which guarantees that the Floer trajectories for admissible pairs $(H, J)$ do not escape at infinity.

Chapter 3 contains a review of Floer cohomology of admissible Hamiltonians. We define the $\tau$-extension of time-dependent Hamiltonians $\mathcal{C}(D)$ which are supported inside a Liouville domain $D$. This allows us to define the Floer cohomology of any $H \in \mathcal{C}(D)$ by proving that the resulting cohomology group is independent of the chosen extension. We define symplectic cohomology using the class of admissible Hamiltonians defined in the previous chapter.

Chapter 4 has two main objectives. First, we adapt a method of Ritter [Rit13] to Hamiltonians in $\mathcal{C}(D)$ in order to build a filtered product between the Floer cohomologies of such Hamiltonians. Second, we explain, following the work of Ritter, how the operations on Floer cohomology induce a unital ring strcuture on symplectic cohomology.

In Chapter 5 we construct spectral invariants for Hamiltonians compactly supported in Liouville domains. In particular, we prove the triangle inequality property using the product from the previous chapter. This allows us to define the spectral norm.

Chapter 6 contains an adaptation of the Ganor-Tanny barricade construction [GT23] to the Floer cohomology of certain admissible Hamiltonians on Liouville domains.

Finally, in Chapter 7 we give complete proofs of the main results.

## Chapter 2

## LIOUVILLE DOMAINS

In this chapter we recall the definition of Liouville domains, specify the class of Hamiltonians we will restrict our attention to and describe how their Floer trajectories behave at infinity.

### 2.1. Completion of Liouville domains

A Liouville domain $(D, \mathrm{~d} \lambda, Y)$ is an exact symplectic manifold with boundary on which the vector field $Y$, defined by $Y\lrcorner \mathrm{d} \lambda=\lambda$ and called the Liouville vector field, points outwards along $\partial D$. Denote by $\hat{D}=D \cup[1, \infty) \times \partial D$ the completion of $D$ and $(r, x)$ the coordinates on $[1, \infty) \times \partial D$. Here, we glue $\partial D$ and $\{1\} \times \partial D$ with respect to the reparametrization $\psi_{Y}^{\ln r}$ of the Liouville flow generated by $Y$. Given $\delta>0$, let

$$
D^{\delta}=\psi_{Y}^{\ln \delta}(D)=\hat{D} \backslash(\delta, \infty) \times \partial D .
$$

We extend the Liouville form $\lambda$ to $\hat{D}$ by defining $\hat{\lambda}: T \hat{D} \rightarrow \mathbb{R}$ as

$$
\left.\hat{\lambda}\right|_{D}=\lambda \quad \text { and }\left.\quad \hat{\lambda}\right|_{\hat{D} \backslash D}=r \alpha
$$

where $\alpha=\left.\lambda\right|_{\partial D}$. The cylindrical portion $[1, \infty) \times \partial D$ of $\hat{D}$ is thus equipped with the symplectic form $\omega=\mathrm{d}(r \alpha)$.


Fig. 1. A Liouville domain with its completion.

The skeleton $\operatorname{Sk}(D)$ of $(D, \mathrm{~d} \lambda, Y)$ is defined by

$$
\operatorname{Sk}(D)=\bigcap_{0<r<1} \psi_{Y}^{\ln r}(D)
$$

Denote by $R_{\alpha}$ the Reeb vector field on $\partial D$ associated to $\alpha$, meaning

$$
\left.R_{\alpha}\right\lrcorner \mathrm{d} \alpha=0, \quad \alpha(R)=1
$$

We define $\operatorname{Spec}(\partial D, \alpha)$ to be the set of periods of closed characteristics, the periodic orbits generated by $R_{\alpha}$, on $\partial D$ and put

$$
T_{0}=\min \operatorname{Spec}(\partial D, \lambda) .
$$

As a subset of $\mathbb{R}, \operatorname{Spec}(\partial D, \alpha)$ is known to be closed and nowhere dense. For any $A \in \mathbb{R}$, let $\eta_{A}$ denote the distance between $A$ and $\operatorname{Spec}(\partial D, \lambda)$.

Cotangent disk bundles. A class of Liouville domains which will be of interest here are unit cotangent disk bundles over closed manifolds. Let $(N, g)$ be a closed manifold of dimension $n$ equipped with a Riemannian metric $g$. The unit cotangent disk bundle $\mathrm{D}^{*} N$ over $N$ is defined as

$$
\mathrm{D}^{*} N=\left\{(q, p) \in N \times T_{q}^{*} N \mid\|p\|_{g}<1\right\} \subset \mathrm{T}^{*} N .
$$

We endow $\mathrm{D}^{*} N$ with the standard symplectic structure $\omega_{\text {std }}$ which it inherits from $T^{*} N$. Notice that $\omega_{\text {std }}=\mathrm{d} \lambda_{\text {std }}$ for $\lambda_{\text {std }}=\sum_{i=1}^{n} p_{i} \mathrm{~d} q_{i}$ Consider the vector field $Y$ defined by

$$
Y=\sum_{i=1}^{n} p_{i} \partial_{p_{i}}
$$

Then, we compute

$$
Y\lrcorner \omega_{\mathrm{std}}=\sum_{i=1}^{n} \mathrm{~d} p_{i}(Y) \cdot \mathrm{d} q_{i}=\sum_{i=1}^{n} p_{i} \mathrm{~d} q_{i}=\lambda_{\mathrm{std}} .
$$

Therefore, $Y$ is a Liouville vector field. This implies, by definition, that $\mathrm{D}^{*} N$ is a Liouville domain.

### 2.2. Admissible Hamiltonians and almost complex structures

### 2.2.1. Periodic orbits and action functional

Given a Hamiltonian $H: S^{1} \times \hat{D} \rightarrow \mathbb{R}$, one defines its time-dependent Hamiltonian vector field $X_{H}^{t}: \hat{D} \rightarrow T \hat{D}$ by

$$
\left.X_{H}^{t}\right\lrcorner \omega=-d H_{t}
$$

where $H_{t}(p)=H(t, p)$. We denote by $\varphi_{H}^{t}: \hat{D} \rightarrow \hat{D}$ the flow generated by $X_{H}^{t}$. The set of all contractible 1-periodic orbits of $\varphi_{H}^{t}$ is denoted by $\mathcal{P}(H)$. An orbit $x \in \mathcal{P}(H)$ is said to be non-degenerate if

$$
\operatorname{det}\left(\operatorname{id}-d_{x(0)} \varphi_{H}^{1}\right) \neq 0
$$

and transversally non-degenerate if the eigenspace associated to the eigenvalue 1 of the map $d_{x(0)} \varphi^{1}$ is of dimension 1.

Let $\mathcal{L} \hat{D}$ be the space of contractible loops in $\hat{D}$. For a Hamiltonian $H$ : $S^{1} \times \hat{D} \rightarrow \mathbb{R}$, the Hamiltonian action functional $\mathcal{A}_{H}: \mathcal{L} \hat{D} \rightarrow \mathbb{R}$ associated to $H$ is defined as

$$
\mathcal{A}_{H}(x)=\int_{0}^{1} x^{*} \hat{\lambda}-\int_{0}^{1} H_{t}(x(t)) \mathrm{d} t
$$

It is well known that the elements of $\mathcal{P}(H)$ correspond to the critical points of $\mathcal{A}_{H}$, see [AD14, section 6]. The image of $\mathcal{P}(H)$ under the Hamiltonian action functional is called the action spectrum of $H$ and is denoted by $\operatorname{Spec}(H)$. For an open set $U \subset \hat{D}$ we define

$$
\mathcal{P}_{U}(H)=\{x \in \mathcal{P}(H) \mid \operatorname{im} x \subset U\} .
$$

### 2.2.2. Admissible Hamiltonians

The completion of a Liouville domain is obviously non-compact. We thus need to control the behavior at infinity of Hamiltonians we use in order for them to have finitely many 1 -periodic contractible orbits.

## Definition 2.1 - Admissible Hamiltonians

Let $r_{0}>1$. A Hamiltonian $H$ is $r_{0}$-admissible if $\exists \rho_{0} \in\left(0, r_{0}\right)$ such that

- $H(t, x, r)=h(r)$ on $\hat{D} \backslash D^{\rho_{0}}$,
- $h(r)=\tau_{H} r+\eta_{H}$ on $\left(r_{0},+\infty\right)$ for $\tau_{H} \in(0, \infty) \backslash \operatorname{Spec}(\partial D, \alpha)$,
- $H$ is regular: every element of $\mathcal{P}_{D^{\rho}}(H)$ is non-degenerate and every element of $\mathcal{P}_{\hat{D} \backslash D^{\rho}}(H)$ is transversally non-degenerate.

We denote the set of such Hamiltonians $\mathcal{H}_{r_{0}}$. The function $h$ is called the profile function of $H$. We will also consider the set $\mathcal{H}_{r_{0}}^{0} \subset \mathcal{H}_{r_{0}}$ of $r_{0}$-admissible Hamiltonians which are negative on $D$. In some cases, it is not necessary to specify $r_{0}$ as long as it is greater than 1. For that purpose, we define

$$
\mathcal{H}=\bigcup_{r_{0}>1} \mathcal{H}_{r_{0}}, \quad \mathcal{H}^{0}=\bigcup_{r_{0}>1} \mathcal{H}_{r_{0}}^{0}
$$

Remark 2.2: Suppose $H \in \mathcal{H}$. If $x \in \mathcal{P}_{\hat{D} \backslash D^{\rho_{0}}}(H)$ is non constant, then it is necessarily transversally non-degenerate. Indeed, since $H$ is time-independent there by definition, for any $c \in \mathbb{R}, x(t-c)$ is also a 1-periodic orbit of $H$.


Fig. 2. the profile function $h$ of an $r_{0}$-admissible Hamiltonian $H$.

## Lemma 2.3

If $H \in \mathcal{H}$, then $\left|\mathcal{P}_{D^{\rho_{0}}}(H)\right|$ is finite and $\mathcal{P}_{\hat{D} \backslash D^{\rho_{0}}}(H)$ consists of a finite number $S^{1}$ families of periodic orbits.

Proof. Since $\overline{D^{\rho_{0}}}$ is compact and elements of $\mathcal{P}_{D^{\rho_{0}}}(H)$ are non-degenerate, there is a finite number of 1-periodic orbits of $H$ inside it.

Next, we look at the elements of $\mathcal{P}_{\hat{D} \backslash D^{\rho_{0}}}(H)$. On $\hat{D} \backslash D^{\rho_{0}}$, we know that $H=h(r)$ and $\omega=\mathrm{d} \hat{\lambda}$. Therefore, on $\hat{D} \backslash D^{\rho_{0}}$

$$
\begin{aligned}
\left.X_{H}\right\lrcorner \omega & \left.=X_{H}\right\lrcorner(\mathrm{d} r \wedge \alpha+r \mathrm{~d} \alpha) \\
& \left.=\mathrm{d} r\left(X_{H}\right) \alpha-\alpha\left(X_{H}\right) \mathrm{d} r+r X_{H}\right\lrcorner \mathrm{d} \alpha
\end{aligned}
$$

and $\mathrm{d} H=h^{\prime}(r) \mathrm{d} r$. Hamilton's equation thus yields

$$
\left.\mathrm{d} r\left(X_{H}\right)=0=X_{H}\right\lrcorner \mathrm{d} \alpha, \quad \alpha\left(X_{H}\right)=h^{\prime}(r) .
$$

The three equations above imply the following two facts,

- on $\hat{D} \backslash D^{\rho_{0}}, X_{H}=h^{\prime}(r) R_{\alpha} ;$
- if $x \in \mathcal{P}(H)$ is such that $x \cap \hat{D} \backslash D^{\rho_{0}} \neq \varnothing$, then im $x \subset\{r\} \times \partial D$ for some $r>\rho_{0}$.

We conclude that a 1-periodic orbit $x$ of $H$ which lies inside $\{r\} \times \partial D$ corresponds to a Reeb orbit of period $h^{\prime}(r)$. Notice that since $\tau_{H} \notin(0,+$ $\infty) \cap \operatorname{Spec}(\partial D, \alpha), \mathcal{P}_{\hat{D} \backslash D^{\rho_{0}}}(H)=\mathcal{P}_{D^{r_{0}} \backslash D^{\rho_{0}}}(H)$. Therefore, since $\overline{D^{r_{0}} \backslash D^{\rho_{0}}}$ is
compact and every element of $\mathcal{P}_{D^{r_{0}} \backslash D^{\rho_{0}}}(H)$ is transversally non-degenerate by definition, $\mathcal{P}_{D^{r_{0}} \backslash D^{\rho_{0}}}(H)$ is finite.

Remark 2.4: The fact that admissible Hamiltonians are radial on the cylindrical part of $\hat{D}$ allows us to express the action of the 1-periodic orbits inside $\hat{D} \backslash D$ in terms of that radial function. To see this, we fix $H \in \mathcal{H}$ and compute the action of a non constant orbit $x \in \mathcal{P}(H) \cap$ $(\hat{D} \backslash D)$ which we suppose lies inside $\{r\} \times \partial D$ for $r>1$ :

$$
\begin{aligned}
\mathcal{A}_{H}(x) & =\int_{0}^{1} x^{*} \hat{\lambda}-\int_{0}^{1} H \circ x \mathrm{~d} t \\
& =\int_{0}^{1} r \alpha\left(X_{H}\right) \mathrm{d} t-\int_{0}^{1} h(r) \mathrm{d} t=r h^{\prime}(r)-h(r)
\end{aligned}
$$

The function $A_{H}(r)=r h^{\prime}(r)-h(r)$ on the right hand side of the above equation has a nice geometric interpretation. Looking at the graph of $h$, we notice that $A_{H}\left(r^{\prime}\right)$ corresponds to minus the $y$-coordinate of the intersection of the tangent at the point $\left(r^{\prime}, h\left(r^{\prime}\right)\right)$ and the $y$-axis.


Fig. 3. Action value of a periodic orbit contained in $\left\{r^{\prime}\right\} \times \partial D$.

### 2.2.3. Monotone homotopies

We will need to also restrict the types of Hamiltonian homotopies we consider to the following class.

## Definition 2.5

Let $H_{s}=\left\{H_{s}\right\}_{s \in \mathbb{R}}$ be a smooth homotopy from $H_{+} \in \mathcal{H}_{r_{0}}$ to $H_{-} \in \mathcal{H}_{r_{0}^{\prime}}$ We say that $H_{s}$ is a monotone homotopy if the following conditions hold

○ $\exists S>0$ such that $H_{s^{\prime}}=H_{-}$for $s^{\prime}<-S$ and $H_{s^{\prime}}=H_{+}$for $s^{\prime}>S$,

- $H_{s}=h_{s}(r)$ on $\hat{D} \backslash D^{\rho}$ for $\rho=\max \left\{\rho_{0}, \rho_{0}^{\prime}\right\}$,
- for $R=\max \left\{r_{0}, r_{0}^{\prime}\right\}, h_{s}(r)=\tau_{s} r+\eta_{s}$ on $(R,+\infty)$ for smooth functions $\tau_{s}, \eta_{s}$ of $s$,
- $\partial_{s} H_{s}(t, p) \leq 0$ for $(t, p, s) \in S^{1} \times \hat{D} \times \mathbb{R}$

For $H_{+} \in \mathcal{H}_{r_{0}}$ and $H_{-} \in \mathcal{H}_{r_{0}^{\prime}}$ such that $H_{+} \leq H_{-}$pointwise everywhere on $\hat{D}$, we can explicitly construct a monotone homotopy in the following way. Fix a positive constant $S>0$. Let $b: \mathbb{R} \rightarrow[0,1]$ be a smooth function such that $b(s)=0$ for $s \leq-S, b(s)=1$ for $s \geq S$ and $b^{\prime}(s)>0$ for all $s \in(-S, S)$. Define

$$
H_{s}=H_{-}+b(s)\left(H_{+}-H_{-}\right) .
$$

Notice that, since $b^{\prime}(s) \geq 0$ and $H_{+} \leq H_{-}$, we have

$$
\partial_{s} H_{s}=b^{\prime}(s)\left(H_{+}-H_{-}\right) \leq 0
$$

For $R=\max \left\{r_{0}, r_{0}^{\prime}\right\}$ we have, on $\hat{D} \backslash D^{R}$,

$$
H_{s}(t, r, p)=\left(b(s)\left(\tau_{+}-\tau_{-}\right)+\tau_{-}\right) r+b(s)\left(\eta_{+}-\eta_{-}\right)+\eta_{-}=h_{s}(r)
$$

as desired and

$$
\begin{equation*}
\partial_{s} \partial_{r} h_{s}(r)=b^{\prime}(s)\left(\tau_{+}-\tau_{-}\right) \leq 0 \tag{2.2.1}
\end{equation*}
$$

This inequality will be needed for the maximum principle of Section 2.3.2.

### 2.2.4. Admissible almost complex structures

Let $J$ be an almost complex structure on $\hat{D}$. Recall that $J$ is $\omega$-compatible if the map $g_{J}: T M \otimes T M \rightarrow \mathbb{R}$ defined by

$$
g_{J}(v, w)=\omega(v, J w)
$$

is a Riemannian metric. To control the behavior of $\omega$-compatible almost complex structures at infinity, we make the following definition.

## Definition 2.6

Let $J$ be an $\omega$-compatible almost complex structure on $\hat{D}$. We say that $J$ is admissible if $J_{1}=\left.J\right|_{\hat{D} \backslash D}$ is of contact type. Namely, we ask that

$$
J_{1}^{*} \hat{\lambda}=\mathrm{d} r
$$

We denote the set of such almost complex structures by $\mathcal{J}$. A pair $(H, J)$ where $H \in \mathcal{H}_{r_{0}}$ and $J \in \mathcal{J}$ is called an $r_{0}$-admissible pair.

### 2.3. Floer trajectories and maximum principle.

In this subsection, we recall some analytical aspects of Floer theory on Liouville domains. Issues regarding transversality will be dealt with in the next section.

### 2.3.1. Floer trajectories

Consider a Hamiltonian $H: S^{1} \times \hat{D} \rightarrow \mathbb{R}$ and two 1-periodic orbits $x_{ \pm} \in$ $\mathcal{P}(H)$. Let $J$ be an $\omega$-compatible almost complex structure on $\hat{D}$. A Floer trajectory between $x_{-}$and $x_{+}$is a solution $u: \mathbb{R} \times S^{1} \rightarrow \hat{D}$ to the Floer equation

$$
\partial_{s} u+J\left(\partial_{t} u-X_{H}\right)=0
$$

that converges uniformly in $t$ to $x_{-}$and $x_{+}$as $s \rightarrow \pm \infty$ :

$$
\lim _{s \rightarrow \pm \infty} u(s, t)=x_{ \pm}(t)
$$

We denote the moduli space of such trajectories $\mathcal{M}^{\prime}\left(x_{-}, x_{+} ; H\right)$. We may reparametrize a solution $u \in \mathcal{M}^{\prime}\left(x_{-}, x_{+} ; H\right)$ in the $\mathbb{R}$-coordinate by adding a constant. Thus, Floer trajectories occur in $\mathbb{R}$-families. The space of unparametrized solutions is denoted by $\mathcal{M}\left(x_{-}, x_{+} ; H\right)=\mathcal{M}^{\prime}\left(x_{-}, x_{+} ; H\right) / \mathbb{R}$. When
the context is clear, we will drop $H$ from the notation and simply write $\mathcal{M}\left(x_{-}, x_{+}\right)$.

If we replace $H$ with a monotone homotopy $H_{\bullet}=\left\{H_{s}\right\}_{s \in \mathbb{R}}$, we can instead consider solutions $u: \mathbb{R} \times S^{1} \rightarrow \hat{D}$ to the s-dependent Floer equation

$$
\begin{equation*}
\partial_{s} u+J\left(\partial_{t} u-X_{H_{s}}\right)=0 \tag{2.3.1}
\end{equation*}
$$

that converge uniformly in $t$ to $x_{ \pm} \in \mathcal{P}\left(H_{ \pm}\right)$as $s \rightarrow \pm \infty$. The moduli space of such trajectories is denoted by $\mathcal{M}\left(x_{-}, x_{+} ; H_{\bullet}\right)$. Unlike the $s$-independent case, $\mathcal{M}\left(x_{-}, x_{+} ; H_{\bullet}\right)$ does not admit a free $\mathbb{R}$-action by which we can quotient.

### 2.3.2. Maximum principle

To define Floer cohomology of $\hat{D}$, we need to control the behavior of the Floer trajectories. In particular, we have to make sure they do not escape to infinity. Admissible Hamiltonians and admissible complex structures allow us to achieve that requirement. The first result in that direction is the maximum principle for Floer trajectories. In what follows we say that $v$ is a local Floer solution of $(H, J)$ in $\hat{D} \backslash D$ if

$$
v=\left.u\right|_{u^{-1}(\operatorname{im} u \cap \hat{D} \backslash D)}: u^{-1}(\operatorname{im} u \cap \hat{D} \backslash D) \longrightarrow \hat{D} \backslash D
$$

for some $u \in \mathcal{M}\left(x_{-}, x_{+} ; H\right)$.

## Lemma 2.7 • Generalized maximum principle [Vit99]

Let $(H, J)$ be an $r_{0}$-admissible pair on $\hat{D}$. Suppose $v$ is a local Floer solution of $(H, J)$ in $\hat{D} \backslash D^{r_{0}}$. Then, the $r$-coordinate $r \circ v$ of $v$ does not admit an interior maximum unless $r \circ v$ is constant.

Remark 2.8: The generalized maximum principle still holds if we replace $H \in \mathcal{H}$ by a monotone homotopy $H_{s}$ between $H_{+} \in \mathcal{H}_{r_{0}}$ and $H_{-} \in \mathcal{H}_{r_{0}^{\prime}}$ and if $v$ is a local solution of the $s$-dependent Floer equation

$$
\partial_{s} v+J\left(\partial_{t} v-X_{H_{s}}\right)=0
$$

inside $\hat{D} \backslash D^{r_{0}}$. Here it is crucial that $\partial_{s} \partial_{r} h_{s}(r) \leq 0$ for large enough $r$. This always holds for monotone homotopies (see Equation (2.2.1)).

From the maximum principle above, we immediately obtain the following corollary which guarantees that Floer trajectories do not escape to infinity.

## Corollary 2.9 - No escape

Let $(H, J)$ be an $r_{0}$-admissible pair on $\hat{D}$ and let $x_{ \pm} \in \mathcal{P}(H)$. If $u \in \mathcal{M}\left(x_{-}, x_{+}\right)$, then

$$
\operatorname{im} u \subset D^{R}, \quad \text { for } R=\max \left\{r \circ x_{-}, r \circ x_{+}, r_{0}\right\}
$$

If $H_{s}$ is a monotone homotopy between $H_{-} \in \mathcal{H}_{r_{0}}$ and $H_{+} \in \mathcal{H}_{r_{0}^{\prime}}$ and $u$ is a solution to the $s$-dependent Floer equation between $x_{-} \in \mathcal{P}\left(H_{-}\right)$ and $x_{+} \in \mathcal{P}\left(H_{+}\right)$, then
$\operatorname{im} u \subset D^{R}, \quad$ for $R=\max \left\{r \circ x_{-}, r \circ x_{+}, r_{0}, r_{0}^{\prime}\right\}$.

### 2.3.3. Energy

An important quantity which is associated to a Floer trajectory is its energy. It is defined as

$$
E(u)=\frac{1}{2} \int_{\mathbb{R} \times S^{1}}\left(\left|\partial_{s} u\right|_{J}^{2}+\left|\partial_{t} u-X_{H}\right|_{J}^{2}\right) \mathrm{d} s \wedge \mathrm{~d} t
$$

where $|\cdot|_{J}$ is the norm corresponding to $g_{J}$. Using the Floer equation, we can write

$$
\left|\partial_{t} u-X_{H}\right|_{J}^{2}=\omega\left(J \partial_{s} u,-\partial_{s} u\right)=\omega\left(\partial_{s} u, J \partial_{s} u\right)=\left|\partial_{s} u\right|_{J}^{2}
$$

Thus, the energy can be written more compactly as

$$
E(u)=\int_{\mathbb{R} \times S^{1}}\left|\partial_{s} u\right|_{J}^{2} \mathrm{~d} s \wedge \mathrm{~d} t
$$

It is often useful to estimate the difference in Hamiltonian action on the ends of a Floer trajectory in terms of the energy of that trajectory. This can be achieved using the maximum principle and Stokes Theorem.

## Lemma 2.10 • Energy estimate for Floer trajectories

Let $(H, J)$ be an $r_{0}$-admissible pair and let $u \in \mathcal{M}^{\prime}\left(x_{-}, x_{+} ; H\right)$ for $x_{ \pm} \in \mathcal{P}(H)$. Then,

$$
0 \leq E(u)=\mathcal{A}_{H}\left(x_{+}\right)-\mathcal{A}_{H}\left(x_{-}\right) .
$$

If $H_{s}$ is a monotone homotopy between $H_{+} \in \mathcal{H}_{r_{0}}$ and $H_{-} \in \mathcal{H}_{r_{0}^{\prime}}$ that is constant in the $s$-coordinate for $s>|S|$ then

$$
0 \leq E(u) \leq \mathcal{A}_{H_{+}}\left(x_{+}\right)-\mathcal{A}_{H_{-}}\left(x_{-}\right)+\sup _{\substack{s \in[-S, S], t \in S^{1}, p \in D^{\delta}}} \partial_{s} H_{s}(t, p)
$$

where $\delta=\max \left\{r \circ x_{-}, r \circ x_{+}, r_{0}, r_{0}^{\prime}\right\}$.

## Chapter 3

## FLOER COHOMOLOGY

We present in this subsection a brief overview of Floer cohomology for completions of Liouville domains and their symplectic cohomology. For more details we refer the reader to [CFH95], [CFHW96], [Vit99], [Web06], [CFO10] and [Rit13].

### 3.1. Filtered Floer Cohomology

### 3.1.1. The Floer cochain complex

Let $(H, J)$ be an admissible pair. As mentioned in Remark 2.2, the 1-periodic orbits of $H$ on $\hat{D} \backslash D^{\rho_{0}}$ come in a finite number of $S^{1}$-families which we denote by $\hat{x}_{i}$. To break each $\hat{x}_{i}$ in a finite number of isolated periodic orbits, we first choose an open neighborhoods $U_{i}$ of each $\hat{x}_{i}$ such that $U_{i} \cap U_{j}=\varnothing$ for $i \neq j$. Then, we define on each $\hat{x}_{i}$ a Morse function $f_{i}$ having exactly two critical points : one of index 0 and another of index 1 . We extend each $f_{i}$ to its corresponding $U_{i}$. When added to $H$, these perturbations, which can be chosen as small as we want, break each of the $S^{1}$-families into two critical points. In virtue of the action formula derived in Remark 2.4, the actions of the new critical points are as close as we want to the action of their original $S^{1}$-family. We denote by $H_{1}$ the Hamiltonian resulting from this procedure. By abuse of notation we will write $\mathcal{P}(H)$ for the set of 1-periodic orbits of $H_{1}$.

We define the Floer cochain group of $H$ as the $\mathbb{Z}_{2}$-vector space ${ }^{1}$

$$
\mathrm{CF}^{\bullet}(H)=\bigoplus_{x \in \mathcal{P}(H)} \mathbb{Z}_{2}\langle x\rangle
$$

As the notation above suggests, $\mathrm{CF}^{\bullet}(H)$ is in fact a graded $\mathbb{Z}_{2}$-vector space. Assuming that the first Chern class $c_{1}(\omega) \in \mathrm{H}^{2}(\hat{D} ; \mathbb{Z})$ of $(T \hat{D}, J)$ vanishes on $\pi_{2}(\hat{D})$, the Conley-Zehnder index $\mathrm{CZ}(x) \in \mathbb{Z}$ of a 1-periodic orbit $x \in \mathcal{P}(H)$ is well defined [SZ92]. We can therefore equip $\mathrm{CF}^{\bullet}(H)$ with the degree

$$
|x|=\frac{\operatorname{dim} \hat{D}}{2}-\operatorname{CZ}(x)
$$

and define

$$
\mathrm{CF}^{k}(H)=\bigoplus_{\substack{x \in \mathcal{P}(H) \\|x|=k}} \mathbb{Z}_{2}\langle x\rangle
$$

Here, CZ is normalized such that for a $C^{2}$-small time-independent admissible Hamiltonian $F$,

$$
\mathrm{CZ}(x)=\frac{\operatorname{dim} \hat{D}}{2}-\operatorname{ind}(x)
$$

where $\operatorname{ind}(x)$ corresponds to the Morse index of $x \in \operatorname{Crit}(F)=\mathcal{P}(F)$. In particular, if $x$ is a local minimum of $F$, then $|x|=0$. This convention therefore ensures that the cohomological unit has degree zero.

For a generic perturbation of $J$, the space $\mathcal{M}\left(x_{-}, x_{+} ; H\right)$ is a smooth manifold of dimension

$$
\operatorname{dim} \mathcal{M}\left(x_{-}, x_{+} ; H\right)=\mathrm{CZ}\left(x_{+}\right)-\mathrm{CZ}\left(x_{-}\right)-1
$$

In the case where $\left|x_{-}\right|=\left|x_{+}\right|+1$, Corollary 2.9 and Lemma 2.10 allow us to use the standard compactness arguments, as in [AD14, Chapter 8] to show that $\mathcal{M}\left(x_{-}, x_{+} ; H\right)$ is a compact manifold of dimension 0 . Knowing that, we

[^0]define the co-boundary operator $\partial: \mathrm{CF}^{k}(H) \rightarrow \mathrm{CF}^{k+1}(H)$ by
$$
\partial x_{+}=\sum_{\left|x_{-}\right|=k+1} \#_{2} \mathcal{M}\left(x_{-}, x_{+} ; H\right) x_{-}
$$
where $\#_{2} \mathcal{M}\left(x_{-}, x_{+} ; H\right)$ is the count modulo 2 of components in $\mathcal{M}\left(x_{-}, x_{+}, H\right)$.


Fig. 1. The differential in Floer cohomology goes from right to left.

Using once again Corollary Corollary 2.9, $\partial \circ \partial=0$ holds by standard arguments which appear in [AD14, Chapter 9]. The pair $\left(\mathrm{CF}^{\bullet}(H), \partial\right)$ is thus a graded cochain complex that we call the Floer cochain complex of $H$.

### 3.1.2. Filtered Floer cochain complex

The Hamiltonian action functional induces a filtration on the Floer cochain complex. For $a \in(\mathbb{R} \cup\{ \pm \infty\}) \backslash \operatorname{Spec}(H)$, we define

$$
\mathrm{CF}_{<a}^{k}(H)=\bigoplus_{\substack{x \in \mathcal{P}(H) \\|x|=k, \mathcal{A}_{H}(x)<a}} \mathbb{Z}_{2}\langle x\rangle .
$$

By definition, we have $\mathrm{CF}^{\bullet}(H)=\mathrm{CF}_{<+\infty}^{\bullet}(H)$. Lemma 2.10 ensures that $\partial$ decreases the action. Thus, the restriction $\partial_{<a}: \mathrm{CF}_{<a}^{k}(H) \rightarrow \mathrm{CF}_{<a}^{k+1}(H)$ of the co-boundary operator is well defined and $\left(\mathrm{CF}_{<a}^{\bullet}(H), \partial_{<a}\right)$ is a subcomplex of $\left(\mathrm{CF}^{\bullet}(H), \partial\right)$. Now, for $a, b \in(\mathbb{R} \cup\{ \pm \infty\}) \backslash \operatorname{Spec}(H)$ such that $a<b$, we can define the Floer cochain complex in the action window $(a, b)$
as the quotient

$$
\mathrm{CF}_{(a, b)}^{\bullet}(H)=\frac{\mathrm{CF}_{<b}^{\bullet}(H)}{\mathrm{CF}_{<a}^{\bullet}(H)}
$$

on which we denote the projection of the co-boundary operator by

$$
\partial_{(a, b)}: \mathrm{CF}_{(a, b)}^{k}(H) \longrightarrow \mathrm{CF}_{(a, b)}^{k+1}(H)
$$

Therefore, for $a, b, c \in(\mathbb{R} \cup\{ \pm \infty\}) \backslash \operatorname{Spec}(H)$ such that $a<b<c$, we have an inclusion and a projection

$$
\iota_{a}^{b, c}: \mathrm{CF}_{(a, b)}^{\bullet}(H) \longrightarrow \mathrm{CF}_{(a, c)}^{\bullet}(H), \quad \pi_{a, b}^{c}: \mathrm{CF}_{(a, c)}^{\bullet}(H) \longrightarrow \mathrm{CF}_{(b, c)}^{\bullet}(H)
$$

that produce the short exact sequence

$$
0 \longrightarrow \mathrm{CF}_{(a, b)}^{\bullet}(H) \xrightarrow{\iota_{a}^{b, c}} \mathrm{CF}_{(a, c)}^{\bullet}(H) \xrightarrow{\pi_{a, b}^{c}} \mathrm{CF}_{(b, c)}^{\bullet}(H) \longrightarrow 0
$$

For simplicity, we define $\iota^{<c}=\iota_{-\infty}^{+\infty, c}$ and $\pi_{>b}=\pi_{-\infty, b}^{+\infty}$.

### 3.1.3. Filtered Floer cohomology

Let $a, b \in(\mathbb{R} \cup\{ \pm \infty\}) \backslash \operatorname{Spec}(H)$ such that $a<b$. The above filtered cochain complexes allow us to define the Floer cohomology group of $H$ in the action window ( $a, b$ ) as

$$
\mathrm{HF}_{(a, b)}^{\bullet}(H)=\frac{\operatorname{ker} \partial_{(a, b)}}{\operatorname{im} \partial_{(a, b)}}
$$

The full Floer cohomology group of $H$ is defined as $\operatorname{HF}^{\bullet}(H)=$ $\mathrm{HF}_{(-\infty,+\infty)}^{\bullet}(H)$. For $a, b, c \in(\mathbb{R} \cup\{ \pm \infty\}) \backslash \operatorname{Spec}(H)$ such that $a<b<c$, the short exact sequence on the cochain level induces a long exact sequence in cohomology:


For $C^{2}$-small admissible Hamiltonians on $D$ with small slope at infinity, the Floer cohomology recovers the standard cohomology of $D$.

Lemma 3.1 • [Rit13, Section 15.2]
Let $H \in \mathcal{H}$ be $C^{2}$-small on $D$ with $\tau_{H}<T_{0}$ for $T_{0}=\min \operatorname{Spec}(\partial D, \lambda)$. Then, we have an isomorphism

$$
\Phi_{H}: \mathrm{H}^{\bullet}(D) \longrightarrow \mathrm{HF}^{\bullet}(H)
$$

Proof. Since $H$ is $C^{2}$-small on $D$, all the element of $\mathcal{P}(H)$ which sit in $D$ are critical points. The condition $\tau_{H}<T_{0}$ assures us that $H$ does not admit any 1-periodic orbits outside $D$. Multiplying $H$ by a small enough constant and perturbing $J$ so that $H$ is Morse-Smale for the metric $g_{J}$, every Floer trajectory for $(H, J)$ can be made $t$-independent. Floer's equation then becomes

$$
\partial_{s} u=J X_{H}=-\nabla H
$$

and thus, the Floer differential for $(H, J)$ counts negative $g_{J}$-gradient trajectories between critical points of $H$. From the grading convention introduced in Section 3.1.1, the index of $x \in \mathcal{P}(H)$ is equal to its Morse index. We thus obtain an identification between $\mathrm{H}^{\bullet}(D)$ and $\mathrm{HF}^{\bullet}(H)$.

### 3.1.4. Continuation maps

Let $K \in \mathcal{H}_{r_{0}}$ and $F \in \mathcal{H}_{r_{0}^{\prime}}$ such that $F \leq K$. Consider a monotone homotopy $H_{\bullet}$ from $F$ to $K$. Then from Corollary 2.9 and Lemma 2.10 in the case of homotopies, we can apply the techniques shown in [AD14, Chapter 11] to show that, for $x_{-} \in \mathcal{P}(K)$ and $x_{+} \in \mathcal{P}(F)$ with $\left|x_{-}\right|=\left|x_{+}\right|, \mathcal{M}\left(x_{-}, x_{+} ; H_{\bullet}\right)$ is a smooth compact manifold of dimension zero. The continuation map $\Phi^{H_{\bullet}}: \mathrm{CF}^{k}(F) \rightarrow \mathrm{CF}^{k}(K)$ induced by $H_{s}$ on the cochain level is defined as

$$
\Phi^{H \cdot}\left(x_{+}\right)=\sum_{\left|x_{-}\right|=k} \#_{2} \mathcal{M}\left(x_{-}, x_{+} ; H_{\bullet}\right) x_{-}
$$

where $\#_{2} \mathcal{M}\left(x_{-}, x_{+} ; H_{\bullet}\right)$ counts modulo 2 the number of components in $\mathcal{M}\left(x_{-}, x_{+} ; H_{\bullet}\right)$. The map

$$
\left[\Phi^{H \bullet}\right]: \operatorname{HF}^{\bullet}(F) \longrightarrow \operatorname{HF}^{\bullet}(K)
$$

is independent of the chosen monotone homotopy and we can denote it by $\left[\Phi^{K, F}\right]$. Consider the monotone homotopy

$$
H_{s}=K+b(s)(F-K)
$$

described in Section 2.2.3. We note that $\partial_{s} H_{s} \leq 0$ since $F \leq K$ and $b^{\prime} \geq 0$. Thus the action estimate given by Lemma 2.10 for homotopies yields

$$
\mathcal{A}_{K}\left(x_{-}\right) \leq \mathcal{A}_{H}\left(x_{+}\right)+\sup _{\substack{s \in[-S, S], t \in S^{1}, p \in D^{R}}} \partial_{s} H_{s}(t, p) \leq \mathcal{A}_{H}\left(x_{+}\right)
$$

for $x_{-} \in \mathcal{P}(K)$ and $x_{+} \in \mathcal{P}(F)$. Therefore, the continuation map decreases the action and hence induces maps

$$
\left[\Phi_{(a, b)}^{K, F}\right]: \mathrm{HF}_{(a, b)}^{\bullet}(F) \longrightarrow \mathrm{HF}_{(a, b)}^{\bullet}(K)
$$

that commute with the inclusion and restriction maps as follows [Rit13, Section 8]:


Suppose we are given another Hamiltonian $H \geq K$, then we have the commutative diagram

$$
\mathrm{HF}_{(a, b)}^{*}(F) \xrightarrow{\left[\Phi_{(a, b)}^{K, F}\right]} \mathrm{HF}_{(a, b)}^{*}(K) \xrightarrow{\left[\Phi_{a, b}^{H, F}\right]}
$$

As opposed to the closed case, for completion of Liouville domains, continuation maps do not necessarily yield isomorphisms. One case in which they do is when both Hamiltonians have the same slope.

Lemma 3.2 • [Rit09, Section 2.12]
Let $F, K \in \mathcal{H}$ and suppose $\tau_{F}$ and $\tau_{K}$ are both contained in an open interval that does not intersect $\operatorname{Spec}(\partial D, \alpha)$. Then, if $\tau_{F} \leq \tau_{K}$

$$
\left[\Phi^{K, F}\right]: \mathrm{HF}^{\bullet}(F) \longrightarrow \mathrm{HF}^{\bullet}(K)
$$

is an isomorphism.

In action windows, we have the following isomorphisms.
Lemma 3.3 - [Vit99, Proposition 1.1]
Let $H_{\text {. }}$ be a monotone homotopy between $H_{ \pm} \in \mathcal{H}$ that is constant in the $s$-coordinate for $|s|>S>0$. Suppose $a_{s}, b_{s}: \mathbb{R} \rightarrow \mathbb{R}$ are functions which are constant outside $[-S, S]$ and $a_{s}, b_{s} \notin \operatorname{Spec}\left(H_{s}\right)$ for all $s$. Then,

$$
\left[\Phi^{H_{-}, H_{+}}\right]: \mathrm{HF}_{\left(a_{+}, b_{+}\right)}^{\bullet}\left(H_{+}\right) \xrightarrow{\cong} \mathrm{HF}_{\left(a_{-}, b_{-}\right)}^{\bullet}\left(H_{-}\right)
$$

for $a_{ \pm}=\lim _{s \rightarrow \pm \infty} a_{s}$ and $b_{ \pm}=\lim _{s \rightarrow \pm \infty} b_{s}$.

### 3.1.5. Compactly supported Hamiltonians

We can define the Floer cohomology of compactly supported Hamiltonians on Liouville domains by first extending to affine functions on the cylindrical portion of $\hat{D}$. This will allow us to define, in Chapter 5 , the spectral invariants and spectral norm of such Hamiltonians.

For $0<\varepsilon<1$ and $r_{0} \geq 1$, define the Hamiltonian $K_{\varepsilon, r_{0}, \tau}$ as follows

- $K_{\varepsilon, r_{0}, \tau}$ is the constant zero function on $D^{r_{0}}$,
- $K_{\varepsilon, r_{0}, \tau}=k_{\varepsilon, r_{0}, \tau}(r)$ on $\hat{D} \backslash D^{r_{0}-\varepsilon}$,
- $k_{\varepsilon, r_{0}, \tau}(r)$ is convex for $r \in\left[r_{0}-\varepsilon, r_{0}\right]$ with $k_{\varepsilon, r_{0}, \tau}^{(\ell)}(1)=0$ for all $\ell \geq 0$, $k_{\varepsilon, r_{0}, \tau}^{\prime}(1+\varepsilon)=\tau$ and $k_{\varepsilon, r_{0}, \tau}^{(\ell)}(1+\varepsilon)=0$ for all $\ell>1$,
- $k_{\varepsilon, r_{0}, \tau}(r)=\tau\left(r-\left(r_{0}-\varepsilon / 2\right)\right)$ for $r \in\left[r_{0},+\infty\right)$.

This allows us to define the $\tau$-extension.

## Definition 3.4 • Extension of a compactly supported Hamiltonian

Denote by $\mathcal{C}(D)$ the set of Hamiltonians with support in $S^{1} \times(D \backslash \partial D)$. Let $H \in \mathcal{C}(D)$. Choose $\varepsilon$ small enough so that the support of $H$ is contained inside $S^{1} \times D^{r_{0}-\varepsilon}$. We define the $\tau$-extension $H^{\tau} \in \mathcal{H}_{1}$ of $H$ as

$$
H^{\tau}=H+K_{\varepsilon, r_{0}, \tau}
$$

We perturb $H^{\tau}$ so that it is $r_{0}$-admissible. The Floer cohomology of $H$ is defined as

$$
\operatorname{HF}_{(a, b)}^{\bullet}(H)=\operatorname{HF}_{(a, b)}^{\bullet}\left(H^{\tau}\right)
$$

where $0<\tau<T_{0}$.


Fig. 2. The $\tau$-extension of a compactly supported Hamiltonian.

The following Lemma assures us that the filtered Floer cohomology groups of a compactly supported Hamiltonian does not depend on the chosen $\tau$ extension. This guarantees that $\mathrm{HF}_{(a, b)}^{\bullet}(H)$ from Definition 3.4 is well defined.

## Lemma 3.5 - Independence of extension

Let $H \in \mathcal{C}(D)$ be a compactly supported Hamiltonian. Consider two extensions $H^{\tau_{1}}$ and $H^{\tau_{2}}$ of $H$. Then,

$$
\mathrm{HF}_{(a, b)}^{*}\left(H^{\tau_{1}}\right) \cong \mathrm{HF}_{(a, b)}^{*}\left(H^{\tau_{2}}\right)
$$

Proof. The profile function of two extensions $H^{\tau_{1}}$ and $H^{\tau_{2}}$ of $H$ might intersect at some point. However, we can always find a third extension $H^{\tau}$ with $\tau<\tau_{1}, \tau_{2}$ such that

$$
H^{\tau} \leq H^{\tau_{1}}, H^{\tau_{2}}
$$



Thus, there exists monotone homotopies $F_{\bullet}^{1}$ from $H^{\tau}$ to $H^{\tau_{1}}$ and $F_{\bullet}^{2}$ from $H^{\tau}$ to $H^{\tau_{2}}$. Note that, by definition of the extension, $\tau, \tau_{1}, \tau_{2}<T_{0}$. Moreover, the action windows stay fixed and their limits do not cross the spectrum of any of the Hamiltonians under consideration. Lemma 3.3 then implies that
we have two isomorphisms

$$
\operatorname{HF}_{(a, b)}^{\bullet}\left(H^{\tau_{1}}\right) \stackrel{\left[\Phi^{H^{\tau_{1}}, H^{\tau}}\right]}{\longleftrightarrow} \mathrm{HF}_{(a, b)}^{\bullet}\left(H^{\tau}\right) \xrightarrow{\left[\Phi^{H^{\tau_{2}}, H^{\tau}}\right]} \mathrm{HF}_{(a, b)}^{\bullet}\left(H^{\tau_{2}}\right) .
$$

Taking $\left[\Phi^{H^{\tau_{1}}, H^{\tau}}\right]^{-1} \circ\left[\Phi^{H^{\tau_{2}}, H^{\tau}}\right]$ gives us the desired isomorphism.

### 3.1.6. Time reparametrization of Hamiltonians

Let $G$ be a compactly supported Hamiltonian and $G^{\tau}$ a $\tau$-extensions of $G$. The following procedure is adapted from [Pol14, Section 1.4], [MVZ12, Remark 2.5] and [Oh15, Section 21.4]. It allows one to replace any compactly supported Hamiltonian on $D$ with one that vanishes for $t$ close to 0 and 1.

## Definition 3.6 • Smoothing of Hamiltonians

Let $\sigma:[0,1] \longrightarrow[0,1]$ be a smooth function with $\sigma^{\prime}(t) \geq 0$ such that $\sigma(s)=0$ for $s$ near 0 and $\sigma(s)=1$ for $s$ near 1 . The $\sigma$-smoothing of $G \in \mathcal{C}(D)$ is defined as

$$
\widetilde{G}(t, p)=\sigma^{\prime}(t) G(\sigma(t), p)
$$

The $\tau$-extension of the smoothed Hamiltonian $\widetilde{G}$ is denoted by $\widetilde{G}^{\tau}$.

Remark 3.7: It is important to note here that the smoothing is always applied to $G$ before the $\tau$-extension. Otherwise, we would end up with an Hamiltonian which depends on $t$ at infinity and is therefore not admissible.

Since the slope of the $\tau$-extension is less than the minimal Reeb period $T_{0}$, $\widetilde{G}^{\tau}$ only admits 1-periodic orbits inside $D$. A direct computation shows that, inside $D$, the Hamiltonian flow of $\widetilde{G}^{\tau}$ is given by

$$
\varphi_{\widetilde{G}}^{t}=\varphi_{G}^{\sigma(t)}
$$

which just corresponds to the $\sigma$ time reparametrization of the Hamiltonian flow of $G$. In particular, $G$ and $\widetilde{G}$ both have the same time-1 map. Thus,
since $\sigma$ is monotone increasing, there is a bijection between the 1-periodic orbits $\mathcal{P}_{D}\left(\widetilde{G}^{\tau}\right)$ of $\widetilde{G}^{\tau}$ inside $D$ and the 1-periodic orbits $\mathcal{P}(G)$ of $G$ given by

$$
\begin{gathered}
\mathcal{P}_{D}(G) \longrightarrow \mathcal{P}_{D}\left(\tilde{G}^{\tau}\right) \\
x \longmapsto x \circ \sigma
\end{gathered}
$$

This bijection preserves the action. Indeed, from the change of variable $t \longmapsto \sigma(t)$ we have, for $x \in \mathcal{P}(G)$,

$$
\begin{align*}
\mathcal{A}_{\widetilde{G}^{\tau}}(x \circ \sigma) & =\int_{0}^{1}(x \circ \sigma)^{*} \lambda-\int_{0}^{1} \tilde{G}^{\tau}(t, x \circ \sigma) \mathrm{d} t \\
& =\int_{0}^{1}(x \circ \sigma(t))^{*} \lambda-\int_{0}^{1} \sigma^{\prime}(t) G(\sigma(t), x \circ \sigma(t)) \mathrm{d} t \\
& =\int_{0}^{1} x^{*} \lambda-\int_{0}^{1} G(t, x(t)) \mathrm{d} t=\mathcal{A}_{G}(x) . \tag{3.1.3}
\end{align*}
$$

From now on, we consider that every compactly supported Hamiltonian is smoothed. This assumption is useful to compute action estimates for the pair of pants product of Section 4.2.3.

Another reason why the smoothed assumption is useful concerns the composition of Hamiltonian flows. Given two smoothed $H, K \in \mathcal{C}(D)$, the concatenation $H \# K:[0,1] \times D \longrightarrow \mathbb{R}$ of $H$ and $K$ is defined by

$$
H \# K(t, p)= \begin{cases}2 H(2 t, p) & \text { for } t \in[0,1 / 2]  \tag{3.1.4}\\ 2 K(2 t-1, p) & \text { for } t \in[1 / 2,1]\end{cases}
$$

The inverse of a smoothed Hamiltonian is defined by

$$
\begin{equation*}
\bar{H}(t, p)=-H(t-1, p) . \tag{3.1.5}
\end{equation*}
$$

The Hamiltonian isotopy generated by the inverse Hamiltonian $\bar{H}(t, p)$ is given by

$$
\varphi_{\bar{H}}^{t}=\varphi_{H}^{1-t} \circ\left(\varphi_{H}^{1}\right)^{-1} .
$$

As the notation suggest $H \# \bar{H}$ is equivalent to the zero function on $D$ in the sense that there exists an Homotopy $F_{\bullet}$ from 0 to $H \# \bar{H}$ so that $\varphi_{F_{s}}^{1}=\operatorname{id}_{D}$ for all $s$. In particular, $H \# \bar{H}$ generates the identity on $D$ as its time- 1 map.

### 3.2. Filtered Symplectic cohomology

Equip the set of admissible Hamiltonians $\mathcal{H}^{0}$ negative on $D$ with the partial order

$$
H \preceq K \Longleftrightarrow H(t, p) \leq K(t, p) \quad \forall(t, p) \in S^{1} \times \hat{D} .
$$

Let $\left\{H_{i}\right\}_{i \in I} \subset \mathcal{H}^{0}$ be a cofinal sequence with respect to $\preceq$. We define the symplectic cohomology of $D$ as the direct limit

$$
\mathrm{SH}_{(a, b)}^{\bullet}(D)=\underset{\overrightarrow{H_{i}}}{\lim } \mathrm{HF}_{(a, b)}^{\bullet}\left(H_{i}\right)
$$

taken with respect to the continuation maps

$$
\left[\Phi_{(a, b)}^{H_{j}, H_{i}}\right]: \mathrm{HF}_{(a, b)}^{\bullet}\left(H_{i}\right) \longrightarrow \mathrm{HF}_{(a, b)}^{\bullet}\left(H_{j}\right)
$$

for $i<j$. We denote $\mathrm{SH}^{\bullet}(D)=\mathrm{SH}_{(-\infty,+\infty)}^{\bullet}(D)$. The long exact sequence on Floer cohomology carries through the direct limit and we also have a long exact sequence on symplectic cohomology


### 3.2.1. The Viterbo map

Let $F \in \mathcal{H}$ and consider $H \in \mathcal{H}^{0}$ with $\tau_{H}=\tau_{F}$. Then, by Lemma 3.2, we have $\operatorname{HF}^{\bullet}(F) \cong \operatorname{HF}^{\bullet}(H)$ and there exist, by definition of symplectic cohomology, a map

$$
\begin{equation*}
j_{F}: \mathrm{HF}^{\bullet}(F) \cong \mathrm{HF}^{\bullet}(H) \longrightarrow \mathrm{SH}^{\bullet}(D) \tag{3.2.1}
\end{equation*}
$$

sending each element of $\mathrm{HF}^{\bullet}(H)$ to its equivalence class. Now, for $H \in \mathcal{H}^{0}$ with slope $\tau_{H}<T_{0}$ we can define, by Lemma 3.1, the map $v^{\bullet}: \mathrm{H}^{\bullet}(D) \rightarrow$
$\mathrm{SH}^{\bullet}(D)$ first introduced in [Vit99] by


## Chapter 4

## OPERATIONS ON FLOER COHOMOLOGY

The Floer cohomology of an admissible Hamiltonian $H$ is equipped with a product structure

$$
\left[\Psi_{\mathrm{P}}^{H}\right]: \operatorname{HF}^{\bullet}(H) \otimes \mathrm{HF}^{\bullet}(H) \longrightarrow \operatorname{HF}^{\bullet}(2 H)
$$

called the pair of pants product, hence the $P$ in the notation. On the chain level, this product is computed by counting punctured spheres with two positive ends assymptotic to two periodic orbits in $\mathcal{P}(H)$ and a negative end assymptotic to a periodic orbit in $\mathcal{P}(2 H)$. Composing with continuation maps, which corresponds to gluing continuation cylinders to the ends of the pair of pants, we can extend $\left[\Psi_{\mathrm{P}}\right]$ to a product

$$
\left[\Psi_{\mathrm{P}}^{(H, K)}\right]: \operatorname{HF}^{\bullet}(H) \otimes \operatorname{HF}^{\bullet}(K) \longrightarrow \operatorname{HF}^{\bullet}(H \# K)
$$

for pairs $(K, F)$ of compactly supported Hamiltonians. An action estimate for the periodic orbits in the output in terms of the action for the periodic orbits in the input will allow us to restrict the product $\left[\Psi_{P}^{F, K}\right.$ ] on action windows. This product is compatible with the cup product on singular cohomology. This can be viewed through the scope of Morse theory.

### 4.1. Operations for one Hamiltonian

The methods used to construct the product $\Psi_{P}^{H}$ arise from a more general framework developed by Schwarz in the mid 90's for closed symplectically aspherical manifolds $(M, \omega)$. Indeed, in [Sch95], Schwarz constructs a functor $Z$ which associates to any surface $\Sigma_{p, q}^{g}$ of genus $g$ with $p$ negative ends and $q$ positive ends an operation on Floer cohomology.

We give a brief overview of the construction of $Z$. Negative and positive ends correspond to connected components $Z_{k}^{-}$and $Z_{\ell}^{+}$of the complement of a compact subset of $\Sigma_{p, q}^{g}$ which are parameterized by $(-\infty, 0) \times S^{1}$ and $(0,+\infty) \times S^{1}$ respectively. On $\Sigma_{p, q}^{g}$ a complex structure $j$ is chosen so that, on the ends, it agrees with the standard complex structure on $\mathbb{R} \times S^{1}$. To each negative end $Z_{k}^{-}$, associate a $Z_{k}^{-} \times M$ dependent regular pair $\left(H_{k}^{-}, J_{k}^{-}\right)$ which is independent of $s$ for large enough $s$ and such that $H_{k}^{-}$vanishes for small enough $s$. To each positive end $Z_{\ell}^{+}$, associate a regular pair $\left(H_{\ell}^{+}, J_{\ell}^{+}\right)$ with the same properties. On $\Sigma_{p, q}^{g} \times M$ fix an almost complex structure $J$ that agrees with the ones chosen on the ends. Then, given 1-periodic contractible orbits $x_{k}^{-} \in \mathcal{P}\left(H_{k}^{-}\right)$and $x_{\ell}^{+} \in \mathcal{P}\left(H_{\ell}^{+}\right)$, one considers the space of maps $u: \Sigma_{p, q}^{g} \rightarrow M$ which are $J$-holomorphic away from the ends and restrict, on the ends, to maps $u_{i}^{ \pm}: Z_{i}^{ \pm} \rightarrow M$ satisfying the Floer equation

$$
\partial_{s} u_{i}^{ \pm}+J_{i}^{ \pm}\left(s, t, u_{i}^{ \pm}\right)\left(\partial_{t} u_{i}^{ \pm}-X_{H_{i}^{ \pm}}\left(s, t, u_{i}^{ \pm}\right)\right)=0
$$

and the asymptotics

$$
\lim _{s \rightarrow \pm \infty} u_{i}^{ \pm}(s)=x_{i}^{ \pm}
$$

Schwarz showed that these spaces of solutions are compact smooth manifolds and that counting the number of components of the zero dimensional ones yields an operation in Floer cohomology

$$
Z\left(\Sigma_{g}^{p, q}\right): \bigotimes_{\ell=1}^{q} \mathrm{HF}^{\bullet}\left(H_{\ell}^{+}\right) \longrightarrow \bigotimes_{k=1}^{p} \mathrm{HF}^{\bullet}\left(H_{k}^{-}\right)
$$

This operation is independent of the choices we made for $J, j$, the cylindrical coordinates and the order in which we labelled the ends.

In his influential survey [Sei08, Section 8a], Seidel proposed an extension of the construction of Schwarz to symplectic cohomology. The product was explored further by McLean in [McL09, Section 10]. The full details of that extension were latter carried by Ritter in [Rit13]. We now delve into that more recent work highlighting the main differences and similarities with the case of closed manifolds along the way.

### 4.1.1. The setting

Start with a single admissible pair $(H, J)$ where $H$ is autonomous and $C^{2}$ small on $D$. The goal here is to associate to any surface $\Sigma_{p, q}^{g}$ an operation [ $\Psi_{p, q, g}^{H}$ ] between the Floer cohomologies of multiples of $H$

$$
\left[\Psi_{p, q, g}^{H}\right]: \bigotimes_{\ell=1}^{q} \operatorname{HF}^{\bullet}\left(B_{\ell} H\right) \longrightarrow \bigotimes_{k=1}^{p} \mathrm{HF}^{\bullet}\left(A_{k} H\right)
$$

and not arbitrary admissible Hamiltonians akin to the product $Z\left(\Sigma_{p, q}^{g}\right)$ described above. Here is all the data we need to define $\left[\Psi_{p, q, g}^{H}\right]$ in addition to the pair $(H, J)$.

- Let $\left(\Sigma_{p, q}^{g}, j\right)$ be a surface of genus $g$ with $q$ positive ends (inputs) and $p$ negative ends (outputs). Denote by $U_{k}^{-}$cylindrical neighbourhoods of the negative ends and by $U_{\ell}^{+}$cylindrical neighbourhoods of the positive ends. We choose these neighbourhoods so that they do not intersect pairwise. Fix parametrizations

$$
(-\infty, 0) \times S^{1} \xrightarrow{\varphi_{k}^{-}} U_{k}^{-}, \quad U_{\ell}^{+} \stackrel{\varphi_{\ell}^{+}}{\leftarrow}(0,+\infty) \times S^{1}
$$

Chose the complex structure $j$ so that, near the punctures $j \partial_{s}=\partial_{t}$.

- Fix a set of weights $\left\{A_{1}, \ldots, A_{p}, B_{1}, \ldots, B_{q}\right\}$ with $A_{k}, B_{\ell}>0$ so that

$$
\begin{equation*}
\sum_{k=1}^{p} A_{k} \geq \sum_{\ell=1}^{q} B_{\ell} \tag{4.1.1}
\end{equation*}
$$

- Fix a 1-form $\beta \in \Omega^{1}\left(\Sigma_{p, q}^{g}\right)$ such that $\mathrm{d} \beta \leq 0$ and it's restrictions to the negative and positive ends are respectively given by

$$
\begin{equation*}
\left(\varphi_{k}^{-}\right)^{*} \beta=A_{k} \mathrm{~d} t, \quad\left(\varphi_{\ell}^{+}\right)^{*} \beta=B_{\ell} \mathrm{d} t . \tag{4.1.2}
\end{equation*}
$$

for large enough $s$.
The triple $\left(\Sigma_{p, q}^{g}, \beta, j\right)$ is called a model surface. We consider disjoint unions of model surfaces to be model surfaces themselves. Depending on the form $\beta$ we choose, we need to make assumptions on the sign of $H$ (see Section 4.1.4). The assumptions are as follows:

- If $\mathrm{d} \beta \leq 0$, we impose $H \geq 0$.
- If $\mathrm{d} \beta=0$, there are no further restrictions on $H$.

The form $\beta$, which always exists by Lemma 4.1, is needed here because a global form $\mathrm{d} t$ does not exist on $\Sigma_{p, q}^{g}$ for $p, q>1$. We will use $\beta$ to interpolate between the Floer equations for the Hamiltonians $A_{k} H$ and $B_{\ell} H$ at the ends. Integrating the differential of $\beta$, which is negative, on $\Sigma_{p, q}^{g}$ using Stokes' Theorem yields

$$
\int_{\Sigma_{p, q}^{g}} \mathrm{~d} \beta=\sum_{\ell=1}^{q}\left(\int_{\{+\infty\} \times S^{1}}\left(\varphi_{\ell}^{+}\right)^{*} \beta\right)-\sum_{k=1}^{p}\left(\int_{\{-\infty\} \times S^{1}}\left(\varphi_{k}^{-}\right)^{*} \beta\right)=\sum_{\ell=1}^{q} B_{\ell}-\sum_{k=1}^{p} A_{k} .
$$

Since $\mathrm{d} \beta \leq 0$, this motivates condition (4.1.1) imposed on the weights. In particular, it forces $\Sigma_{p, q}^{g}$ to have at least one negative end ( $p>0$ ).

## Lemma 4.1 - Existence of $\beta$ [Rit13]

Let $C=\sum_{k=1}^{p} A_{k}-\sum_{\ell=1}^{q} B_{\ell}$. There exists a 1 -form $\beta \in \Omega^{1}\left(\Sigma_{p, q}^{g}\right)$ satisfying Equation 4.1.2 such that

- if $C=0, \mathrm{~d} \beta=0$,
- if $C>0, \mathrm{~d} \beta \leq 0$.

Proof. To make the proof readable, let $\Sigma=\Sigma_{p, q}^{g}$. First, we relate the De Rham cohomology of $\Sigma$ with the one for its boundary. We have the exact


Fig. 1. The surface $\Sigma_{p, q}^{g}$ with its negative and positive ends parameterized by $(-\infty, 0) \times S^{1}$ and $(0,+\infty) \times S^{1}$ respectively. Near each end, the value of $\beta$ is written.
sequence in cohomology

$$
H^{1}(\Sigma) \xrightarrow{f} H^{1}(\partial \Sigma) \xrightarrow{g} H^{2}(\Sigma, \partial \Sigma) \longrightarrow 0 .
$$

The map $f$ corresponds to the pullback by the inclusion of $\partial \Sigma$ in $\Sigma: f[\lambda]=$ $\left[\left.\lambda\right|_{\partial \Sigma}\right]$. To construct $g$, take a representative of a class $[\eta] \in H^{1}(\partial \Sigma)$, extend it to a 1-form $\tilde{\eta}$ on $\Sigma$ and consider the class of its differential which sits naturally in $H^{2}(\Sigma, \partial \Sigma): g[\eta]=[\mathrm{d} \tilde{\eta}]$. Recall that $H^{2}(\Sigma, \partial \Sigma)$ is identified with $\mathbb{R}$ under integration:

$$
\begin{align*}
H^{2}(\Sigma, \partial \Sigma) & \longrightarrow \mathbb{R} \\
{[\nu] \longmapsto } & \int_{S} \nu \tag{4.1.3}
\end{align*}
$$

We construct $\beta$ in the case where $\sum_{k=1}^{p} A_{k}=\sum_{\ell=1}^{q} B_{\ell}$. Let $[\eta] \in H^{1}(\partial \Sigma)$ be such that, on the negative ends

$$
\left(\left.\varphi_{k}^{-}\right|_{\{-\infty\} \times S^{1}}\right)^{*} \eta=A_{k} \mathrm{~d} t
$$

and on the positive ends

$$
\left(\left.\varphi_{\ell}^{+}\right|_{\{+\infty\} \times S^{1}}\right)^{*} \eta=B_{\ell} \mathrm{d} t
$$

It follows from the identification $H^{2}(\Sigma, \partial \Sigma) \cong \mathbb{R}$ and from Stokes' Theorem that

$$
\begin{aligned}
g[\eta]=\int_{\Sigma} \mathrm{d} \tilde{\eta} & =\sum_{\ell=1}^{q}\left(\int_{\{+\infty\} \times S^{1}}\left(\varphi_{\ell}^{+}\right)^{*} \eta\right)-\sum_{k=1}^{p}\left(\int_{\{-\infty\} \times S^{1}}\left(\varphi_{k}^{-}\right)^{*} \eta\right) \\
& =\sum_{\ell=1}^{q}\left(\int_{S^{1}} B_{\ell} \mathrm{d} t\right)-\sum_{k=1}^{p}\left(\int_{S^{1}} A_{k} \mathrm{~d} t\right)=0 .
\end{aligned}
$$

By exactness of the sequence 4.1.3, there exists a closed $\beta \in \Omega^{1}(P)$ such that $\left[\left.\beta\right|_{\partial S}\right]=[\eta]$. By construction of $\eta, \beta$ has the desired behaviour on the positive and negative ends of $\Sigma$ modulo an exact 1 -form supported near the ends.

Now we construct $\beta$ in the case where $\sum_{k=1}^{p} A_{k} \geq \sum_{\ell=1}^{q} B_{\ell}$. Define

$$
C=\sum_{k=1}^{p} A_{k}-\sum_{\ell=1}^{q} B_{\ell} .
$$

From our hypothesis on the weights, $C>0$. Consider the surface $\Sigma^{+}$obtained from $\Sigma$ by adding one additional positive end labelled $q+1$ with weight $C$. Applying the previous method, we can build an exact 1-form $\beta^{+} \in \Omega^{1}\left(\Sigma^{+}\right)$with

$$
\left(\varphi_{k}^{-}\right)^{*} \beta^{+}=A_{k} \mathrm{~d} t, \quad\left(\varphi_{\ell}^{+}\right)^{*} \beta^{+}=B_{\ell} \mathrm{d} t, \quad\left(\varphi_{q+1}^{+}\right)^{*} \beta^{+}=C \mathrm{~d} t
$$

for large enough $s$. Extend $\beta^{+}$to a one form $\beta$ on $\Sigma$ by progressively changing the value of $\beta^{+}$on the $q+1$-th positive end to 0 :

$$
\left(\varphi_{q+1}^{+}\right)^{*} \beta=h(s)\left(\varphi_{q+1}^{+}\right)^{*} \beta^{+}=h(s) C \mathrm{~d} t .
$$



Then, $\mathrm{d} \beta=0$ except on $\varphi_{q+1}^{+}\left((1,2) \times S^{1}\right)$ where $h^{\prime}(s) \neq 0$. There,

$$
\left(\varphi_{q+1}^{+}\right)^{*} \mathrm{~d} \beta=h^{\prime}(s) \mathrm{d} s \wedge \mathrm{~d} t \leq 0 .
$$

This completes the construction of $\beta$.

### 4.1.2. The moduli spaces

Fix $p+q$ contractible 1-periodic orbits $x_{k} \in \mathcal{P}\left(A_{k} H\right), y_{\ell} \in \mathcal{P}\left(B_{\ell} H\right)$ for all $k \in$ $\{1, \ldots, p\}$ and $\ell \in\{1, \ldots, p\}$. Consider the moduli pace $\mathcal{M}\left(x_{k}, y_{\ell} ; \Sigma_{p, q}^{g}, \beta\right)$ of curves $u: \Sigma_{p, q}^{g} \rightarrow \hat{D}$ satisfying the $\beta$-purturbed Floer's equation

$$
\begin{equation*}
\left(\mathrm{d} u-X_{H} \otimes \beta\right)^{0,1}=0 \tag{4.1.4}
\end{equation*}
$$

and which converge uniformely in $t$ on the positive ends to inputs $y_{\ell}$ and on the negative ends to outputs $x_{\ell}$ :

$$
\begin{equation*}
\lim _{s \rightarrow+\infty} u \circ \varphi_{\ell}^{+}(s, t)=y_{\ell}(t), \quad \lim _{s \rightarrow-\infty} u \circ \varphi_{k}^{-}(s, t)=x_{k}(t) \tag{4.1.5}
\end{equation*}
$$



Fig. 2. The image of an element $u \in \mathcal{M}\left(x, y_{1}, y_{2} ; \Sigma_{1,2}^{0}, \beta\right)$ in $\hat{D}$. We indicate the image of both positive ends with + and the image of the negative end with -.

When working with multiple Hamiltonians, we will indicate for which one the moduli space is built by writing $\mathcal{M}\left(x_{k}, y_{\ell} ; \Sigma_{p, q}^{g}, \beta, H\right)$.

It is shown in [Rit13, Appendix A] that, after taking small generic $\Sigma_{p, q^{-}}^{g}$ dependent perturbation of $J, \mathcal{M}\left(x_{k}, y_{\ell} ; \Sigma_{p, q}^{g}, \beta\right)$ is a smooth manifold of dimension

$$
\operatorname{dim} \mathcal{M}\left(x_{k}, y_{\ell} ; \Sigma_{p, q}^{g}, \beta\right)=\sum_{k=1}^{p}\left|x_{k}\right|-\sum_{\ell=1}^{q}\left|y_{\ell}\right|+2 n(1-g-p)
$$

To show that $\mathcal{M}\left(x_{k}, y_{\ell} ; \Sigma_{p, q}^{g}, \beta\right)$ admits a compactification, one can use the same methods employed in [Sch95] (see [Rit13, Appendix A]). The boundary of such a compactification consists of curves that break at only one end to a new 1-periodic orbit $z$ for the Hamiltonian on that end. See Figure 3. As in the closed case, we need to show an a priori upper bound on the energy of any $u \in \mathcal{M}\left(x_{k}, y_{\ell} ; \Sigma_{p, q}^{g}, \beta\right)$. This bound should depend on the action of the orbits at the ends of $u$. Moreover, since we are working on a Liouville domain and hence not a closed symplectic manifold, another technical detail needs to be addressed. The image of any curve $u$ must stay within a compact set inside $\hat{D}$. We show that these two conditions hold in Section


Fig. 3. Two curves in the boundary of the compactification of $\mathcal{M}\left(x_{k}, y_{\ell} ; \Sigma_{2,2}^{1}, \beta\right)$. The curve on the left is given by $v_{2}^{-} \# u \in$ $\mathcal{M}\left(y_{2}, z_{2}^{-} ; A_{2} H\right) \times \mathcal{M}\left(y_{1}, z_{2}^{-}, x_{1}, x_{2} ; \Sigma_{2,2}^{1}, \beta\right)$ and the one on the right by $u^{\prime} \# v_{1}^{+} \in \mathcal{M}\left(y_{1}, y_{2}, z_{1}^{+}, x_{2} ; \Sigma_{2,2}^{1}, \beta\right) \times \mathcal{M}\left(z_{1}^{+}, x_{1} ; B_{1} H\right)$
4.1.4. Note that, since $\omega=\mathrm{d} \lambda$ is exact, no bubbling can occur. Therefore, both conditions enumerated above are sufficient to prove compactification.

### 4.1.3. Defining the operations

Restricting ourselves to $p+q$ tuples of orbits $\left\{x_{1}, \ldots, x_{p}, y_{1}, \ldots, y_{q}\right\}$ satisfying

$$
\sum_{k=1}^{p}\left|x_{k}\right|=\sum_{\ell=1}^{q}\left|y_{\ell}\right|-2 n(1-g-p)
$$

$\mathcal{M}\left(x_{k}, y_{\ell} ; \Sigma_{p, q}^{g}, \beta\right)$ will be of dimension 0 and, since it is compact, will consist of a finite number of points. Counting these points modulo 2 yields an operation on the chain level

$$
\begin{align*}
\Psi_{p, q, g}^{H}:\left(\bigotimes_{\ell=1}^{q} \mathrm{CF}\left(B_{\ell} H\right)\right)^{d} \longrightarrow & \left(\bigotimes_{k=1}^{p} \mathrm{CF}\left(A_{k} H\right)\right)^{d-2 n(1-g-p)} \\
\boldsymbol{y}_{\ell} \longmapsto & \sum_{\left|x_{k}\right|=d-2 n(1-g-p)} \#_{2} \mathcal{M}\left(x_{k}, y_{\ell} ; \Sigma_{p, q}^{g}, \beta\right) \boldsymbol{x}_{k} \tag{4.1.6}
\end{align*}
$$

and extend it linearly. Here, $\boldsymbol{y}_{\ell}$ and $\boldsymbol{x}_{k}$ denote elementary tensors $y_{1} \otimes \cdots \otimes y_{q}$ and $x_{1} \otimes \cdots \otimes x_{p}$ respectively. The degree $|\cdot|$ of an elementary tensor is given by the sum of the degrees of its elements.

For $\Psi_{p, q, g}^{H}$ to descend on cohomology, it needs to be a chain map. Let us see what differentials we are wroking with here. Denote by $\partial_{\ell}^{+}$the Floer
differential on $\mathrm{CF}^{\bullet}\left(B_{\ell} H\right)$ and by $\partial_{k}^{-}$the differential on $\mathrm{CF}^{\bullet}\left(A_{k} H\right)$. The tensor products

$$
\begin{aligned}
& \left(\bigotimes_{k=1}^{p} \mathrm{CF}\left(A_{k} H\right)\right)^{d}=\bigoplus_{d=d_{1}+\cdots+d_{p}}\left(\bigotimes_{k=1}^{p} \mathrm{CF}^{d_{k}}\left(A_{k} H\right)\right) \\
& \left(\bigotimes_{\ell=1}^{q} \mathrm{CF}\left(B_{\ell} H\right)\right)^{d}=\bigoplus_{d=d_{1}+\cdots+d_{p}}\left(\bigotimes_{\ell=1}^{q} \mathrm{CF}^{d_{\ell}}\left(B_{\ell} H\right)\right)
\end{aligned}
$$

are respectively equipped with the differentials $\partial^{-}$and $\partial^{+}$defined by

$$
\begin{aligned}
& \partial^{+}\left(\boldsymbol{y}_{\ell}\right)=\partial_{1}^{+} y_{1} \otimes y_{2} \otimes \cdots \otimes y_{q} \\
& +(-1)^{\left|y_{1}\right|} y_{1} \otimes \partial_{2}^{+} y_{2} \otimes y_{3} \otimes \cdots \otimes y_{q}+\cdots \\
& \cdots+(-1)^{\left|y_{1}\right|+\cdots+\left|y_{q-1}\right|} y_{1} \otimes \cdots \otimes y_{q-1} \otimes \partial_{q}^{+} y_{q} \\
& \partial^{-}\left(\boldsymbol{x}_{k}\right)=\partial_{1}^{-} x_{1} \otimes x_{2} \otimes \cdots \otimes x_{p} \\
& +(-1)^{\left|x_{1}\right|} x_{1} \otimes \partial_{2}^{-} x_{2} \otimes x_{3} \otimes \cdots \otimes x_{p}+\cdots \\
& \cdots+(-1)^{\left|x_{1}\right|+\cdots+\left|x_{p-1}\right|} x_{1} \otimes \cdots \otimes x_{p-1} \otimes \partial_{p}^{-} y_{p} .
\end{aligned}
$$

The sign corrections, derived from the Koszul sign convention, are needed to ensure $\partial^{+} \circ \partial^{+}=0=\partial^{-} \circ \partial^{-}$. With respect to these differentials, $\Psi_{\Sigma_{p, q}^{g}}^{H}$ is a chain map, i.e. the following diagram commutes

$$
\begin{aligned}
& \left(\bigotimes_{k=1}^{p} \mathrm{CF}\left(A_{k} H\right)\right)^{d-2 n(1-g-p)+1} \longleftarrow \Psi_{p, q, g}^{H}\left(\bigotimes_{\ell=1}^{q} \mathrm{CF}\left(B_{\ell} H\right)\right)^{d+1} \\
& \partial^{-} \uparrow \quad \partial^{+} \uparrow \\
& \left(\bigotimes_{k=1}^{p} \mathrm{CF}\left(A_{k} H\right)\right)^{d-2 n(1-g-p)} \longleftarrow \Psi_{p, q, g}^{H}\left(\bigotimes_{\ell=1}^{q} \mathrm{CF}\left(B_{\ell} H\right)\right)^{d}
\end{aligned}
$$

Since all chain complexes here are over $\mathbb{Z}_{2}$, a field, the Künneth formula yields the isomorphisms

$$
\begin{aligned}
& \mathrm{H}^{d}\left(\bigotimes_{k=1}^{p} \mathrm{CF}\left(A_{k} H\right)\right) \cong \bigoplus_{d=d_{1}+\cdots+d_{p}}\left(\bigotimes_{k=1}^{p} \operatorname{HF}^{d_{k}}\left(A_{k} H\right)\right), \\
& \mathrm{H}^{d}\left(\bigotimes_{\ell=1}^{q} \mathrm{CF}\left(B_{\ell} H\right)\right) \cong \bigoplus_{d=d_{1}+\cdots+d_{q}}\left(\bigotimes_{\ell=1}^{q} \operatorname{HF}^{d_{\ell}}\left(B_{\ell} H\right)\right) .
\end{aligned}
$$

Using these equivalences and the fact that $\Psi_{\Sigma_{p, q}^{g}}^{H}=: \Psi_{p, q, g}^{H}$ is a chain map, the latter descends to cohomology:

$$
\left[\Psi_{p, q, g}^{H}\right]: \bigotimes_{\ell=1}^{q} \operatorname{HF}^{d_{\ell}}\left(B_{\ell} H\right) \longrightarrow\left(\bigotimes_{k=1}^{p} \operatorname{HF}\left(A_{k} H\right)\right)^{\sum_{\ell} d_{\ell}-2 n(1-g-p)}
$$

Moreover, $\left[\Psi_{p, q, g}^{H}\right]$ does not depend on the choice of data $(\beta, j, J)$ relative to ends.

### 4.1.4. Energy estimate and No-escape Lemma

As mentioned in Section 4.1, to ensure compactness of the moduli spaces $\mathcal{M}\left(x_{k}, y_{\ell} ; \Sigma_{p, q}^{g}\right)$, we need to make sure that, just as in the closed case, the energy ${ }^{1}$

$$
E(u)=\frac{1}{2} \int_{\Sigma}\left\|\mathrm{d} u-X_{H} \otimes \beta\right\|^{2} \operatorname{vol}_{\Sigma}
$$

of curves $u$ in these spaces of solutions have bounded energy. Another key technical detail which is particular to the case of Liouville domains is that such curves can't escape to infinity.

The fact that any curve $u \in \mathcal{M}\left(x_{k}, y_{\ell} ; \Sigma_{p, q}^{g}\right)$ stays within a compact subset of $\hat{D}$ is ensured by the integrated maximum principle of Abouzaid and Seidel in [AS10, Section 7]. Note that, when $\beta$ is exact, we can achieve a better bound on the size of the compact set in which $u$ is contained.

[^1]
## Lemma 4.2 - Integrated maximum principle

Suppose the images of the orbits $x_{k}$ and $y_{\ell}$ all lie inside $D^{\delta}$ for some $\rho_{0}<\delta<r_{0}$. Let $u \in \mathcal{M}\left(x_{k}, y_{\ell} ; \Sigma, \beta\right)$.

- If $\mathrm{d} \beta=0$, then
$\operatorname{im} u \subset D^{\delta}$.
- If $\mathrm{d} \beta \leq 0$, suppose $H \geq 0$. Then,

$$
\operatorname{im} u \subset D^{r_{0}}
$$

The a priori energy estimate on $u$ also gives us an action estimate. That estimate relates the action of the orbits in the output of $u$ to the action of the orbits in the input.

## Lemma 4.3 - Energy estimates for operations

Let $u \in \mathcal{M}\left(x_{k}, y_{\ell} ; \Sigma, \beta\right)$.

- If $\mathrm{d} \beta=0$, then

$$
E(u)=\sum_{\ell=1}^{q} \mathcal{A}_{B_{\ell} H}\left(y_{\ell}\right)-\sum_{k=1}^{p} \mathcal{A}_{A_{k} H}\left(x_{k}\right) .
$$

- If $\mathrm{d} \beta \leq 0$, suppose $H \geq 0$. Then,

$$
E(u) \leq \sum_{\ell=1}^{q} \mathcal{A}_{B_{\ell} H}\left(y_{\ell}\right)-\sum_{k=1}^{p} \mathcal{A}_{A_{k} H}\left(x_{k}\right) .
$$

In both cases, since $E(u) \geq 0$, we have the action estimate

$$
\sum_{k=1}^{p} \mathcal{A}_{A_{k} H}\left(x_{k}\right) \leq \sum_{\ell=1}^{q} \mathcal{A}_{B_{\ell} H}\left(y_{\ell}\right)
$$

Before proving Lemma 4.2 and Lemma 4.3, we need some preliminary computations.

Suppose $H$ is an $r_{0}$-admissible Hamiltonian. We denote by $\rho_{0}>0$ the radius at which $H$ become radial (see Definition 2.1). Let $\Sigma=\Sigma_{p, q}^{g}$. For local holomorphic coordinates $s+i t$ on $(\Sigma, j)$, the volume form can be written as $\operatorname{vol}_{\Sigma}=\mathrm{d} s \wedge \mathrm{~d} t$. In these coordinates, any one 1-form $\zeta$ on $T \Sigma$ with values in $u^{*} T \hat{D}$ can be written as $\zeta=\zeta_{s} \mathrm{~d} s+\zeta_{t} \mathrm{~d} t$ where $\zeta_{s}=\zeta\left(\partial_{s}\right)$ and $\zeta_{t}=\zeta\left(\partial_{t}\right)$.

We then define

$$
\|\zeta\|^{2}=\left|\zeta_{s}\right|_{J}^{2}+\left|\zeta_{t}\right|_{J}^{2}
$$

for $|\cdot|_{J}$ the norm corresponding to the Riemannian metric $g_{J}$ (see Section 2.3.3).

It is useful to rewrite the energy so that $H$ appears explicitly in the case where $u$ is a Floer solution in $\mathcal{M}\left(x_{k}, y_{\ell} ; \Sigma, \beta\right)$. Consider the $u^{*} T \hat{D}$-valued 1-form on $T \Sigma$ given by $\zeta=\mathrm{d} u-X_{H} \otimes \beta$. Locally, $\mathrm{d} u=\partial_{s} u \mathrm{~d} s+\partial_{t} u \mathrm{~d} t$, $\beta=\beta_{s} \mathrm{~d} s+\beta_{t} \mathrm{~d} t$ and

$$
\begin{equation*}
\zeta=\left(\partial_{s} u-X_{H}(u) \beta_{s}\right) \mathrm{d} s+\left(\partial_{t} u-X_{H}(u) \beta_{t}\right) \mathrm{d} t=\zeta_{s} \mathrm{~d} s+\zeta_{t} \mathrm{~d} t . \tag{4.1.7}
\end{equation*}
$$

From Floer's equation (4.1.4), $0=\zeta^{0,1}=\frac{1}{2}(\zeta+J \circ \zeta \circ j$ ) which implies $\zeta \circ j=J \circ \zeta$. Locally, since $j \partial_{s}=\partial_{t}$, the previous equality can be written as $\zeta_{t}=J \zeta_{s}$. Therefore,

$$
\begin{equation*}
\|\zeta\|^{2}=\omega\left(\zeta_{s}, J \zeta_{s}\right)+\omega\left(\zeta_{t}, J \zeta_{t}\right)=\omega\left(\zeta_{s}, \zeta_{t}\right)-\omega\left(\zeta_{t}, \zeta_{s}\right)=2 \omega\left(\zeta_{s}, \zeta_{t}\right) \tag{4.1.8}
\end{equation*}
$$

Combining Equations (4.1.7) and (4.1.8), we can write the 2-form appearing in the definition of the energy as

$$
\begin{aligned}
\frac{1}{2}\|\zeta\|^{2} \operatorname{vol}_{\Sigma} & =\omega\left(\zeta_{s}, \zeta_{t}\right) \mathrm{d} s \wedge \mathrm{~d} t \\
& =\left(\omega\left(\partial_{s} u, \partial_{t} u\right)+\beta_{t} \omega\left(X_{H}, \partial_{s} u\right)-\beta_{s} \omega\left(X_{H}, \partial_{t} u\right)\right) \mathrm{d} s \wedge \mathrm{~d} t \\
& =\omega\left(\partial_{s} u, \partial_{t} u\right) \mathrm{d} s \wedge \mathrm{~d} t+\left(\beta_{s} \mathrm{~d} H\left(\partial_{t} u\right)-\beta_{t} \mathrm{~d} H\left(\partial_{s} u\right)\right) \mathrm{d} s \wedge \mathrm{~d} t \\
& =u^{*} \omega-u^{*}(\mathrm{~d} H) \wedge \beta
\end{aligned}
$$

where the third equality is a consequence of Hamilton's equation. This allows us to make the following definitions.

## Definition 4.4 - The geometric and topological energy

Let $u:(\Sigma, \beta, j) \rightarrow \hat{D}$. The geometric energy of $u$ is given by

$$
\begin{equation*}
E(u)=\int_{\Sigma}\left(u^{*} \omega-u^{*} \mathrm{~d} H \wedge \beta\right) \tag{4.1.9}
\end{equation*}
$$

The topological energy of $u$ is defined as

$$
\begin{equation*}
E_{\mathrm{top}}(u)=\int_{\Sigma}\left(u^{*} \omega-\mathrm{d}\left(u^{*} H \cdot \beta\right)\right)=E(u)-\int_{\Sigma} u^{*} H \cdot \mathrm{~d} \beta \tag{4.1.10}
\end{equation*}
$$

We denote by

$$
K_{H}(u)=E(u)-E_{\mathrm{top}}(u)=\int_{\Sigma} u^{*} H \cdot \mathrm{~d} \beta
$$

the $H$-curvature of $u$.

The topological energy only depends on the ends of $\Sigma$ and is therefore an homotopy invariant, hence the name. In fact, if $u \in \mathcal{M}\left(x_{k}, y_{\ell} ; \Sigma, \beta\right)$, the topological energy only depends on the action of the orbits to which $u$ is asymptotic to. Indeed, since $\omega=\mathrm{d} \lambda$, Stokes's theorem guarantees that

$$
\begin{align*}
E_{\mathrm{top}}(u) & =\int_{\partial \Sigma}\left(u^{*} \lambda-u^{*} H \cdot \beta\right)  \tag{4.1.11}\\
& =\int_{S_{1}}\left(\sum_{\ell=1}^{q} y_{\ell}^{*} \lambda-\sum_{k=1}^{p} x_{k}^{*} \lambda\right)-\int_{S_{1}}\left(\sum_{\ell=1}^{q} B_{\ell} H \circ y_{\ell}-\sum_{k=1}^{p} A_{k} H \circ x_{k}\right) \mathrm{d} t \\
& =\sum_{\ell=1}^{q} \mathcal{A}_{B_{\ell} H}\left(y_{\ell}\right)-\sum_{k=1}^{p} \mathcal{A}_{A_{k} H}\left(x_{k}\right) \tag{4.1.12}
\end{align*}
$$

Therefore, if we want to have a chance to compute energy estimates for curves in $\mathcal{M}\left(x_{k}, y_{\ell} ; \Sigma, \beta\right)$, we need to control the curvature term $K_{H}$. It's here that the two sets of conditions on $\mathrm{d} \beta$ and $H$ introduced in Section 4.1.1 become important. Let us see what can be done in both case.
$(\mathrm{d} \beta=0):$ The $H$-curvature $K_{H}(u)$ vanishes and we have

$$
\begin{equation*}
0 \leq E(u)=E_{\mathrm{top}}(u) \tag{4.1.13}
\end{equation*}
$$

$(\mathrm{d} \beta \leq 0$ and $H \geq 0):$ Here, $K_{H}(u) \leq 0$. Therefore,

$$
\begin{equation*}
0 \leq E(u) \leq E_{\mathrm{top}}(u) \tag{4.1.14}
\end{equation*}
$$

With these preliminary computations in hand, we are ready to prove Lemma 4.2 and Lemma 4.3.

Proof of Lemma 4.3. Suppose $\mathrm{d} \beta=0$. Combining Equation (4.1.12) and Equation (4.1.13), we get

$$
E(u)=\sum_{\ell=1}^{q} \mathcal{A}_{B_{\ell} H}\left(y_{\ell}\right)-\sum_{k=1}^{p} \mathcal{A}_{A_{k} H}\left(x_{k}\right)
$$

as desired.
Now, suppose $\mathrm{d} \beta \leq 0$ and $H \geq 0$. From Equation (4.1.12) and Equation (4.1.14) we have,

$$
E(u) \leq \sum_{\ell=1}^{q} \mathcal{A}_{B_{\ell} H}\left(y_{\ell}\right)-\sum_{k=1}^{p} \mathcal{A}_{A_{k} H}\left(x_{k}\right) .
$$

This completes the proof.

Proof of Lemma 4.2. Choose $\delta>0$ so that

$$
\delta=\max \left\{r \circ x_{1}, \ldots, x_{p}, r \circ y_{1}, \ldots, r \circ y_{q}, \rho_{0}\right\}
$$

Let $u \in \mathcal{M}\left(x_{k}, y_{\ell} ; \Sigma, \beta\right)$ and suppose, in view of a contradiction, that $u$ leaves $D^{\delta}$. If needed, slightly increase $\delta$ while keeping it under $r_{0}$ to ensure that $u$ intersects $\partial D^{\delta}$ transversely. Denote by

$$
S=u^{-1}\left(\hat{D} \backslash \operatorname{int} D^{\delta}\right) \subset \Sigma
$$

the subsurface of $\Sigma$ which is sent outside of $D^{\delta}$ (see Figure 4). Note that $S$ is nor necessarily connected and write it, and its boundary, as disjoint union of connected components

$$
S=\bigsqcup_{i=1}^{m} S_{i}, \quad \partial S=\bigsqcup_{i=1}^{m} \partial S_{i} .
$$

Following the integrated maximum method introduced by Abouzaid and Seidel in [AS10, Section 7], we prove a more precise statement than what appears in Lemma 4.2. First, we show that the energy

$$
E\left(\left.u\right|_{S}\right)=\int_{S}\left\|\mathrm{~d} u-X_{H}(u) \otimes \beta\right\|^{2} \operatorname{vol}_{S}
$$



Fig. 4. The preimage $S$ of the part of $u(\Sigma)$ which escapes $D^{\delta}$. To simplify the figure, we took $\Sigma=\Sigma_{1,2}^{0}$.
of $u$ restricted to $S$ is negative and thus $E\left(\left.u\right|_{S}\right)=0$. By definition of the energy, this implies that

$$
\mathrm{d} u=X_{H}(u) \otimes \beta
$$

and thus each connected component of $\left.u\right|_{S}$ is contained in an $X_{H^{-}}$-orbit. From Section 2.2 .2 we know that $X_{H}$-orbits in $\left(\rho_{0}, r_{0}\right) \times \partial D$ lie entirely in subsets of the form $\{r\} \times \partial D$, thus $u(S) \subset \partial D^{\delta}$. This contradicts the fact that $u$ leaves $D^{\delta}$.

Now, suppose $\mathrm{d} \beta=0$. We show that $E\left(\left.u\right|_{S}\right)$ is negative. From Equation (4.1.13) and Equation (4.1.11) the energy of $\left.u\right|_{S}$ is given by its topological energy

$$
\begin{equation*}
E\left(\left.u\right|_{S}\right)=E_{\mathrm{top}}\left(\left.u\right|_{S}\right)=\int_{\partial S}(\lambda \circ \mathrm{~d} u-H(u) \cdot \beta) \tag{4.1.15}
\end{equation*}
$$

We want to factor $\lambda$ in the previous equation. To do that, we prove $\int_{\partial S} H(u)$. $\beta=\int_{\partial S} \lambda\left(X_{H}(u)\right) \cdot \beta$. Indeed, since $u(\partial S) \subset \partial D^{\delta}, \lambda\left(X_{H}(u)\right)=\delta h^{\prime}(\delta)$ and

$$
\begin{align*}
\int_{\partial S}\left(\lambda\left(X_{H}(u)\right)-H(u)\right) \cdot \beta & =\int_{\partial S}\left(\delta h^{\prime}(\delta)-h(\delta)\right) \beta \\
& =\int_{\partial S} A_{h}(\delta) \beta  \tag{4.1.16}\\
& =\int_{S} A_{h}(\delta) \mathrm{d} \beta=0 .
\end{align*}
$$

The third equation follows from Stokes' theorem, the fourth equation holds because $A_{h}(\delta)$ is constant and the last equation follows from the fact $\beta$ is closed. Equation 4.1.15 can now be written as

$$
\begin{aligned}
E\left(\left.u\right|_{S}\right) & =\int_{\partial S}\left(\lambda \circ \mathrm{~d} u-\lambda\left(X_{H}(u)\right) \cdot \beta\right) \\
& =\int_{\partial S} \lambda\left(\mathrm{~d} u-X_{H}(u) \otimes \beta\right)=\int_{\partial S} \lambda\left(J \circ\left(\mathrm{~d} u-X_{H}(u) \otimes \beta\right) \circ(-j)\right)
\end{aligned}
$$

since $\left(\mathrm{d} u-X_{H}(u) \otimes \beta\right)^{0,1}=0$. Recall that, since $J$ is cylindrical near $\partial D^{\delta}$, $\lambda \circ J=\mathrm{d} r$ along $\partial D^{\delta}$. Moreover, since $X_{H}(u) \subset T \partial D^{\delta}, \mathrm{d} r\left(X_{H}(u)\right)=0$ along $\partial S$. Thus,

$$
\begin{aligned}
E\left(\left.u\right|_{S}\right) & =\int_{\partial S} \lambda\left(J \circ\left(\mathrm{~d} u-X_{H}(u) \otimes \beta\right) \circ(-j)\right) \\
& \left.=\int_{\partial S}\left(\mathrm{~d} r \circ \mathrm{~d} u-\mathrm{d} r\left(X_{H}(u)\right) \otimes \beta\right) \circ(-j)\right) \\
& =\int_{\partial S} \mathrm{~d} r \circ \mathrm{~d} u \circ(-j)
\end{aligned}
$$

It suffices now to prove that the expression on the right of the last equality is negative. On each $\partial S_{i}$ choose a normal vector $\boldsymbol{n}_{i}$ pointing outwards. Then, $\partial S_{i}$ is oriented by $\boldsymbol{j} \boldsymbol{n}$. Let $Y_{i}$ be a tangent vector to $\partial S_{i}$ pointing in the direction induced by $j \boldsymbol{n}_{i}$. Then, $j Y_{i}$ points inside $S_{i}$. See Figure 5. Therefore, since $u\left(S_{i}\right)$ is outside $D^{\delta}$ by definition, $\mathrm{d} u\left(j Y_{i}\right)$ points outwards along $\partial D^{\delta}$ and $\mathrm{d} r(\mathrm{~d} u(j Y)) \geq 0$. We conclude that

$$
E\left(\left.u\right|_{S}\right)=\int_{\partial S} \mathrm{~d} r \circ \mathrm{~d} u \circ(-j) \leq 0
$$



Fig. 5. The image under $\mathrm{d} u$ of tangent vector to $\partial S_{i}$ points inwards along $\partial D^{\delta}$

Now let us take care of the case where $\mathrm{d} \beta \leq 0$ and $H \geq 0$. Since $H$ is $r_{0}$-admissible, $\left.H\right|_{\hat{D} \backslash D^{r_{0}}}=h\left(r_{0}\right)$. Further suppose that

$$
\begin{equation*}
A_{h}\left(r_{0}\right)=r_{0} h^{\prime}\left(r_{0}\right)-h\left(r_{0}\right) \geq 0 \tag{4.1.17}
\end{equation*}
$$

This is true for $r_{0}$-admissible Hamiltonians with $\eta_{H} \leq 0$. We mimic the proof for the previous case with $\delta=r_{0}$. From Equation (4.1.14) and Equation (4.1.11) the energy of $\left.u\right|_{S}$ is bounded from above by its topological energy and thus

$$
E\left(\left.u\right|_{S}\right) \leq E_{\mathrm{top}}\left(\left.u\right|_{S}\right)=\int_{\partial S}(\lambda \circ \mathrm{~d} u-H(u) \cdot \beta)
$$

Just like in the case $\mathrm{d} \beta=0$, we want to factor $\lambda$. To do this, we first prove that $-\int_{\partial S} H(u) \beta \leq-\int_{\partial S} \lambda\left(X_{H}(u)\right) \beta$. Indeed, from Equation (4.1.16), we have

$$
\int_{\partial S}\left(\lambda\left(X_{H}(u)\right)-H(u)\right) \cdot \beta=\int_{\partial S} A_{h}\left(r_{0}\right) \beta=A_{h}\left(r_{0}\right) \int_{S} \mathrm{~d} \beta \leq 0
$$

since we assumed $\mathrm{d} \beta \leq 0$ and $A_{h}\left(r_{0}\right) \geq 0$. Then,

$$
E\left(\left.u\right|_{S}\right) \leq \int_{\partial S} \lambda\left(\mathrm{~d} u-X_{H}(u) \otimes \beta\right)
$$

The rest of the proof is the same as the case $\mathrm{d} \beta=0$.

### 4.2. Operations, action and compactly supported Hamiltonians

We now study how the operations induced by model surfaces act on the filtered Floer cohomology groups. We do this for the three operations of interest to us: the capping $C=\Sigma_{1,0}^{0}$, the continuation cylinder $Z=\Sigma_{1,1}^{0}$ and the pair of pants product $P=\Sigma_{1,2}^{0}$.


Fig. 6. Form left to right: the capping operation, the continuation cylinder and the pair of pants product.

Throughout this section, we consider compactly supported Hamiltonians and their $\tau$-extension (see Definition 3.4) for $\tau$ strictly smaller than the minimum Reeb period $T_{0}$ and the same $K_{\varepsilon, r_{0}, \tau}$. Note that, since the Hamiltonians under consideration here depend on time and are not necessarily $C^{2}$-small on $D$, we need to adapt the construction from the previous section. We will also see how to relax the condition $H \geq 0$ when $\beta$ is not closed.

Hamiltonian 1-forms. Let $(\Sigma, \beta, j)$ be a model surface of genus 0 with $p=1$. We adapt the methods of [KS21, Section 2] to Ritter's approach to deal with the arbitrary nature of the Hamiltonians on $D$. We consider Hamiltonian 1-forms $\boldsymbol{F} \in \Omega^{1}\left(\Sigma, C^{\infty}(\hat{D}, \mathbb{R})\right)$ that are written as

$$
\boldsymbol{F}=\boldsymbol{F}^{r_{0}}+K_{\varepsilon, r_{0}, \tau} \otimes \beta
$$

where $\boldsymbol{F}^{r_{0}} \in \Omega^{1}\left(\Sigma, C_{c}^{\infty}(D, \mathbb{R})\right)$. For such Hamiltonian 1-forms, Floer's equation takes the more general form

$$
\begin{equation*}
\left(\mathrm{d} u-X_{F}(u)\right)^{(0,1)}=0 \tag{4.2.1}
\end{equation*}
$$

where $X_{\boldsymbol{F}}$ is defined such that for any $\xi \in T_{z} \Sigma, X_{\boldsymbol{F}}(\xi)$ corresponds to the Hamiltonian vector field of $\boldsymbol{F}(\xi)$. On the ends, we require $\boldsymbol{F}$ to be of the form $H^{ \pm} \otimes \mathrm{d} t$ on $D^{r_{0}}$ for $H \in \mathcal{C}(D)$ and $K_{\varepsilon, r_{0}, \tau} \otimes W \mathrm{~d} t$ on $\hat{D} \backslash D^{r_{0}}$ for a weight $W>0$. The operations are then build by counting the zero dimensional components of the moduli space $\mathcal{M}\left(x_{1}, y_{\ell} ; \Sigma_{p, q}^{g}, X_{\boldsymbol{F}}\right)$ of curves $u: \Sigma \rightarrow \hat{D}$ satisfying Equation (4.2.1) and converging, for $s \rightarrow \pm \infty$, to orbits of the Hamiltonians on the ends. Once again, to prove that these moduli spaces are smooth compact manifolds of finite dimension, we need to compute a priori energy estimates and show that their curves do not escape at infinity. The energy of a curve $u \in \mathcal{M}\left(x_{1}, y_{\ell} ; \Sigma_{p, q}^{g}, X_{\boldsymbol{F}}\right)$ can be written as (see [KS21, Section 2.5])

$$
\begin{equation*}
E(u)=\underbrace{\sum_{\ell=1}^{q} \mathcal{A}_{\left(H_{\ell}^{+}\right)^{\tau}}\left(y_{\ell}\right)-\mathcal{A}_{\left(H^{-}\right)^{\tau}}\left(x_{1}\right)}_{E_{\mathrm{top}}(u)}+K_{\boldsymbol{F}}(u) \tag{4.2.2}
\end{equation*}
$$

The curvature term is given by

$$
K_{\boldsymbol{F}}(u)=\int_{\Sigma}(\mathrm{d} \boldsymbol{F}(u)-\{\boldsymbol{F}, \boldsymbol{F}\}(u))
$$

where, in local coordinates $(s, t)$ on $\Sigma$, the curvature two-form can be written as

$$
(\mathrm{d} \boldsymbol{F}-\{\boldsymbol{F}, \boldsymbol{F}\})\left(\partial_{s}, \partial_{t}\right)=\partial_{s} \boldsymbol{F}\left(\partial_{t}\right)-\partial_{t} \boldsymbol{F}\left(\partial_{s}\right)-\left\{\boldsymbol{F}\left(\partial_{s}\right), \boldsymbol{F}\left(\partial_{t}\right)\right\} .
$$

### 4.2.1. The capping operation

For $C$ we choose $\Sigma_{1,0}^{0}=\mathbb{C}$. The negative end, which is chosen to be a neighbourhood of the point at $\infty$, is parameterized by

$$
\begin{aligned}
& \varphi_{1}^{-}:(-\infty, 0] \times S^{1} \longrightarrow \mathbb{C} \\
&(s, t) \longmapsto e^{-2 \pi(s+i t)}
\end{aligned}
$$

To construct $\beta$, first pick a function $b(s):(-\infty, 0] \rightarrow[0,1]$ such that $b^{\prime}(s) \leq$ $0,\left.b\right|_{(-\infty,-2]} \equiv 1$ and $\left.b\right|_{[-1,0]} \equiv 0$. Then, on the negative end define $\beta$ so that

$$
\left(\varphi_{1}^{-}\right)^{*} \beta=b(s) \mathrm{d} t
$$

and extend $\beta$ to 0 everywhere else on $C$. We have only one positive weight here given by $A_{1}=1$. Note that $\mathrm{d} \beta \leq 0$. Let $H$ be compactly supported and consider its $\tau$-extension $H^{\tau}$ by the Hamiltonian $K_{\varepsilon, r_{0}, \tau}$. We define our Hamiltonian 1-form $\boldsymbol{F}$ such that

$$
\boldsymbol{F}=\boldsymbol{F}^{r_{0}}+K_{\varepsilon, r_{0}, \tau} \otimes \beta
$$

where

$$
\left(\varphi_{1}^{-}\right)^{*} \boldsymbol{F}^{r_{0}}=H_{t} \otimes b(s) \mathrm{d} t
$$

and is extended to zero everywhere else on $C$. We will see that we do not need to only consider positive Hamiltonians for Lemma 4.2 to work. Doing so, we will be able to compute an a priori energy bound for $u$ which only depends on $H$. This allows us to define an operation

$$
\left[\Psi_{C}^{H^{\tau}}\right]: \mathbb{Z}_{2} \longrightarrow \operatorname{HF}^{0}\left(H^{\tau}\right)=\operatorname{HF}^{0}(H)
$$

which is independent of the chosen $\tau$-extension.
No escape. Let $u \in \mathcal{M}\left(x_{1} ; C, \boldsymbol{F}\right)$ and suppose that $\operatorname{im} u$ leaves $D^{r_{0}}$. Denote $S=u^{-1}\left(\hat{D} \backslash D^{r_{0}}\right) \subset C$. From Equation (4.2.2) we have

$$
E\left(\left.u\right|_{S}\right)=E_{\text {top }}\left(\left.u\right|_{S}\right)+K_{\boldsymbol{F}}\left(\left.u\right|_{S}\right)
$$

The $\boldsymbol{F}$-curvature is given here by

$$
\begin{align*}
K_{\boldsymbol{F}}(u) & =\int_{(-\infty, 0] \times S^{1}}\left(\varphi_{1}^{-}\right)^{*}(\mathrm{~d} \boldsymbol{F}(u)-\{\boldsymbol{F}-\boldsymbol{F}\}(u))  \tag{4.2.3}\\
& =\int_{(-\infty, 0] \times S^{1}} b^{\prime}(s)\left(\varphi_{1}^{-}\right)^{*}\left(H_{t}^{\tau}(u)\right) \mathrm{d} s \wedge \mathrm{~d} t \tag{4.2.4}
\end{align*}
$$

Since $u(S) \subset \hat{D} \backslash D^{r_{0}},\left(\left.u\right|_{S}\right)^{*} H_{t}^{\tau}=k_{\varepsilon, r_{0}, \tau}(r) \geq 0$ by definition of the $\tau$-extension. Thus, taking into account that $b^{\prime}(s) \leq 0$ by construction, $E\left(\left.u\right|_{S}\right) \leq E_{\text {top }}\left(\left.u\right|_{S}\right)$. The proof of Lemma 4.2 in the case $\mathrm{d} \beta \leq 0$ can then be carried out. Therefore, $\operatorname{im} u \subset D^{r_{0}}$.

Energy estimate. Let us now compute the energy of $u$. Equation (4.2.2) allows us to write

$$
0 \leq E(u)=-\mathcal{A}_{H^{\tau}}\left(x_{1}\right)+K_{F}(u)
$$

Since the image of $u$ stays within $D^{r_{0}}$ by the previous paragraph and since $H_{t}$ has support in $D,\left(\varphi_{1}^{-}\right)^{*} u^{*} H_{t}^{\tau} \geq \min _{D} H_{t}$. Therefore, taking into account that $b^{\prime}(s) \leq 0$,

$$
K_{\boldsymbol{F}}(u) \leq \int_{S^{1}} \int_{(-\infty, 0]} \min _{D}(H) \cdot b^{\prime}(s) \mathrm{d} s \mathrm{~d} t \leq-\int_{S^{1}} \min _{D}(H) \mathrm{d} t=E_{+}(H)
$$

This yields the energy estimate

$$
0 \leq E(u) \leq-\mathcal{A}_{H^{\tau}}\left(x_{1}\right)+E_{+}(H)
$$

which only depends on $H$ and possibly its $\tau$-extension $H^{\tau}$.
We gather the results we obtained in this the section in the following Lemma.

## Lemma 4.5 - Filtered capping operation

Let $H \in \mathcal{C}(D)$ and let $H^{\tau}$ be a $\tau$-extension of $H$. For any $u \in$ $\mathcal{M}\left(x_{1} ; C, \boldsymbol{F}\right), \operatorname{im} u \subset D^{r_{0}}$. Moreover, by the energy estimate of such curves,

$$
\mathcal{A}_{H^{\tau}}\left(x_{1}\right) \leq E_{+}(H) .
$$

In action windows, we thus have an operation

$$
\left[\Psi_{C}^{H}\right]: \mathbb{Z}_{2} \longrightarrow \mathrm{HF}_{<E_{+}(H)}^{*}(H)
$$

Remark 4.6: Even though the energy estimate seems to depend on the extension of $H$, the image of $\left[\Psi_{C}^{H}\right]$ in the previous Lemma does not. Indeed, from Lemma 3.5, we know that, for any two extensions $H^{\tau_{1}}$ and $H^{\tau_{2}}$ of $H$ there is an isomorphism $\mathrm{HF}_{\left(-\infty, E_{+}(H)\right]}^{*}\left(H^{\tau^{1}}\right) \cong$ $\operatorname{HF}_{\left(-\infty, E_{+}(H)\right]}^{*}\left(H^{\tau^{2}}\right)$ which preserves the action windows.

### 4.2.2. Continuation cylinders revisited

For $Z$ we choose $\Sigma_{1,1}^{0}=\mathbb{R} \times S^{1}$. On $Z$ we can pick the global $\beta=\mathrm{d} t$ 1-form. Let $F_{ \pm} \in \mathcal{C}(D)$ and consider their $\tau$-extension $F_{-}^{\tau}$ and $F_{+}^{\tau}$ with the same $K_{\varepsilon, r_{0}, \tau}$. Let $f: \mathbb{R} \rightarrow[0,1]$ be a smooth function with $f^{\prime}(s) \leq 0$
interpolating between 1 and 0 which is constant outside $(-1,1) \subset \mathbb{R}$. Let $F_{\bullet}$ be the homotopy between $\left(F_{-}^{\tau}\right)_{t}$ and $\left(F_{+}^{\tau}\right)_{t}$ :

$$
\begin{equation*}
\left(F_{s}\right)_{t}=\left(F_{+}^{\tau}\right)_{t}+f(s)\left(\left(F_{-}^{\tau}\right)_{t}-\left(F_{+}^{\tau^{\prime}}\right)_{t}\right) \tag{4.2.5}
\end{equation*}
$$

Consider the Hamiltonian 1-form

$$
\boldsymbol{F}=\left(F_{s}\right)_{t} \otimes \mathrm{~d} t=\left(\left(F_{+}\right)_{t}+f(s)\left(\left(F_{-}\right)_{t}-\left(F_{+}\right)_{t}\right)\right) \otimes \mathrm{d} t+K_{\varepsilon, r_{0}, \tau} \otimes \mathrm{~d} t
$$

No escape. Let $u \in \mathcal{M}\left(x_{1}, y_{1} ; Z, \boldsymbol{F}\right)$ and suppose that $\operatorname{im} u$ leaves $D^{r_{0}}$. Denote $S=u^{-1}\left(\hat{D} \backslash D^{r_{0}}\right) \subset Z$. The curvature term here is given by

$$
\begin{equation*}
K_{\boldsymbol{F}}(u)=\int_{S^{1}} \int_{\mathbb{R}} f^{\prime}(s)\left(\left(F_{-}\right)_{t}(u)-\left(F_{+}\right)_{t}(u)\right) \mathrm{d} s \mathrm{~d} t \tag{4.2.6}
\end{equation*}
$$

Restricting $u$ to $S \subset Z$, we have $\left.u\right|_{S} ^{*}\left(\left(F_{-}\right)_{t}-\left(F_{+}\right)_{t}\right)=0$ since $\left(F_{ \pm}\right)_{t}$ have support in $S^{1} \times D^{r_{0}}$, and Equation (4.2.6) yields

$$
K_{F}\left(\left.u\right|_{S}\right)=0
$$

and thus $E\left(\left.u\right|_{S}\right)=E_{\text {top }}\left(\left.u\right|_{S}\right)$. The proof of the no escape lemma 4.2 in the case $\mathrm{d} \beta=0$ can then be carried out with very little modifications. Therefore, $\operatorname{im} u \subset D^{r_{0}^{\prime}}$.

Energy estimate. Let us now compute the energy of $u$. Equation (4.1.11) and Equation (4.2.6) allows us to write

$$
\mathcal{A}_{F_{-}^{\tau}}\left(x_{1}\right) \leq \mathcal{A}_{F_{+}^{\tau}}\left(y_{1}\right)+\int_{Z} f^{\prime}(s) u^{*}\left(\left(F_{-}\right)_{t}-\left(F_{+}\right)_{t}\right) \mathrm{d} s \wedge \mathrm{~d} t
$$

From the previous paragraph, we know the curve $u$ does not escape $D^{r_{0}^{\prime}}$. Therefore,

$$
u^{*}\left(\left(F_{-}^{\tau}\right)_{t}-\left(F_{+}^{\tau^{\prime}}\right)_{t}\right) \geq \min _{D}\left(\left(F_{-}\right)_{t}-\left(F_{+}\right)_{t}\right)
$$

and since $f^{\prime}(s) \leq 0$,

$$
\begin{aligned}
\int_{Z} f^{\prime}(s) u^{*}\left(\left(F_{-}\right)_{t}-\left(F_{+}\right)_{t}\right) \mathrm{d} s \wedge \mathrm{~d} t & \leq \int_{C} f^{\prime}(s) \min _{D}\left(\left(F_{-}\right)_{t}-\left(F_{+}\right)_{t}\right) \mathrm{d} s \wedge \mathrm{~d} t \\
& =-\int_{S^{1}} \min _{D}\left(\left(F_{-}\right)_{t}-\left(F_{+}\right)_{t}\right) \mathrm{d} t \\
& =E_{+}\left(F_{-}-F_{+}\right) .
\end{aligned}
$$

The two previous paragraphs are summarized in the following lemma.

## Lemma 4.7 - Filtered continuation cylinder

Let $F_{-}, F_{+} \in \mathcal{C}(D)$ and let $F_{-}^{\tau}$ and $F_{+}^{\tau}$ be $\tau$-extensions. For any $u \in$ $\mathcal{M}\left(x_{1}, y_{1} ; Z, \boldsymbol{F}\right), \operatorname{im} u \subset D^{r_{0}^{\prime}}$. Moreover, by the energy estimate of such curves,

$$
\mathcal{A}_{F_{-}^{\tau}}\left(x_{1}\right) \leq \mathcal{A}_{F_{+}^{\gamma^{\prime}}}\left(y_{1}\right)+E_{+}\left(F_{-}-F_{+}\right) .
$$

In action windows, we thus have an operation

$$
\left[\Psi_{Z}^{F_{-}, F_{+}}\right]=\left[\Phi^{F_{-}, F_{+}}\right]: \mathrm{HF}_{<a}^{\bullet}\left(F_{+}\right) \longrightarrow \mathrm{HF}_{<a+E_{+}\left(F_{-}-F_{+}\right)}^{\bullet}\left(F_{-}\right) .
$$

### 4.2.3. Pair of pants product for two different Hamiltonians

To prove some properties of spectral invariants, like the triangle inequality (see Proposition 5.1), we need a product defined between the extension of two compactly supported Hamiltonians $H$ and $K$. This operation should have as output classes in the Floer cohomology of the concatenation $H \# K$ of $H$ and $K$ :

$$
\operatorname{HF}^{\bullet}(H) \otimes \operatorname{HF}^{\bullet}(K) \longrightarrow \operatorname{HF}^{\bullet}(H \# K)
$$

To construct this operation, we use a $P$ dependent Hamiltonian 1-form $\boldsymbol{F} \in$ $\Omega^{1}\left(P, C^{\infty}\left(S^{1} \times \hat{D}, \mathbb{R}\right)\right)$ which interpolates between $H, K$ and $H \# K$ on disjoint strips in $P$ with disjoint image. This technique can be generalized, for instance, to any number of inputs (see [KS21, Section 2.5] for a detailed treatment). To carry out this approach, it is crucial that $H$ and $K$ are smoothed in the sense of Definition 3.6.

In this section, we suppose for simplicity that all $\tau$-extensions have $r_{0}=1$.
The model surface and Hamiltonians We consider the pair of pants model surface ( $P, \beta, j$ ) with weights $A_{1}=2, B_{1}=1=B_{2}$. By our choice of weights, Section 4.1.1 assures us that $\beta$ can be chosen so that $\mathrm{d} \beta=0$. We are given smoothed Hamiltonians $H$ and $K$ with compact support inside $D^{\delta}$ for some $0<\delta<1$. We consider their $\tau$-extensions with respect to the Hamiltonian
$K_{\varepsilon, 1, \tau}$ so that $2 \tau<T_{0}$. The concatenation $H \# K$ defined by

$$
H \# K(t, p)= \begin{cases}2 H(2 t, p) & \text { for } t \in[0,1 / 2] \\ 2 K(2 t-1, p) & \text { for } t \in[1 / 2,1]\end{cases}
$$

is also smoothed and has compact support in $D^{\delta}$.
Strips and Hamiltonian 1-form. Denote by $(\rho, t)$ the natural coordinates on $\mathbb{R} \times(0,1)$. We consider two strips $\phi_{1}^{-,+}, \phi_{2}^{-,+}: \mathbb{R} \times(0,1) \longrightarrow P$ which are smooth proper embeddings that satisfy the following compatibility conditions with respect to the cylindrical ends on $P$. Let $\rho_{ \pm} \in \mathbb{R}_{>0}$ be two sufficiently large constants.

- For all $\rho \geq \rho_{+}$,

$$
\begin{equation*}
\phi_{\ell}^{-,+}(\rho, t)=\varphi_{\ell}^{+}\left(\rho-\rho_{+}, t\right) . \tag{4.2.7}
\end{equation*}
$$

where $\ell \in\{1,2\}$.

- For all $\rho \leq-\rho_{-}$,

$$
\begin{align*}
\phi_{1}^{-,+}(\rho, t) & =\varphi_{1}^{-}\left(\rho+\rho_{-}, \frac{t}{2}\right)  \tag{4.2.8}\\
\phi_{2}^{-,+}(\rho, t) & =\varphi_{1}^{-}\left(\rho+\rho_{-}, \frac{t}{2}+\frac{1}{2}\right)
\end{align*}
$$

We now build our Hamiltonian 1-form $\boldsymbol{F} \in \Omega^{1}\left(P, C^{\infty}\left(S^{1} \times \hat{D}, \mathbb{R}\right)\right)$. On the strips, $\boldsymbol{F}$ is given by

$$
\begin{aligned}
& \left(\phi_{1}^{-,+}\right)^{*} \boldsymbol{F}=H_{t} \otimes \mathrm{~d} t+K_{\varepsilon, 1, \tau} \otimes\left(\phi_{1}^{-,+}\right)^{*} \beta \\
& \left(\phi_{2}^{-,+}\right)^{*} \boldsymbol{F}=K_{t} \otimes \mathrm{~d} t+K_{\varepsilon, 1, \tau} \otimes\left(\phi_{2}^{-,+}\right)^{*} \beta
\end{aligned}
$$

and we extend $\boldsymbol{F}$ to $K_{\varepsilon, 1, \tau} \otimes \beta$ everywhere else on $P$. From Equation (4.2.7) and Equation (4.2.8), the definition of $\boldsymbol{F}$ on the strips and the value of $\beta$ on the cylindrical ends of $P$, we can recover the value of $\boldsymbol{F}$ on these ends. On the positive ends, we have

$$
\left(\varphi_{1}^{+}\right)^{*}(\boldsymbol{F})=H_{t}^{\tau} \otimes \mathrm{d} t, \quad\left(\varphi_{2}^{+}\right)^{*}(\boldsymbol{F})=K_{t}^{\tau} \otimes \mathrm{d} t
$$

and on the negative end, we have, for $t \in[0,1 / 2]$

$$
\begin{aligned}
\left(\varphi_{1}^{-}\right)^{*} \boldsymbol{F} & =\left(\phi_{1}^{-,+}\left(\rho-\rho_{-}, 2 t\right)\right)^{*} \boldsymbol{F}^{r_{0}}+\left(\varphi_{1}^{-}\right)^{*}\left(K_{\varepsilon, 1, \tau} \otimes \beta\right) \\
& =H_{2 t} \otimes 2 \mathrm{~d} t+K_{\varepsilon, 1, \tau} \otimes 2 \mathrm{~d} t
\end{aligned}
$$

and for $t \in[1 / 2,1]$ we obtain

$$
\begin{aligned}
\left(\varphi_{1}^{-}\right)^{*} \boldsymbol{F} & =\left(\phi_{2}^{-,+}\left(\rho-\rho_{-}, 2 t-1\right)\right)^{*} \boldsymbol{F}^{r_{0}}+\left(\varphi_{1}^{-}\right)^{*}\left(K_{\varepsilon, 1, \tau} \otimes \beta\right) \\
& =K_{2 t-1} \otimes 2 \mathrm{~d} t+K_{\varepsilon, 1, \tau} \otimes 2 \mathrm{~d} t
\end{aligned}
$$

Thus, by definition of $H \# K$, we have

$$
\left(\varphi_{1}^{-}\right)^{*} \boldsymbol{F}=(H \# K)^{2 \tau} \otimes \mathrm{~d} t
$$

Therefore, on the strips, $\boldsymbol{F}$ interpolates from $H$ and $K$ on the positive ends, to $H \# K$ on the negative end.

No-escape. Consider a curve $u \in \mathcal{M}\left(x_{1}, y_{1}, y_{2} ; P, \boldsymbol{F}\right)$. The $\boldsymbol{F}$-curvature is given by

$$
K_{\boldsymbol{F}}(u)=\sum_{\ell=1}^{2} \int_{\mathbb{R} \times(0,1)}\left(\varphi_{\ell}^{+}\right)^{*}(\mathrm{~d} \boldsymbol{F}(u)-\{\boldsymbol{F}, \boldsymbol{F}\}(u)) .
$$

Since the Hamiltonian terms in $\boldsymbol{F}$ depend only on $t$ on the strips and since $\mathrm{d} \beta=0$ on $P$, a direct computation shows that $K_{F}(u)=0$. Thus, $E(u)=$ $E_{\text {top }}(u)$ and the proof of Lemma 4.2 in the case $\mathrm{d} \beta=0$ can be carried out. Therefore by our choice of $r_{0}=1$, the image of $u$ stays inside $D$.

Energy estimate. Since $E(u)=E_{\text {top }}(u)$ for any $u \in \mathcal{M}\left(x_{1}, y_{1}, y_{2} ; Z, \beta, F_{P}\right)$, we have a sharp energy estimate

$$
\mathcal{A}_{H \# K}\left(x_{1}\right) \leq \mathcal{A}_{H}\left(y_{1}\right)+\mathcal{A}_{K}\left(y_{2}\right) .
$$

The two previous paragraphs prove the following Lemma.

## Lemma 4.8

Let $H, K \in \mathcal{C}(D)$. For a slope $\tau>0$ such that $2 \tau<T_{0}$ choose extensions $H^{\tau}, K^{\tau}$ and $H \# K^{2 \tau}$ with $r_{0}=1$. Then, we have the pair of
pants product

$$
\left[\Psi_{P}^{H, K}\right]: \mathrm{HF}_{<a}^{\bullet}(H) \otimes \mathrm{HF}_{<b}^{\bullet}(K) \longrightarrow \mathrm{HF}_{<a+b}^{\bullet}(H \# K) .
$$

### 4.3. Gluing, composition and naturality of the operations

Consider two model surfaces $\Sigma_{1}=\left(\Sigma_{p_{1}, q_{1}}^{g}, \beta_{1}, j_{1}\right)$ and $\Sigma_{2}=\left(\Sigma_{p_{2}, q_{2}}^{g}, \beta_{2}, j_{2}\right)$. We say that $\Sigma_{1}$ and $\Sigma_{2}$ match if

- $\Sigma_{1}$ has as many positive ends as $\Sigma_{2}$ has negative ends: $q_{1}=p_{2}$,
- the positive weights of $\Sigma_{1}$ are the same as the negative weights of $\Sigma_{2}: B_{1, i}=A_{2, i}$ for all $i \in\left\{1, \ldots, q_{1}\right\}$.
- the restriction of $j_{2}$ on the $i$-th negative end of $\Sigma_{2}$ agrees with the restriction of $j_{1}$ on the $i$-th positive end of $\Sigma_{1}$ for large enough $s$.

If $\Sigma_{1}$ and $\Sigma_{2}$ match, then we can obtain a third model surface $\Sigma=\Sigma_{1} \# \Sigma_{2}$ with

$$
p=p_{1}, \quad q=q_{2}, \quad g=g_{1}+g_{2}+\left(q_{1}-1\right)=g_{1}+g_{2}+\left(p_{2}-1\right)^{2}
$$

by gluing, along the positive ends of $\Sigma_{1}$ and negative ends of $\Sigma_{2}, \Sigma_{1}$ to $\Sigma_{2}$, $\beta_{1}$ to $\beta_{2}$ and $j_{1}$ to $j_{2}$. We call $\Sigma_{1} \# \Sigma_{2}$ the gluing of $\Sigma_{1}$ to $\Sigma_{2}$.

If two surfaces do not match, we can add constant continuation cylinders $Z_{A}$ (see Section 4.2.2) to either one of the surfaces:

- If $q_{1}=p_{2}+q^{\prime}$ with extra weights $B_{1, q_{1}}, B_{1, q_{1}+1}, \ldots, B_{1, q_{1}+q^{\prime}}$ then

$$
\Sigma_{1} \text { and } \Sigma_{2} \bigsqcup_{m=q_{1}+1}^{q_{1}+q^{\prime}} Z_{B_{1, q_{1}}} \text { match. }
$$
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Fig. 7. The gluing $\Sigma_{3,2}^{0} \# \Sigma_{2,1}^{1}$ of two matching model surfaces $\Sigma_{1}=\Sigma_{3,2}^{0}$ and $\Sigma_{2}=\Sigma_{2,1}^{1}$.

- If $p_{2}=q_{1}+p^{\prime}$ with extra weights $A_{2, p_{2}}, A_{2, p_{2}+1}, \ldots A_{2, p_{2}+p^{\prime}}$ then

$$
\Sigma_{1} \bigsqcup_{m=p_{2}+2}^{p_{1}+p^{\prime}} Z_{A_{2, p_{2}}} \text { and } \Sigma_{2} \text { match. }
$$

This procedures is well defined because the operation induced by each constant continuation cylinder is the identity.

Any model surface can be expressed as the gluing of elements in a finite set of model surfaces. This finite set is composed of the model surfaces studied in Section 4.2 and the inversed pair of pants $P^{\prime} \cong \Sigma_{2,1}^{0}$.

## Lemma 4.9

Let $(\Sigma, \beta, j)$ be a connected model surface. Then, there exists model surfaces $\left\{\left(\Sigma_{i}, \beta_{i}, j\right)\right\}_{i=1}^{m}$ such that

$$
\Sigma=\Sigma_{1} \# \cdots \# \Sigma_{m}
$$

and $\Sigma_{i} \in\left\{C, Z, P, P^{\prime}\right\}$ for all $i \in\{1, \ldots, m\}$.

The gluing of two matching model surfaces $\Sigma_{1}$ and $\Sigma_{2}$ is compatible with the composition of operations in the following sense.

## Lemma 4.10 • Gluing = composition [Rit13, Appendix A.10]

Let $\Sigma_{1}$ and $\Sigma_{2}$ be two matching model surfaces. Then, the following diagram commutes


Lemma 4.10 is the key ingredient to prove that the operations $\Psi_{\Sigma}^{H}$ are natural with respect to continuation maps. This property, which basically states that the operations induced by model surfaces commute with continuation maps, is the object of the following theorem.

## Theorem 4.11 • [Rit13, Theorem A.14]

Let $\left(\Sigma_{1}, \beta_{1}, j\right)$ and $\left(\Sigma_{2}, \beta_{2}, j\right)$ be model surfaces with sets of weights $\left\{A_{1, k}, B_{1, \ell}\right\}$ and $\left\{A_{2, k}, B_{2, \ell}\right\}$ such that $\Sigma_{1} \cong \Sigma_{p, q}^{g} \cong \Sigma_{2}$. Let $H_{1}$ and $H_{2}$ be admissible Hamiltonians satisfying the conditions of Section 4.1.1 such that for every $k$ and $\ell$ there exists monotone homotopies which induce the continuation maps

$$
\begin{aligned}
& \operatorname{HF}^{\bullet}\left(A_{1, k} H_{1}\right) \stackrel{\left[\Phi_{A_{k}}^{1,2}\right]}{\longleftarrow} \operatorname{HF}^{\bullet}\left(A_{2, k} H_{2}\right), \\
& \operatorname{HF}^{\bullet}\left(B_{1, \ell} H_{1}\right) \stackrel{\left[\Phi_{B_{\ell}}^{1,2}\right]}{\longleftarrow} \operatorname{HF}^{\bullet}\left(B_{2, \ell} H_{2}\right) .
\end{aligned}
$$

Then, the following diagram commutes.


### 4.4. Operations and Morse cohomology

In Lemma 3.1, we saw that when an admissible Hamiltonian $F$ with small slope $\tau_{F}<T_{0}$ is $C^{2}$-small on $D$, then there is an isomorphism $\left[\Phi_{F}\right]: \mathrm{H}^{*}(D) \rightarrow \mathrm{HF}^{*}(F)$. One could then use Lemma 3.2 to show that any admissible Hamiltonian $H$ with small slope has Floer cohomology isomorphic to $H^{*}(D)$. However, when dealing with operations in Morse and Floer cohomology, it is useful to have a direct isomorphism between $\mathrm{H}^{*}(D)$ and $\mathrm{HF}^{*}(H)$ that does not rely on an auxiliary small Hamiltonian. Such a map, called the PSS isomorphism, was developed by Piunikhin, Salamon and Schwarz in [PSS96] for closed symplectic manifolds. In this section we review operations in Morse cohomology [BC94, Fuk97] and the extension of the PSS isomorphism to Liouville domains carried out by Ritter in [Rit13]. This allows us to relate operations in Morse cohomology to the ones in Floer cohomology.

### 4.4.1. Morse cohomology

Let us recall the definition of Morse cohomology. Start with a Morse function $f: \bar{D} \rightarrow \mathbb{R}$ on the closure $\bar{D}$ of $D$ and suppose its negative gradient $-\nabla f$ points inwards along a neighbourhood of $\partial D$.

Let $z_{ \pm} \in \operatorname{Crit}(f)$ be critical points. Denote by $\widetilde{\mathcal{N}}\left(z_{-}, z_{+} ; f\right)$ the moduli space negative gradient lines $u: \mathbb{R} \rightarrow \bar{D}$ joining $z$ to $w$, i.e.

$$
\begin{gather*}
\frac{\mathrm{d} u}{\mathrm{~d} s}=-\nabla f  \tag{4.4.1}\\
\lim _{s \rightarrow-\infty} u=z_{-}, \quad \lim _{s \rightarrow+\infty} u=z_{+} .
\end{gather*}
$$

There is a natural $\mathbb{R}$-action on $\widetilde{\mathcal{N}}$ by which we quotient to obtain $\mathcal{N}(z, w ; f)=\widetilde{\mathcal{N}} / \sim$, where $u(s) \sim v(s)$ if and only if $u(s)=v\left(s+s^{\prime}\right)$ for some $s^{\prime} \in \mathbb{R}$. For a generic choice of $f, \mathcal{N}(z, w ; f)$ is a smooth compact manifold of dimension $\operatorname{ind}_{f}\left(z_{-}\right)-\operatorname{ind}_{f}\left(z_{+}\right)-1$ for $\operatorname{ind}_{f}$ the Morse index of $f$. Moreover, $\mathcal{N}\left(z_{-}, z_{+} ; f\right)$ admits a compactification by broken trajectories. The d-th Morse-Witten complex of $f$ correspond to the $\mathbb{Z}_{2}$ vector space

$$
\mathrm{CM}^{d}(f)=\bigoplus_{\operatorname{ind}_{f}(z)=d} \mathbb{Z}_{2}\langle z\rangle
$$

The differential on $\mathrm{CM}^{d}(f)$ is defined as

$$
\begin{aligned}
\partial_{f}: & \mathrm{CM}^{k}(f) \longrightarrow \mathrm{CM}^{k+1}(f) \\
z_{+} \longmapsto & \sum_{\operatorname{ind}_{f}\left(z_{-}\right)=\operatorname{ind}_{f}\left(z_{+}\right)+1} \#_{2} \mathcal{N}\left(z_{-}, z_{+} ; f\right) z_{-}
\end{aligned}
$$

For a generic choice of $f, \partial_{f} \circ \partial_{f}=0$, making $\left(\mathrm{CM}^{\bullet}(f), \partial_{f}\right)$ a co-chain complex. We denote the cohomology of that complex $\operatorname{HM}^{\bullet}(f)$ and call it the Morse cohomology of $f$. It is now well known that Morse cohomology computes the singular cohomology $H^{\bullet}(D)$ of $D$.

## Theorem 4.12

Let $f$ be a Morse function on $\bar{D}$ such that $-\nabla f$ points inwards along $\partial D$. Then,

$$
\left[\varphi_{f}\right]: H^{\bullet}(D) \cong \operatorname{HM}^{\bullet}(f)
$$

### 4.4.2. Operations in Morse cohomology

Operations can be defined in Morse cohomology in a similar fashion as to how we defined operations in Floer cohomology. In the Morse framework however, operations are built from graphs with positive and negative ends instead of surfaces [BC94, Fuk97]. Since our goal is to relate operations in both cohomology theories, we will build graph from the surfaces $\Sigma_{p, q}^{g}$.

Associated graphs. An oriented parameterized graph $\Gamma$ with $p$ negative ends and $q$ positive ends is a finite oriented graph with

- $p \geq 0$ edges $e_{k}^{-}$parameterized by $(-\infty, 0]$,
- $q>0$ edges $e_{k}^{+}$parameterized by $[0,+\infty)$,
- and all other edges $e_{i}$ parameterized by $[0,1]$.

These edges are called negative, positive and internal respectively. When we draw such graphs, the vertices at the infinite ends will be denoted by empty circles $\circ$ and the vertices at the ends of internal edges will be represented by a circle bullet $\bullet$.


Fig. 8. An oriented parameterized graph with 3 negative edges and 1 positive edge.

From any surface $\Sigma_{p, q}^{g}$ we build a oriented parameterized graph $\Gamma\left(\Sigma_{p, q}^{g}\right)$, called the associated graph of $\Sigma_{p, q}^{g}$, in the following way. For the basic model surfaces $C, Z, P$ and $P^{\prime}$, we have one negative edge per negative end and one positive edge per positive end. We then connect the finite vertex of these edges together. Now, by Lemma 4.9, we can express $\Sigma_{p, q}^{g}$ as a gluing


Fig. 9. Associated graphs to the basic model surfaces $C, Z, P$ and $P^{\prime}$.
of $\Sigma_{i} \in\left\{C, Z, P, P^{\prime}\right\}$ :

$$
\Sigma_{p, q}^{g}=\Sigma_{1} \# \cdots \# \Sigma_{m}
$$

We replace each $\Sigma_{i}$ in the decomposition of $\Sigma_{p, p}^{g}$ by their associated graph $\Gamma\left(\Sigma_{i}\right)$ and glue their ends together to obtain the associated graph $\Gamma\left(\Sigma_{p, q}^{g}\right)$ of $\Sigma_{p, q}^{g}$ :

$$
\Gamma\left(\Sigma_{p, q}^{g}\right)=\Gamma\left(\Sigma_{1}\right) \# \cdots \# \Gamma\left(\Sigma_{m}\right)
$$

Model graphs. A model graph is a quintuple ( $\Gamma_{p, q}^{g}, L_{i}, f_{k}, f_{i}, f_{\ell}$ ) consisting of

- the associated graph $\Gamma_{p, q}^{g}$ of a surface $\Sigma_{p, q}^{g}$,
- a set of lengths $\left\{L_{i}\right\}$ for each internal edge,
- Morse functions $f_{k}$ on $\bar{D}$ associated to each of the $p$ negative edges of $\Gamma_{p, q}^{g}$,
- Morse functions $f_{i}$ on $\bar{D}$ associated to each of the internal edges $\Gamma_{p, q}^{g}$,
- and Morse functions $f_{\ell}$ on $\bar{D}$ associated to each of the positive edges $\Gamma_{p, q}^{g}$.
We will often abbreviate the notation for a model graph to ( $\Gamma_{p, q}^{q}, f_{e}$ ) where $\left\{f_{e}\right\}$ is the list of all Morse functions associated to the edges of $\Gamma_{p, q}^{q}$.

The moduli spaces. Let $\left(\Gamma_{p, q}^{g}, L_{i}, f_{e}\right)$ be a model graph. Let $w_{k} \in \operatorname{Crit}\left(f_{e_{k}^{-}}\right)$ and $z_{\ell} \in \operatorname{Crit}\left(f_{e_{\ell}^{+}}\right)$. A continuous curve $u: \Gamma_{p, q}^{g} \rightarrow \bar{D}$ lies in the moduli space $\mathcal{M}\left(w_{k}, z_{\ell} ; \Gamma_{p, q}^{g}, L_{i}, f_{e}\right)$ associated to the given model graph if and only if

$$
\left.\frac{\mathrm{d}}{\mathrm{~d} s} u\right|_{e}=-\nabla f_{e}
$$

for any edge $e$ of $\Gamma_{p, q}^{g}$ and

$$
\left.\lim _{s \rightarrow-\infty} u\right|_{e_{k}^{-}}=w_{k},\left.\quad \lim _{s \rightarrow+\infty} u\right|_{e_{\ell}^{+}}=z_{\ell}
$$

for all $k$ and $\ell$. The value of an interior vertex under $u$ corresponds to the intersection of the stable and unstable manifolds for the Morse functions associated to the edges meeting at that vertex. The ensure that $\mathcal{M}\left(w_{k}, z_{\ell} ; \Gamma_{p, q}^{g}, L_{i}, f_{e}\right)$ is a smooth manifolds, these intersections need to be transverse. This can be achieved by choosing the Morse functions $f_{e}$ generically [BC94, Theorem 1]. Moreover, the dimension of $\mathcal{M}\left(w_{k}, z_{\ell} ; \Gamma_{p, q}^{g}, L_{i}, f_{e}\right)$ is given by

$$
\begin{align*}
& \operatorname{dim} \mathcal{M}\left(w_{k}, z_{\ell} ; \Gamma_{p, q}^{g}, L_{i}, f_{e}\right)=\sum_{k=1}^{p} \operatorname{ind}_{f_{k}}\left(w_{k}\right)-\sum_{\ell=1}^{q} \operatorname{ind}_{f_{\ell}}\left(z_{\ell}\right) \\
&-2 n\left(1-p-b_{1}\left(\Gamma_{p, q}^{g}\right)\right) \tag{4.4.2}
\end{align*}
$$

where $b_{1}\left(\Gamma_{p, q}^{g}\right)$ is the first Betti number of $\Gamma_{p, q}^{g}$. By construction of the associated graph,

$$
b_{1}\left(\Gamma_{p, q}^{g}\right)=g
$$

The moduli space $\mathcal{M}\left(w_{k}, z_{\ell} ; \Gamma_{p, q}^{g}, L_{i}, f_{e}\right)$ also admits a compactification by broken trajectories [BC94, Theorem 3].

The operations. Recall the notation introduced in Section 4.1.3 regarding tensor product of co-chain complexes. Using the properties of the moduli space $\mathcal{M}\left(w_{k}, z_{\ell} ; \Gamma_{p, q}^{g}, L_{i}, f_{e}\right)$ defined above we can define operations

$$
\begin{aligned}
\psi_{\Gamma_{p, q}^{g}}:\left(\bigotimes_{\ell=1}^{q} \mathrm{CM}^{\bullet}\left(f_{\ell}\right)\right)^{d} & \longrightarrow\left(\bigotimes_{k=1}^{p} \mathrm{CM}^{\bullet}\left(f_{k}\right)\right)^{d-2 n(1-p-g)} \\
\boldsymbol{w} & \longmapsto \sum_{\operatorname{ind}(\boldsymbol{z})=d-2 n(1-p-g)} \not \#_{2} \mathcal{M}\left(w_{k}, z_{\ell} ; \Gamma_{p, q}^{g}, L_{i}, f_{e}\right) \boldsymbol{z}
\end{aligned}
$$

where $\operatorname{ind}(\boldsymbol{z})=\sum_{\ell=1}^{q} \operatorname{ind}_{f_{\ell}}\left(w_{\ell}\right)$. The map $\psi_{\Gamma_{p, q}}$ is a chain map and does not depend on the choice of graph associated to $\Sigma_{p, q}^{g}$ and the choices of $L_{i}$, $f_{k}$ and $f_{\ell}$. This can be proven using gluing and continuation results as in

Section 4.3. Thus $\psi_{p, q}^{g}$ descends on cohomology to a map

$$
\left[\psi_{\Gamma_{p, q}^{g}}\right]: \bigotimes_{\ell=1}^{q} \operatorname{HM}^{d_{\ell}}\left(f_{\ell}\right) \longrightarrow\left(\bigotimes_{k=1}^{p} \operatorname{HM}\left(f_{k}\right)\right)^{\sum_{\ell} d_{\ell}-2 n(1-g-p)}
$$

Composing with the isomorphisms of Theorem 4.12 for each of the Morse functions, we get operations on the singular cohomology $\mathrm{H}^{\bullet}(D)$ :

$$
\bigotimes_{k=1}^{p}\left[\varphi_{f_{k}}\right]^{-1} \circ\left[\psi_{\Gamma_{p, q}^{g}}\right] \circ \bigotimes_{\ell=1}^{q}\left[\varphi_{f_{\ell}}\right]: \bigotimes_{\ell=1}^{q} \mathrm{H}^{\bullet}(D) \longrightarrow \bigotimes_{k=1}^{p} \mathrm{H}^{\bullet}(D) .
$$

A particular operation of interest to us in the Morse setting is the product $\left[\psi_{\Gamma_{1,2}}^{0}\right]$. As one expects, it coincides with the cup product $\smile$ in singular cohomology.

Lemma 4.13 • [BC94, Example 3], [Fuk97, Proposition 1.11]
Let $\beta_{1}, \beta_{2} \in \mathrm{H}^{\bullet}(D)$. Then, for a model graph $\left(\Gamma_{1,2}^{0}, L_{i}, f_{1}^{-}, f_{1}^{+}, f_{2}^{+}\right)$the following diagram commutes


### 4.4.3. The PSS isomorphism

Let $H$ be an admissible Hamiltonian and $f$ a generic Morse function on $\bar{D}$. Consider an homotopy $H_{s}$ interpolating between $H$ and 0 . On the chain level, the PSS map is defined as

$$
\begin{aligned}
\Phi_{H}^{\mathrm{PSS}}: & \mathrm{CM}^{d}(f) \longrightarrow \mathrm{CF}^{d}(H) \\
& z \longmapsto \sum_{|x|=\operatorname{ind}_{f}(z)} \#_{2} \mathcal{N}(x, z ; H, f) x
\end{aligned}
$$

The moduli space $\mathcal{N}(x, z ; H, f)$ consists of spiked disk between $x$ and $z$. These curves consist of a map $u: \mathbb{C} \rightarrow \hat{D}$ such that $u\left(e^{2 \pi(s+i t)}\right)$ satisfies Floer's continuation equation for $H_{s}$. For the asymptotics, we impose that $\lim _{s \rightarrow-\infty} u=x$ and that $\lim _{s \rightarrow+\infty} u=u(0)$ sits inside the unstable manifold of $z$. The spike refers to the negative gradient flow line connecting $z$ to $u(0)$. The PSS map is a chain map and descends on cohomology

$$
\left[\Phi_{H}^{\mathrm{PSS}}\right]: \mathrm{HM}^{k}(f) \longrightarrow \mathrm{HF}^{d}(H)
$$

When considering admissible Hamiltonians with small slopes, the PSS map induces an isomorphism on Floer cohomology just as in the closed case.

## Theorem 4.14 - [Rit13, Section 15.2]

Let $H$ be an admissible Hamiltonian and suppose $\tau_{H}<T_{0}$. Then, we have an isomorphism

$$
\left[\Phi_{H}^{\mathrm{PSS}}\right]: \mathrm{H}^{d}(D) \xrightarrow{\cong} \mathrm{HF}^{d}(H)
$$

Moreover, when $H$ is $C^{2}$ small on $D$,

$$
\left[\Phi_{H}^{\mathrm{PSS}}\right]=\left[\Phi_{H}\right]
$$

where $\left[\Phi_{H}\right]$ is the isomorphism defined in Lemma 3.1.

We now have all the tools to express how operations in Floer cohomology are compatible with operations in Morse cohomology.

## Theorem 4.15 • [Rit13, Section 15.5]

Let $H$ be as in Section 4.1.3 and suppose $\tau_{H}<T_{0}$. Consider a model surface $\left(\Sigma_{p, q}^{g}, \beta, j\right)$ such that $A_{k} \tau_{H}, B_{\ell} \tau_{H}<T_{0}$ and a model graph
$\left(\Gamma_{p, q}^{g}, f_{k}^{-}, f_{\ell}^{+}\right)$. Then, the following diagram commutes


We can adapt Theorem 4.15 for the pair of pants product $\left[\Psi_{P}^{H, K}\right.$ ] between two Hamiltonians $H, K \in \mathcal{C}(D)$. For a model graph $\left(\Gamma_{1,2}^{0}, f_{1}^{-}, f_{1}^{+}, f_{2}^{+}\right)$, this adaptation yields the following diagram:


### 4.5. The symplectic cohomology TQFT

From Theorem 4.11, we know that operations in Floer cohomology commute with continuation maps. These operations thus carry through the direct limit used to define symplectic cohomology. Therefore, for a model surface $\Sigma_{p, q}^{g}$, we have operations in symplectic cohomology

$$
\left[\Psi_{p, q, g}\right]: \bigotimes_{\ell=1}^{q} \mathrm{SH}^{\bullet}(D) \longrightarrow \bigotimes_{k=1}^{p} \mathrm{SH}^{\bullet}(D)
$$

Of course, passing through the direct limit removes any dependence on $H$. The induced operation is also independent on the choice of weights. Thus, $\left[\Psi_{p, q, g}\right]$ only depends on the topology (completely described by $p, q$ and $g$ ) of the model surface used to define it. In fact the operations just defined satisfy the topological quantum field theory (TQFT) axioms defined by Atiyah in [Ati88]. In particular, the pair of pants product [ $\Psi_{1,2,0}$ ] induces a unital ring structure on $\mathrm{SH}^{\bullet}(M)$. The unit $1_{D}$ for this product is given by the image of $1 \in \mathbb{Z}_{2}$ under the map $\left[\Psi_{1,0,0}\right]: \mathbb{Z}_{2} \rightarrow \mathrm{SH}^{0}(D)$ induced by the capping operation. The Viterbo map of Section 3.2.1 is a unital ring map.

## Theorem 4.16 • [Rit13]

The Viterbo map $v^{\bullet}: \mathrm{H}^{\bullet}(D) \rightarrow S H^{\bullet}(D)$ is a unital ring map with respect to the cup product $\smile$ on $\mathrm{H}^{\bullet}(D)$ and the pair of pants product $\left[\Psi_{1,2,0}\right.$ ] on $\mathrm{SH}^{\bullet}(D)$. In particular, the unit on $\mathrm{SH}^{\bullet}(D)$ is given by the image of the unit $e_{D} \in \mathrm{H}^{\bullet}(D)$. In terms of action,

$$
v^{\bullet}\left(e_{D}\right) \in \operatorname{im}\left(\left[\begin{array}{c}
\left.\iota_{-\infty, \infty}^{\varepsilon, \infty}\right]
\end{array}\right] \mathrm{SH}_{(-\infty, \varepsilon)}^{*}(D) \longrightarrow \mathrm{SH}^{\bullet}(D)\right)
$$

## Chapter 5

## SPECTRAL INVARIANTS AND THE SPECTRAL NORM

### 5.1. Spectral invariants

Denote by $\operatorname{Ham}_{c}(D, \mathrm{~d} \lambda)$ the group of compactly supported Hamiltonian diffeomorphisms of $(D, \mathrm{~d} \lambda)$ and by $\operatorname{Symp}_{c}(D, \mathrm{~d} \lambda)$ the group of compactly supported symplectomorphisms of $(D, \mathrm{~d} \lambda)$. The Hofer norm of a compactly supported Hamiltonian $H \in \mathcal{C}(D)$ is defined as

$$
\begin{gather*}
\|H\|=E_{+}(H)-E_{-}(H) \\
E_{-}=-\int_{0}^{1} \max _{p \in D} H(t, p) \mathrm{d} t, \quad E_{+}=-\int_{0}^{1} \min _{p \in D} H(t, p) \mathrm{d} t \tag{5.1.1}
\end{gather*}
$$

Using the Hofer norm, we can define a bi-invariant metric [Hof90, LM95] on $\operatorname{Ham}_{c}(D, \mathrm{~d} \lambda)$ by

$$
d_{H}(\varphi, \psi)=d_{H}\left(\varphi \psi^{-1}, \mathrm{id}\right), \quad d_{H}(\varphi, \mathrm{id})=\inf \left\{\|H\| \mid \varphi=\varphi_{H}\right\} .
$$

Recall that, since we assumed every element of $\mathcal{C}(D)$ to be smoothed (see Section 3.1.6), the concatenation of $H, K \in \mathcal{C}(D)$ is given by

$$
H \# K(t, p)= \begin{cases}2 H(2 t, p) & \text { for } t \in[0,1 / 2]  \tag{5.1.2}\\ 2 K(2 t-1, p) & \text { for } t \in[1 / 2,1]\end{cases}
$$

with the inverse of some $H \in \mathcal{C}(D)$ given by $\bar{H}(t, p)=-H(1-t, p)$.
From Lemma 3.1 and by definition of $\operatorname{HF}^{\bullet}(H)$ for $H \in \mathcal{C}(D)$, we know that $\operatorname{HF}^{\bullet}(H) \cong \mathrm{H}^{\bullet}(D)$. For $\alpha \in \mathrm{H}^{\bullet}(D)$, we define, following [Sch00], the spectral invariant of $H$ relative to $\alpha$ as

$$
c(\alpha, H)=\inf \left\{\ell \in \mathbb{R} \mid \Phi_{H}(\alpha) \in \operatorname{im}\left(\left[\iota_{-\infty,-\infty}^{\ell, \infty}\right]: \operatorname{HF}_{(-\infty, \ell)}^{*}(H) \rightarrow \operatorname{HF}^{\bullet}(H)\right)\right\}
$$

which is, by exactness of the long exact sequence (3.1.1), equivalent to

$$
c(\alpha, H)=\inf \left\{\ell \in \mathbb{R} \mid\left[\pi_{-\infty, \ell}^{\infty, \infty}\right] \circ \Phi_{H}(\alpha)=0\right\}
$$

The following proposition gathers all the properties of spectral invariants we need for the rest of the text. Proofs of these properties can be found ${ }^{1}$ in [FS07, Section 5].

## Proposition 5.1 • Properties of spectral invariants

Let $\alpha, \eta \in \mathrm{H}^{\bullet}(D)$ and let $H, K \in \mathcal{C}(D)$. Then,

- Continuity.

$$
E_{-}(H-K) \leq c(\alpha, H)-c(\alpha, K) \leq E_{+}(H-K)
$$

- Spectrality. $c(\alpha, H) \in \operatorname{Spec}(H)$.
- Triangle inequality. $c(\alpha \smile \eta, H \# K) \leq c(\alpha, H)+c(\eta, K)$.
- Monotonicity. If $H(t, x) \leq K(t, x)$ for all $(t, x) \in[0,1] \times D$, then $c(\alpha, H) \geq c(\alpha, K)$.

Remark 5.2: The continuity property of Proposition 5.1 allows us to define spectral invariants of compactly supported continuous Hamiltonians $H \in C_{c}^{0}([0,1] \times D)$. They satisfy continuity, the triangle inequality and monotonicity.

[^3]
### 5.1.1. Proving the properties of spectral invariants

In this section we prove all the properties appearing in Proposition 5.1 except for spectrality which follows from exactly the same arguments as in $[\mathbf{S c h} 00$, Section 2.2]. We adapt the proofs of [Sch00] and [FS07] for the setting of compactly supported Hamiltonians on Liouville domains. In what follows, $\alpha \in \mathrm{H}^{d}(D), \eta \in \mathrm{H}^{d^{\prime}}(D)$ and $H, K \in \mathcal{C}(D)$.
5.1.1.1. Continuity. Consider two $\tau$-extensions $H^{\tau}$ and $K^{\tau}$. Choose an homotopy $F_{\bullet}$ from $H^{\tau}$ to $K^{\tau}$ which is monotone at infinity. Define $e_{+}=$ $E_{+}(H-K)$ and $c=c(\alpha, K)$. In order to relate $c(\alpha, H)$ and $c(\alpha, K)$, consider the following diagram.


We notice the following:

- Theorem 4.14 assures us that the PSS isomorphisms $\left[\Phi_{K}^{\mathrm{PSS}}\right]$ and $\left[\Phi_{H}^{\mathrm{PSS}}\right]$ preserve the grading. Therefore, we only consider the Floer and singular cohomologies in degree $d$ which corresponds to the degree of the class $\alpha$. Moreover, the triangle on the left of diagram 5.1.3 commutes.
- Since the homotopy $F_{\bullet}$ is not monotone on $D$, the restriction of its associated rectriction map $\left[\Phi^{H, K}\right]$ on action windows shifts the upper bound by $e_{+}$. This is a direct application of Lemma 4.7. The vertical arrow on the far left of the diagram take this into account.
- By Lemma 3.2, the vertical arrow given by the continuation map between the full Floer cohomologies of $H$ and $K$ is an isomorphism.
- Recall that continuation maps commute with the projection $\pi_{>c}$. Thus, the square in 5.1.3 commutes.

By definition of $c(\alpha, K)$, we have

$$
\begin{equation*}
\left[\pi_{>c}^{K}\right] \circ\left[\Phi_{K}^{\mathrm{PSS}}\right](\alpha)=0 \in \mathrm{HF}_{>c}^{d}(K) \tag{5.1.4}
\end{equation*}
$$

By the above points, we can compute an upper bound for $c(\alpha, H)$. Indeed, form Equation (5.1.4), we have

$$
\left[\pi_{>c+e_{+}}^{H}\right] \circ\left[\Phi_{K}^{\mathrm{PSS}}\right](\alpha)=\left[\Phi_{K}^{\mathrm{PSS}}\right] \circ\left[\pi_{>c}^{K}\right] \circ\left[\Phi_{K}^{\mathrm{PSS}}\right](\alpha)=\left[\Phi_{K}^{\mathrm{PSS}}\right](0)=0 .
$$

Thus, from the definition of spectral invariants

$$
c(\alpha, H) \leq c+e_{+}=c(\alpha, K)+E_{+}(H-K)
$$

from which we deduce the right hand side of the continuity property.
To prove the left hand side, repeat the same argument with an homotopy from $K$ to $H$. Doing so yields

$$
\begin{equation*}
-E_{+}(K-H) \leq c(\alpha, H)-c(\alpha, K) \tag{5.1.5}
\end{equation*}
$$

Notice that, by definition of $E_{+}$and $E_{-}$,

$$
-E_{+}(K-H)=\int_{0}^{1} \min _{D}(K-H) \mathrm{d} t=-\int_{0}^{1} \max _{D}(H-K) \mathrm{d} t=E_{-}(H-K)
$$

Combining the two previous equations yields the left hand side of the continuity property.
5.1.1.2. Monotonicity. The proof of monotonicity follows from the proof of continuity. Suppose $H \leq K$ on $S^{1} \times D$. Then,

$$
-E_{+}(K-H)=\int_{0}^{1} \min _{D}(K-H) \mathrm{d} t \geq 0
$$

Therefore, Equation (5.1.5) implies

$$
c(\alpha, H) \geq c(\alpha, K)-E_{+}(K-H) \geq c(\alpha, K)
$$

5.1.1.3. Triangle inequality. Let $H, K$ be two smoothed Hamiltonians compactly supported on $D$. Suppose $c(\alpha, H)=a$ and $c(\eta, K)=b$. Consider the following diagram:


In virtue of Lemma 4.8, the bottom rectangle in Diagram (5.1.6) commutes. Moreover, by Theorem 4.15 and Lemma 4.13 the top rectangle in Diagram Equation (5.1.6) also commutes.

By definition of the constants $a, b$ and of spectral invariants, there exists $\left[y_{1}\right] \in \operatorname{HF}^{\bullet}(H)$ and $\left[y_{2}\right] \in \operatorname{HF}^{\bullet}(K)$ such that

$$
\left[\Phi_{H}^{\mathrm{PSS}}\right] \otimes\left[\Phi_{K}^{\mathrm{PSS}}\right](\alpha \otimes \eta)=\left[\iota^{<a}\right] \otimes\left[\iota^{<b}\right]\left(\left[y_{1}\right] \otimes\left[y_{2}\right]\right)
$$

Then, by commutativity of Diagram (5.1.6), we have

$$
\left[\Phi_{H \# K}^{\mathrm{PSS}}\right](\alpha \smile \eta)=\left[\iota^{<a+b}\right] \circ\left[\Psi_{P}^{H, K}\right]\left(\left[y_{1}\right] \otimes\left[y_{2}\right]\right)
$$

Therefore, by definition of spectral invariants

$$
c(\alpha \smile \eta, H \# K) \leq a+b=c(\alpha, H)+c(\eta, K)
$$

This completes the proof of the triangle inequality.

### 5.1.2. Additional properties of spectral invariants

The following lemma assures us that spectral invariants are well defined on $\operatorname{Ham}_{c}(D, \mathrm{~d} \lambda)$. The proof relies on the spectrality and the triangle inequality.

## Lemma 5.3

Let $H, K \in \mathcal{C}(D)$ such that $\varphi_{H}=\varphi_{K}$ and let $\alpha \in \mathrm{H}^{\bullet}(D)$. Then,

$$
c(\alpha, H)=c(\alpha, K)
$$

Proof. We have $\varphi_{H \# \bar{K}}=\varphi_{0}=$ id and in that case $\operatorname{Spec}(H \# \bar{K})=\{0\}$. Now, by spectrality of spectral invariants, $c(\alpha, H \# \bar{K})=0$. Thus, the triangle inequality yields

$$
c(\alpha, H)=c(\alpha, H \# \bar{K} \# K) \leq c(\alpha, H \# \bar{K})+c(\alpha, K)=c(\alpha, K)
$$

Repeating the same argument with $K \# \bar{H}$ instead of $H \# \bar{K}$, we obtain $c(\alpha, K) \leq c(\alpha, H)$ which concludes the proof.

The spectral invariant with respect to the cohomological unit admits an implicit definition which depends on the spectral invariants with respect to all other cohomology classes in $\mathrm{H}^{\bullet}(D)$. This follows directly from the triangle inequality.

## Lemma 5.4

Let $H \in \mathcal{C}(D)$. Then,

$$
c(1, H)=\max _{\alpha \in \mathrm{H}^{\cdot}(D)} c(\alpha, H)
$$

Proof. Let $\alpha \in H^{\bullet}(D)$. By definition of the unit and the concatenation of Hamiltonians, we have

$$
c(\alpha, H)=c(\alpha \smile 1, H)=c(\alpha \smile 1,0 \# H)
$$

Then, since $c(\alpha, 0)=0$, the triangle inequality guaranties that

$$
c(\alpha, H)=c(\alpha \smile 1,0 \# H) \leq c(\alpha, 0)+c(1, H)=c(1, H) .
$$

The choice of $\alpha$ being arbitrary, this concludes the proof.

### 5.1.3. The symplectic contraction principle

We conclude this section by recalling the symplectic contraction technique introduced by Polterovich [Pol14, Section 5.4]. This principle allows one to describe the effect of the Liouville flow $\left\{\psi_{Y}^{\log r}\right\}_{0<r<1}$ on spectral invariants.

First, we need to describe how the Liouville flow acts on the symplectic form $\omega$ of $D$ and on compactly supported Hamiltonians on $D$. Since $L_{Y} \omega=\omega$, we have that the Liouville flow contracts the symplectic form :

$$
\left(\psi_{Y}^{\log r}\right)^{*} \omega=r \omega
$$

Now, consider a Hamiltonian $H \in \mathcal{C}(D)$ supported in $U \subset D$. For fixed $0<r<1$ define the Hamiltonian

$$
H_{r}(t, x)= \begin{cases}r H\left(t,\left(\psi_{Y}^{\log r}\right)^{-1}(x)\right) & \text { if } x \in \psi_{Y}^{\log r}(U)  \tag{5.1.7}\\ 0 & \text { if } x \notin \psi_{Y}^{\log r}(U)\end{cases}
$$

It then follows from the two previous equations that $\operatorname{Spec}\left(H_{r}\right)=r \operatorname{Spec}(H)$. This allows one to prove

## Lemma 5.5 • Symplectic contraction principle [Pol14]

Suppose $H \in \mathcal{C}(D)$ and let $H_{r} \in \mathcal{C}(D)$ be as in Equation 5.1.7. Then,

$$
c\left(1, H_{r}\right)=r c(1, H)
$$

### 5.2. Spectral norm

We define the spectral norm $\gamma(H)$ of $H \in \mathcal{C}(D)$ as

$$
\gamma(H)=c(1, H)+c(1, \bar{H})
$$

For $\varphi \in \operatorname{Ham}_{c}(D, \mathrm{~d} \lambda)$ such that $\varphi=\varphi_{H}$, define

$$
\gamma(\varphi)=\gamma(H)
$$

In virtue of Lemma 5.3, this is well defined.

From [FS07, Section 7], we have the following theorem which justifies calling $\gamma$ a norm.

## Theorem 5.6

Let $\varphi, \psi \in \operatorname{Ham}_{c}(D, \mathrm{~d} \lambda)$ and let $\chi \in \operatorname{Symp}_{c}(D, \mathrm{~d} \lambda)$. Then,

- Non-degeneracy. $\gamma(\mathrm{id})=0$ and $\gamma(\varphi)>0$ if $\gamma \neq \mathrm{id}$,
- Triangle inequality. $\gamma(\varphi \psi) \leq \gamma(\varphi)+\gamma(\psi)$,
$\circ$ Symplectic invariance. $\gamma\left(\chi \circ \varphi \circ \chi^{-1}\right)=\gamma(\varphi)$,
- Symmetry. $\gamma(\varphi)=\gamma\left(\varphi^{-1}\right)$,
- Hofer bound. $\gamma(\varphi) \leq d_{H}(\varphi, \mathrm{id})$.


## Chapter 6

## COHOMOLOGICAL GANOR-TANNY BARRICADES

In [GT23] Ganor and Tanny introduced a particular perturbation of Hamiltonians compactly supported inside contact incompressible boundary domains (CIB) of closed aspherical symplectic manifolds. For instance, if $U \subset M$ is an incompressible open set which is a Liouville domain, then $U$ is a CIB. In Floer homology, the aforementioned Hamiltonian perturbation, which is called a barricade, prohibits the existence of Floer trajectories exiting and entering the CIB. We consider barricades in the particular case of Liouville domains and adapt them to Floer cohomology.

In the present setting, we define barricades for a special class of admissible Hamiltonians.

## Definition 6.1 - Barricade admissible Hamiltonians

A Hamiltonian $H$ is said to be $r_{0}$-barricade-admissible if $H \in \mathcal{H}_{r_{0}}$ and the following conditions hold:

- $H(t, x, r)=h(r)$ on $\hat{D} \backslash D^{\rho_{0}}$ for some $\rho_{0} \in(0,1)$,
- $h(r)$ is $C^{2}$-small on $\left(1, r_{0}-\varepsilon\right)$,
- $h(r)$ is strictly convex on $\left(r_{0}-\varepsilon, r_{0}\right)$.

Here $\varepsilon>0$ is small enough so that $1<r_{0}-\varepsilon$. We denote the set of $r_{0}$-barricade-admissible Hamiltonians by $\overline{\mathcal{H}}_{r_{0}}$.

We say that $\left(F_{\bullet}, J\right)$ is an $r_{0}$-barricade-admissible pair if $F_{\bullet}$ is a monotone homotopy such that $F_{s} \in \overline{\mathcal{H}}_{r_{0}}$ for all $s$ and $J$ is an admissible almost complex structure.


Fig. 1. An $r_{0}$-barricade-admissible Hamiltonian.

Remark 6.2: By Definition 3.4, the $\tau$-extension $H^{\tau}$ of any Hamiltonian $H$ compactly supported in $D$ can be chosen so that it is $r_{0}$-barricadeadmissible.

## Definition 6.3 • Barricade

Let $r_{0}>1$ and $0<\varepsilon<r_{0}-1$. Define $B_{r_{0}, \varepsilon}=D^{r_{0}-\varepsilon} \backslash D$ where, for $\rho>0, D^{\rho}=\Psi_{Y}^{\log \rho}(D)$. Suppose $\left(F_{\bullet}, J\right)$ is an $r_{0}$-barricade-admissible pair from $F_{+}$to $F_{-}$. We say that $\left(F_{\bullet}, J\right)$ admits a barricade on $B_{r_{0}, \varepsilon}$ if for every $x_{ \pm} \in \mathcal{P}\left(F_{ \pm}\right)$and every Floer trajectory $u: \mathbb{R} \times S^{1} \rightarrow \hat{D}$ connecting $x_{ \pm}$, we have, for $D_{\mathrm{b}}:=D^{r_{0}-\varepsilon}=D \cup B_{r_{0}, \varepsilon}$
(1) If $x_{-} \in D$, then $\operatorname{im}(u) \subset D$,
(2) If $x_{+} \in D_{b}$, then $\operatorname{im}(u) \subset D_{\mathrm{b}}$.

Remark 6.4: In the language of [GT23], a barricade on $B_{r_{0}, \varepsilon}$ as described above would be called a barricade in $D^{r_{0}-\varepsilon}$ around $D$.


Fig. 2. Floer cylinders in a barricade. The arrows follow the direction of the Floer differential and the continuation map: from $x_{+}$to $x_{-}$.

### 6.1. How to construct barricades

To construct barricades, we need to consider special classes of pairs of Hamiltonians and almost complex structures. These are defined using a refinement of Definition 3.5 in [GT23].

## Definition 6.5 • Cylindrical bumps

Let $r_{0}>1, \sigma \in(0,+\infty) \backslash \operatorname{Spec}(\partial D, \lambda)$ and $0<\varepsilon<r_{0}-1$. An $r_{0}$-barricade-admissible pair $\left(F_{\bullet}, J\right)$ admits a cylindrical bump of slope $\sigma$ on $B_{r_{0}, \varepsilon}$ if
(1) $F=0$ on $\partial B_{r_{0}, \varepsilon} \times S^{1} \times \mathbb{R}$,
(2) $J Y=R_{\alpha}$, for $Y$ the Liouville vector field on $D$, on a neighborhood of $\partial B_{r_{0}, \varepsilon}$, i.e. $J$ is cylindrical near $\partial B_{r_{0}, \varepsilon}=\partial D \sqcup\left(\left\{r_{0}-\right.\right.$ $\varepsilon\} \times \partial D)$.
(3) $\nabla_{J} F=\sigma Y$ near $(\{1\} \times \partial D) \times S^{1} \times \mathbb{R}$ and $\nabla_{J} F=-\sigma Y$ near $\left(\left\{r_{0}-\varepsilon\right\} \times \partial D\right) \times S^{1} \times \mathbb{R}$. Here, $\nabla_{J}$ denotes the gradient induced by the metric $g_{J}$.
(4) All 1-periodic orbits of $F_{ \pm}$contained in $B_{r_{0}, \varepsilon}$ are critical points with values in the interval $(-\sigma, \sigma)$. (In particular, $\sigma<T_{0}$.)

A cohomological adaptation of Lemma 3.3 in [GT23] yields the following action estimates for pairs with cylindrical bumps.

## Lemma 6.6

Suppose that the $r_{0}$-barricade-admissible pair $(F, J)$ admits a cylindrical bump of slope $\sigma$ on $B_{r_{0}, \varepsilon}$. For every finite energy solution $u$ connecting $x_{ \pm} \in \mathcal{P}\left(F_{ \pm}\right)$, then
(1) im $x_{-} \subset D$ and $\operatorname{im} x_{+} \subset \hat{D} \backslash D \Longrightarrow \mathcal{A}_{F_{+}}\left(x_{+}\right)>\sigma$,
(2) im $x_{+} \subset D_{\mathrm{b}}$ and $\operatorname{im} x_{-} \subset \hat{D} \backslash D_{\mathrm{b}} \Longrightarrow \mathcal{A}_{F_{-}}\left(x_{-}\right)<-\sigma$.

Lemma 6.6 and the maximum principle are all we need to prove that every pair with a cylindrical bump admits a barricade. More precisely, we have the following proposition.

## Proposition 6.7

Let $(F, J)$ be a $r_{0}$-barricade-admissible pair with a cylindrical bump of slope $\sigma$ on $B_{r_{0}, \varepsilon}$. Then, $(F, J)$ admits a barricade on $B_{r_{0}, \varepsilon}$.

Proof. Suppose $u: \mathbb{R} \times S^{1} \rightarrow \hat{D}$ is a Floer trajectory between $x_{ \pm} \in \mathcal{P}\left(F_{ \pm}\right)$. We only need to study the case where $\operatorname{im} x_{-} \subset D$ and the case where im $x_{+} \subset$ $D_{\mathrm{b}}$.

Suppose that $\operatorname{im} x_{-} \subset D$. We first establish that $x_{+}$must lie inside $D$. Indeed, if im $x_{+} \subset \hat{D} \backslash D$, part (1) of Lemma 6.6 assures us that $\mathcal{A}_{F_{+}}\left(x_{+}\right)>\sigma$ which contradicts the fact that orbits on $\hat{D} \backslash D$ must have action in the interval $(-\sigma, \sigma)$ by the construction of the cylindrical bump. Therefore, $\operatorname{im} x_{+} \subset D$ as desired. Now, since $\operatorname{im} x_{ \pm} \subset D$, the maximum principle guarantees that $\operatorname{im} u \subset D$.

To finish the proof, we look at the case where $\operatorname{im} x_{+} \subset D_{\mathrm{b}}$. Similarly to the previous case, we prove that $x_{-}$also lies inside $D_{\mathrm{b}}$. If im $x_{-} \subset \hat{D} \backslash D_{\mathrm{b}}$,
part 2 of Lemma 6.6 imposes $\mathcal{A}_{F_{-}}\left(x_{-}\right)<-\sigma$, which is again impossible by construction of the cylindrical bump. Therefore, $\operatorname{im} x_{-} \subset D_{\mathrm{b}}$ and the maximum principle implies im $u \subset D_{\mathrm{b}}$.

Given a pair $(F, J)$ and $\sigma>0$ small, we can add to $F$ a $\mathcal{C}^{\infty}$-small radial bump function $\chi$ with support inside $B_{r_{0}, \varepsilon}$ such that $(F+\chi, J)$ has a cylindrical bump of slope $\sigma$ on $B_{r_{0}, \varepsilon}$. By Proposition 6.7, the perturbed pair will also admit a barricade on $B_{r_{0}, \varepsilon}$. A second perturbation of the Hamiltonian term at its ends, under which the barricade survives, allows us to achieve Floer regularity for the pair. This procedure is carried out carefully in [GT23, section 9] and yields the following.

## Theorem 6.8 • [GT23]

Let $F_{\bullet}$ be a monotone homotopy. Then, there exists a $\mathcal{C}^{\infty}$-small perturbation $F_{\bullet}^{\mathrm{b}}$ of $F_{\bullet}$ and an almost complex structure $J$ such that the pairs $\left(F_{\bullet}^{\mathrm{b}}, J\right)$ and $\left(F_{ \pm}^{\mathrm{b}}, J\right)$ are Floer-regular and have a barricade on $B_{r_{0}, \varepsilon}$.

### 6.2. Decomposition of the Floer cochain complex

Let us investigate what structure barricades impose on the Floer co-chain complex. Let $H \in \overline{\mathcal{H}}_{r_{0}}$ and suppose the pair $(H, J)$ admits a barricade on $B_{r_{0}, \varepsilon}$. For an open subset $U \subset \hat{D}$, denote by $\mathrm{C}^{\bullet}(U, H)$ the set of 1-periodic orbits of $H$ in $U$. By definition of the differential $\partial$ on Floer cohomology, $\mathrm{C}^{\bullet}\left(D_{\mathrm{b}}, H\right)$ is closed under $\partial$ and it therefore forms a sub-complex of $\mathrm{CF}^{\bullet}(H)$. Moreover, for $D_{\mathrm{c}}=\hat{D} \backslash D_{\mathrm{b}}$, we also have that

$$
\mathrm{C}^{\bullet}\left(D_{\mathrm{c}}, H\right)=\frac{\mathrm{CF}^{\bullet}(H)}{\mathrm{C}^{\bullet}\left(D_{\mathrm{b}}, H\right)}
$$

is a well defined cochain complex. In terms of vector spaces, we have the decomposition

$$
\mathrm{CF}^{\bullet}(H) \cong \mathrm{C}^{\bullet}\left(D_{\mathrm{b}}, H\right) \oplus \mathrm{C}^{\bullet}\left(D_{\mathrm{c}}, H\right)
$$

The direct product gives us injections $\iota_{\mathrm{b}}^{H}, \iota_{\mathrm{c}}^{H}$ and projections $\pi_{\mathrm{b}}^{H}, \pi_{\mathrm{c}}^{H}$ for which the diagram

commutes and the equation

$$
\iota_{\mathrm{b}}^{H} \circ \pi_{\mathrm{b}}^{H}(q)+\iota_{\mathrm{c}}^{H} \circ \pi_{\mathrm{c}}^{H}(q)=q
$$

holds for any $q \in \mathrm{CF}^{\bullet}(H)$. Here, the projection $\pi_{\mathrm{c}}^{H}$ coincides with the canonical projection

$$
\mathrm{CF}^{\bullet}(H) \longrightarrow \frac{\mathrm{CF}^{\bullet}(H)}{\mathrm{C}^{\bullet}\left(D_{\mathrm{b}}, H\right)}
$$

The differential $\partial_{\mathrm{b}}$ on $\mathrm{C}^{\bullet}\left(D_{\mathrm{b}}\right)$ is simply the restriction of the differential $\partial$ of $\mathrm{CF}^{\bullet}(H)$ on $\mathrm{C}^{\bullet}\left(D_{\mathrm{b}}\right)$. The differential $\partial_{\mathrm{c}}$ on $\mathrm{C}^{\bullet}\left(D_{\mathrm{c}}\right)$ is the quotient complex differential defined by

$$
\partial_{\mathrm{c}} \pi_{\mathrm{c}}^{H}(p)=\pi_{\mathrm{c}}^{H}(\partial p)
$$

### 6.2.1. Continuation maps

Let $\left(F_{\bullet}, J\right)$ be an $r_{0}$-barricade-admissible pair that admits a barricade on $B_{r_{0}, \varepsilon}$. Then, since the continuation map $\Phi_{F_{\bullet}}: \mathrm{CF}^{\bullet}\left(F_{+}\right) \rightarrow \mathrm{CF}^{\bullet}\left(F_{-}\right)$counts Floer trajectories of $F$ connecting 1-periodic orbits of $F_{+}$to 1-periodic orbits of $F_{-}$, it restricts, due to the barricade, to a chain map

$$
\Phi_{F}^{\mathrm{b}}: \mathrm{C}^{\bullet}\left(D_{\mathrm{b}}, F_{+}\right) \longrightarrow \mathrm{C}^{\bullet}\left(D_{\mathrm{b}}, F_{-}\right)
$$

Moreover, in virtue of Lemma 6.10 below, $\Phi_{F}$ projects to a chain map

$$
\Phi_{F}^{\mathrm{c}}: \mathrm{C}^{\bullet}\left(D_{\mathrm{c}}, F_{+}\right) \longrightarrow \mathrm{C}^{\bullet}\left(D_{\mathrm{c}}, F_{-}\right)
$$

such that the following diagram commutes

where we write $\pi_{\mathrm{b}}^{+}=\pi_{\mathrm{b}}^{F_{+}}$and $\pi_{\mathrm{b}}^{-}=\pi_{\mathrm{b}}^{F_{-}}$.

### 6.2.2. Chain homotopies

Let $\left(F_{ \pm}, J\right)$ be $r_{0}$-barricade-admissible pairs that admit cylindrical bumps of slope $\sigma$ on $B_{r_{0}, \varepsilon}$ such that $F_{+}$and $F_{-}$have the same slope $\tau_{+}=\tau_{-}$at infinity. Consider the linear homotopy

$$
F_{s}=F_{-}+b(s)\left(F_{+}-F_{-}\right)
$$

where $b: \mathbb{R} \rightarrow[0,1]$ is a smooth function such that $b(s)=0$ for $s \leq-1$, $b(s)=1$ for $s \geq 1$ and $b^{\prime}(s)>0$ for all $s \in(-1,1)$. Denote by $\bar{F}_{\bullet}$ the inverse homotopy defined by $\bar{F}_{s}=F_{-s}$. For $\rho>1$ large, we define the concatenation $F \# \bar{F}$. as

$$
(F \# \bar{F})_{s}= \begin{cases}F_{s+\rho} & \text { for } s \leq 0 \\ \bar{F}_{s-\rho} & \text { for } s \geq 0\end{cases}
$$

Using the definition of $F_{\bullet}$ and $\bar{F}_{\bullet}$, we can simply write

$$
(F \# \bar{F})_{s}=F_{-}+b_{\rho}(s)\left(F_{+}-F_{-}\right)
$$

for $b_{\rho}(s)=b(-|s|+\rho)$. The homotopy $F \# \bar{F}$. generates the composition of continuation homomorphisms $\Phi_{F} \circ \Phi_{\bar{F}}: \mathrm{CF}^{\bullet}\left(F_{-}\right) \rightarrow \mathrm{CF}^{\bullet}\left(F_{-}\right)$which is chain homotopic to the identity on $\mathrm{CF}^{\bullet}\left(F_{-}\right)$,

$$
\Phi_{F_{\bullet}} \circ \Phi_{\bar{F}_{\bullet}}-\mathrm{id}_{-}=\partial_{-} \circ \Psi_{-}-\Psi_{-} \circ \partial_{-}
$$

for $\Psi_{-}: \mathrm{CF}^{\bullet}\left(F_{-}\right) \rightarrow \mathrm{CF}^{\bullet-1}\left(F_{-}\right)$and $\partial_{-}$the differential on $\mathrm{CF}^{\bullet}\left(F_{-}\right)$. The chain homotopy $\Psi_{-}$is built by counting Floer solutions of the homotopy $\left\{\Gamma^{\kappa}\right\}_{\kappa \in[0,1]}$ between $F \# \bar{F}$. and the constant homotopy $F_{-}$which is defined by

$$
\Gamma_{s}^{\kappa}=F_{-}+\kappa b_{\rho}(s)\left(F_{+}-F_{-}\right) .
$$

For $x \in \mathcal{P}\left(F_{-}\right)$and $y \in \mathcal{P}\left(F_{+}\right)$, define

$$
\mathcal{M}^{\Gamma}(x, y)=\left\{(\kappa, u) \mid \kappa \in[0,1], u \in \mathcal{M}\left(x, y ; \Gamma_{\bullet}^{k}\right)\right\} .
$$

We can perturb $\Gamma$ with a $C^{\infty}$-small function in order to make it regular [AD14, Chapter 11]. Now, since the pairs $\left(F_{ \pm}, J\right)$ admit cylindrical bumps of slope $\sigma$ on $B_{r_{0}, \varepsilon}$, and thus have barricades on $B_{r_{0}, \varepsilon}$, solutions to the parametric Floer equation for $\Gamma^{\kappa}$ also admit cylindrical bumps of slope $\sigma$ on $B_{r_{0}, \varepsilon}$ and have barricades on $B_{r_{0}, \varepsilon}$. To see this, first fix $\kappa \in[0,1]$, We need to show that $\Gamma^{\kappa}$ satisfies conditions (1) through (4) of Definition 6.5. For (1), we have, on $\partial B_{r_{0}, \varepsilon} \times S^{1} \times \mathbb{R}$,

$$
\Gamma^{\kappa}=F_{-}+\kappa \alpha_{\rho}(s)\left(F_{+}-F_{-}\right)=0+\kappa b_{\rho}(s)(0-0)=0 .
$$

Condition (2) is automatically satisfied since $J$ is fixed. For condition (3), we have on $(\{1\} \times \partial D) \times S^{1} \times \mathbb{R}$,

$$
\nabla_{J} \Gamma^{\kappa}=\nabla_{J} F_{-}+\kappa \alpha_{\rho}(s)\left(\nabla_{J} F_{+}-\nabla_{J} F_{-}\right)=\sigma Y+\kappa \alpha_{\rho}(s)(\sigma Y-\sigma Y)=\sigma Y
$$

and, by the same computation, $\nabla_{J} \Gamma^{\kappa}=-\sigma Y$ on $\left(\left\{r_{0}-\varepsilon\right\} \times \partial D\right) \times S^{1} \times \mathbb{R}$. Condition (4) is also satisfied since $\Gamma_{ \pm \infty}^{\kappa}=F_{-}$. All of this still holds with regular perturbations of $\Gamma$.

## Lemma 6.9

Let $F_{-}, F_{+} \in \overline{\mathcal{H}}_{r_{0}}$ with same slope at infinity and suppose they both admit barricades on $B_{r_{0}, \varepsilon}$. Furthermore, suppose that solutions to the parametric Floer equation for $\Gamma^{\kappa}$ also admit barricades on $B_{r_{0}, \varepsilon}$. Then, for any $C^{\infty}$-small perturbation $\Gamma^{\prime}$ of $\Gamma$ which satisfies $\mathcal{P}\left(F_{ \pm}^{\prime}\right)=\mathcal{P}\left(F_{ \pm}\right)$, Floer trajectories in $\mathcal{M}^{\Gamma^{\prime}}$ follow the rules of the barricade on $B_{r_{0}, \varepsilon}$.

Proof. The proof follows the same ideas as the proof of Proposition 9.21 in [GT23]. By Gromov compactness, any sequence $\left(\kappa_{n}, u_{n}\right) \in \mathcal{M}^{\Gamma}\left(x_{-}, y_{+}\right)$ of solutions to the parametric Floer equation converges, up to taking a subsequence, to a broken trajectory $(\kappa, \bar{v})$ where $\bar{v}=\left(v_{1}, \ldots, v_{k}, w, v_{1}^{\prime}, \ldots, v_{\ell}^{\prime}\right)$ connects two orbits $x_{ \pm} \in \mathcal{P}\left(F_{ \pm}\right)$. The fact that $F_{ \pm}$both admit a barricade on $B_{r_{0}, \varepsilon}$ assures us that

$$
\begin{aligned}
& \circ x_{-} \in D \Longrightarrow \bar{v} \subset D \\
& \circ x_{+} \in D \Longrightarrow \bar{v} \subset D_{\mathrm{b}}
\end{aligned}
$$

Now, consider a sequence of regular homotopies $\left\{\Gamma_{n}\right\}_{n}$ with ends $\lim _{s \rightarrow \pm \infty} \Gamma_{s, n}=F_{n \pm}$ converging to $\Gamma$ such that $\mathcal{P}\left(F_{n \pm}\right)=\mathcal{P}\left(F_{ \pm}\right)$for all $n$. Then, the above two implications regarding broken trajectories imply that every trajectory $\left(\kappa_{n}, u_{n}^{\prime}\right) \in \mathcal{M}^{\Gamma^{\prime}}\left(x_{-}, x_{+}\right)$, for $x_{ \pm} \in \mathcal{P}\left(F_{ \pm}\right)$, obey the rules of the barricade.

Thus, $\Psi_{-}$restricts to a map $\Psi_{-}^{b}: \mathrm{C}^{\bullet}\left(D_{\mathrm{b}}, F_{-}\right) \rightarrow \mathrm{C}^{\bullet-1}\left(D_{\mathrm{b}}, F_{-}\right)$and by Lemma 6.11 below, we can define its projection $\Psi_{-}^{c}: \mathrm{C}^{\bullet}\left(D_{\mathrm{c}}, F_{-}\right) \rightarrow \mathrm{C}^{\bullet-1}\left(D_{\mathrm{c}}, F_{-}\right)$.

### 6.2.3. Some technical lemmas

When adapting computations from homology to cohomology, we often have to rely on quotient complexes instead of sub-complexes. Here are a few simple results from homological algebra which will be useful in that regard. Let $\left(A, d_{A}\right)$ and $\left(C, d_{C}\right)$ be cochain complexes and let $B \subset A$ and $D \subset C$ be sub-complexes.

## Lemma 6.10

Suppose $f:(A, B) \rightarrow(C, D)$ is a chain map. Then, there exists a unique chain map $\bar{f}: A / B \rightarrow C / D$ such that the following diagram
commutes

for $\pi_{B}$ and $\pi_{D}$ the canonical projections. It follows that, on cohomology, we have the following commutative diagram.


Proof. Define, for all $x \in A$,

$$
\bar{f}\left(\pi_{B}(x)\right)=\pi_{D}(f(x))
$$

We first need to show that $\bar{f}$ is well defined. Suppose $x^{\prime}=x+b$ for $x \in A$ and $b \in B$. Then, since $f$ restricts to a map from $B$ to $D$, there exists $d \in D$ such that $f(b)=d$ and we have

$$
\bar{f}\left(\pi_{B}\left(x^{\prime}\right)\right)=\pi_{D}(f(x+b))=\pi_{D}(f(x)+d)=\pi_{D}(f(x)) .
$$

Thus, $\bar{f}$ is well defined.
To prove uniqueness, we simply use the definition of $\bar{f}$. Suppose we have another map $\bar{g}: A / B \rightarrow C / D$ which makes the above diagram commute as well. Then, for all $x \in A$,

$$
\bar{f}\left(\pi_{B}(x)\right)-\bar{g}\left(\pi_{B}(x)\right)=\pi_{D}(f(x))-\pi_{D}(f(x))=0 .
$$

## Lemma 6.11

Suppose $f:(A, B) \rightarrow(C, D)$ and $g:(C, D) \rightarrow(A, B)$ are chain maps such that $f \circ g$ is chain homotopic to the identity

$$
f \circ g-\mathrm{id}_{C}=d_{C} \circ \psi-\psi \circ d_{C}
$$

where the chain homotopy is a map $\psi:(C, D) \rightarrow(C, D)$. Then, $\bar{f} \circ \bar{g}$ : $C / D \rightarrow C / D$ is also chain homotopic to the identity.

Proof. Since the chain homotopy $\psi:(C, D) \rightarrow(C, D)$ is a chain map of pairs, Lemma 6.10 allows us to define its projection $\bar{\psi}: C / D \rightarrow C / D$. Thus, for all $y \in C$,

$$
\begin{aligned}
\bar{f} \circ \bar{g}\left(\pi_{D}(y)\right)-\operatorname{id}_{C / D}\left(\pi_{D}(y)\right) & =\bar{f} \circ \pi_{B}(g(y))-\pi_{D}\left(\mathrm{id}_{C}(y)\right) \\
& =\pi_{D}(f \circ g(y))-\pi_{D}\left(\mathrm{id}_{C}(y)\right) \\
& =\pi_{D}\left(\left(d_{C} \circ \psi-\psi \circ d_{C}\right)(y)\right) \\
& =\left(d_{C / D} \circ \pi_{D} \circ \psi-\pi_{D} \circ \psi \circ d_{C}\right)(y) \\
& =d_{C / D} \circ \bar{\psi}\left(\pi_{D}(y)\right)-\bar{\psi} \circ d_{C / D}\left(\pi_{D}(y)\right)
\end{aligned}
$$

which proves that $\bar{f} \circ \bar{g}$ is chain homotopic to the identity on $C / D$ since any $z \in C / D$ is of the form $z=\pi_{D}(y)$.

## Chapter 7

## SPECTRAL DIAMETER AND SYMPLECTIC COHOMOLOGY

### 7.1. Infinite spectral diameter

In this section we give a proof of Theorem A announced in the introduction.

## Theorem A

Let $(D, \mathrm{~d} \lambda)$ be a Liouville domain. Then,

$$
\operatorname{diam}_{\gamma}(D)=+\infty \quad \Longleftrightarrow \quad \mathrm{SH}^{\bullet}(D) \neq 0
$$

Fix $A \in(0, \infty) \backslash \operatorname{Spec}(\partial D, \lambda)$. The idea of the proof is to construct a special admissible Hamiltonian $H_{\delta, A}$ for which $c(1, \cdot)$ is bounded from below by $A-\varepsilon$ for $\varepsilon$ a small constant which depends on $A$. The construction of $H_{\delta, A}$ is inspired by [CFO10, Proposition 2.5]. Then, we use the fact that $c(1, \cdot) \geq 0$ to conclude.

### 7.1.1. Construction of the Hamiltonian

Fix some $r_{0}>1$. For any $\delta \in(0,1)$ and $\sigma \in\left(0, T_{0}\right)$, we define the Hamiltonian $H_{\delta, A}$ as follows :

- $H_{\delta, A}$ is the constant function $A(\delta-1)$ on $D^{\delta}$,
- $H_{\delta, A}(r, x)=A(r-1)$ on $D \backslash D^{\delta}$,
- $H_{\delta, A}(r, x)=0$ on $D^{r_{0}} \backslash D$
- $H_{\delta, A}(r, x)=\sigma\left(r-r_{0}\right)$ on $\hat{D} \backslash D^{r_{0}}$.


Fig. 1. Radial portion of the Hamiltonian $H_{\delta, A}$.

We add a small perturbation to $H_{\delta, A}$ so that it lies in $\overline{\mathcal{H}}_{r_{0}}$. Denote by $h_{\delta, A}$ the function of one variable for which $H_{\delta, A}=h_{\delta, A} \circ r$ on $D^{c}$. If $\gamma$ is a 1periodic orbit of $h_{\delta, A}$ inside the level set $\{r\} \times \partial D$, its action can be written as

$$
\mathcal{A}_{H_{\delta, A}}(\gamma)=\mathcal{A}_{H_{\delta, A}}(r)=r h_{\delta, A}^{\prime}(r)-h_{\delta, A}(r) .
$$

The 1-periodic orbits of $H_{\delta, A}$ can be classified in three different categories. Recall that $\eta_{A}$ denotes the distance between $A$ and $\operatorname{Spec}(\partial D, \alpha)$.
(I) Critical points in $D^{\delta}$ with action close to $r_{\mathrm{I}}:=(1-\delta) A$
(II) Non-constant 1-periodic orbits near $\{\delta\} \times \partial D$ with action in a small neighborhood of the interval

$$
I_{\mathrm{II}}=\left[\delta T_{0}+(1-\delta) A, A-\delta \eta_{A}\right] .
$$

(III) Non-constant 1-periodic orbits near $\{1\} \times \partial D$ with action in a small neighborhood of the interval

$$
I_{\mathrm{III}}=\left[T_{0}, A-\eta_{A}\right] .
$$

(IV) Critical points in $D^{r_{0}} \backslash D$ with action close to $r_{\text {IV }}:=0$.

Note that there are no non-constant 1-periodic orbits near $\left\{r_{0}\right\} \times \partial D$, since the slope of the Hamiltonian there ranges from 0 to $\sigma$ which is less than $T_{0}$ by assumption.

We now want to construct a Floer complex $\mathrm{C}_{\mathrm{I}, \mathrm{II}}^{\bullet}$ which will contain the orbits of type (I) and (II) and another complex $\mathrm{C}_{\mathrm{III}, \mathrm{IV}}^{\bullet}$ containing orbits of type (III) and (IV). To that end, pick $0<\delta<1$ small enough so that $\delta A<\eta_{A}$. Now choose $\varepsilon>0$ such that

$$
\delta A<\varepsilon<\eta_{A} .
$$

Then, we have the following inequalities :

$$
r_{\mathrm{IV}}<I_{\mathrm{III}}<A-\varepsilon<r_{\mathrm{I}}<I_{\mathrm{II}} .
$$



Fig. 2. Distances that separate the action windows under consideration.

As shown in Figure 2, $r_{\mathrm{I}}, I_{\mathrm{II}}, I_{\mathrm{III}}$ and $r_{\text {IV }}$ are all separated by distances which depend only on $T_{0}, A, \eta_{A}, \delta$ and $\varepsilon$. Thus, we can choose the perturbation we add to $H_{\delta, A}$ to be small enough so that, in terms of action, we have

$$
(\mathrm{IV})<(\mathrm{III})<A-\varepsilon<(\mathrm{I})<(\mathrm{II})
$$

Therefore, since the Floer differential decreases the action, we can define the Floer co-chain complexes as

$$
\mathrm{C}_{\mathrm{III}, \mathrm{IV}}^{\bullet}=\mathrm{CF}_{(-\infty, A-\varepsilon)}^{\bullet}\left(H_{\delta, A}\right), \quad \mathrm{C}_{\mathrm{I}, \mathrm{II}}^{\bullet}=\frac{\mathrm{CF}^{\bullet}\left(H_{\delta, A}\right)}{\mathrm{C}_{\mathrm{III}, \mathrm{IV}}^{\bullet}}=\mathrm{CF}_{(A-\varepsilon, \infty)}^{\bullet}\left(H_{\delta, A}\right)
$$

and they yield the Floer cohomology groups

$$
\mathrm{H}^{\bullet}\left(\mathrm{C}_{\mathrm{III}, \mathrm{IV}}^{\bullet}\right)=\mathrm{HF}_{(-\infty, A-\varepsilon)}^{\bullet}\left(H_{\delta, A}\right), \quad \mathrm{H}^{\bullet}\left(\mathrm{C}_{\mathrm{I}, \mathrm{II}}^{\bullet}\right)=\mathrm{HF}_{(A-\varepsilon, \infty)}^{\bullet}\left(H_{\delta, A}\right) .
$$

A quick look at the action windows under consideration informs us that the above complexes fit into the following short exact sequence
which in turn yields an exact triangle in cohomology


### 7.1.2. Factoring a map to $\mathrm{SH}^{\bullet}(D)$

We now build maps $\Psi$ and $\Psi_{\mathrm{I}, \mathrm{II}}$ such that the diagram

commutes. We need to construct $\Psi$ so that it coincides with the map $j_{H_{\delta, A}}$ : $\mathrm{HF}^{\bullet}\left(H_{\delta, A}\right) \rightarrow \mathrm{SH}^{\bullet}(D)$ (see Equation 3.2.1). In virtue of Theorem 4.16, this assures us that $\Psi$ is a map of unital algebras.

First, we construct $\Psi_{\mathrm{I}, \mathrm{II}}$ in three steps.

STEP 1. $\left[\Phi_{1}\right]: \mathrm{H}^{\bullet}\left(\mathrm{C}_{\mathrm{I}, \mathrm{II}}^{\bullet}\right) \cong \mathrm{HF}_{(\delta A-\varepsilon, \infty)}^{\bullet}\left(H_{\delta, A}+A(1-\delta)\right)$. This isomorphism follows from a simple shift of $A(1-\delta)$ in the Hamiltonian term which translates to a shift of $A(\delta-1)$ in action (see Figure 3). In what follows, we denote $\hat{H}_{\delta, A}:=H_{\delta, A}+A(1-\delta)$.


Fig. 3. Homotopy from $H_{\delta, A}$ to $\hat{H}_{\delta, A}$.

For the next steps, we need to define another special family of Hamiltonians. Given $r_{1} \in(0,+\infty)$ and $\tau \in(0, \infty) \backslash \operatorname{Spec}(\partial D, \lambda)$, recall that we define the Hamiltonian $K_{r_{1}, \tau}$ as follows (see Figure 4).

- $K_{r_{1}, \tau}$ is the constant zero function on $D^{r_{1}}$,
- $K_{r_{1}, \tau}(x, r)=\tau\left(r-r_{1}\right)$ on $\hat{D} \backslash D^{r_{1}}$.

We add a small perturbation to $K_{r_{1}, \tau}$ so that it $r_{1}$-admissible. The 1-periodic orbits of $K_{r_{1}, \tau}$ fall in two categories.
(I') Critical points in $D^{r_{1}}$ with action near zero,
(II') Non-constant 1-periodic orbits near $\left\{r_{1}\right\} \times \partial D$ with action in a small neighborhood of the interval

$$
\left[r_{1} T_{0}, r_{1} \tau-r_{1} \eta_{\tau}\right]
$$

By the same argument used for $H_{\delta, A}$, the action windows ( $\mathrm{I}^{\prime}$ ) and ( $\mathrm{II}^{\prime}$ ) are separated if we choose a small enough perturbation.


Fig. 4. Radial portion of the Hamiltonian $K_{r_{1}, \tau}$.

STEP 2. $\left[\Phi_{2}\right]: \operatorname{HF}_{(\delta A-\varepsilon, \infty)}^{\bullet}\left(\hat{H}_{\delta, A}\right) \cong \operatorname{HF}^{\bullet}\left(K_{\delta, A}\right)$. Consider the homotopy

$$
F_{s}=(1-b(s)) K_{\delta, A}+b(s) \hat{H}_{\delta, A},
$$

where $b: \mathbb{R} \rightarrow[0,1]$ is a smooth function such that $b(s)=0$ for $s \leq-1$, $b(s)=1$ for $s \geq 1$ and $b^{\prime}(s)>0$ for all $s \in(-1,1)$ (see Figure 5). Denote by

$$
\Phi_{F_{\bullet}}: \mathrm{CF}^{\bullet}\left(\hat{H}_{\delta, A}\right) \longrightarrow \mathrm{CF}^{\bullet}\left(K_{\delta, A}\right)
$$

the continuation map generated by $F_{\bullet}$.


Fig. 5. Homotopy from $\hat{H}_{\delta, A}$ to $K_{\delta, A}$.

Notice that since $H_{\delta, A} \preceq K_{\delta, A}$ we can restrict the continuation map on the action window $(\delta A-\varepsilon, \infty)$. Thus,

$$
\left[\Phi_{F_{\bullet}}\right]: \mathrm{HF}_{(\delta A-\varepsilon, \infty)}^{\bullet}\left(\hat{H}_{\delta, A}\right) \longrightarrow \operatorname{HF}_{(\delta A-\varepsilon, \infty)}^{\bullet}\left(K_{\delta, A}\right)
$$

is well defined. Moreover, since $\delta A-\varepsilon<0, K_{\delta, A}$ has no orbits outside the action window $(\delta A-\varepsilon, \infty)$ and thus

$$
\left[\iota_{\delta A-\varepsilon, \infty}^{-\infty, \infty}\right]: \mathrm{HF}_{(\delta A-\varepsilon, \infty)}^{\bullet}\left(K_{\delta, A}\right) \longrightarrow \mathrm{HF}^{\bullet}\left(K_{\delta, A}\right)
$$

is an isomorphism. We define $\left[\Phi_{2}\right]$ to be the composition $\left[\iota_{\delta A-\varepsilon, \infty}^{-\infty, \infty}\right] \circ\left[\Phi_{F_{\mathbf{0}}}\right]$.

STEP 3. Recall from Equation 3.2.1, that we have a natural map

$$
j_{K_{\delta, A}}: \operatorname{HF}^{\bullet}\left(K_{\delta, A}\right) \longrightarrow \mathrm{SH}^{\bullet}(D)
$$

We define $\Psi_{\mathrm{I}, \mathrm{II}}: \mathrm{H}^{\bullet}\left(\mathrm{C}_{\mathrm{I}, \mathrm{II}}^{\bullet}\right) \rightarrow \mathrm{SH}^{\bullet}(D)$ to be the composition

$$
\Psi_{\mathrm{I}, \mathrm{II}}=j_{K_{\delta, A}} \circ\left[\Phi_{2}\right] \circ\left[\Phi_{1}\right] .
$$

The morphism $\Psi$ is built in a similar fashion. We define it as the composition of the maps


Here, the isomorphism [ $\Phi_{1}^{\prime}$ ] follows from the fact that both $H_{\delta, A}$ and $\hat{H}_{\delta, A}$ have the same slope at infinity. We defined $\left[\Phi_{2}^{\prime}\right]$ to be the continuation $\operatorname{map}\left[\Phi^{K_{\delta, A} \hat{H}_{\delta, A}}\right]$. The last map is given, just as in STEP 3, by $j_{K_{\delta, A}}$ : $\mathrm{HF}^{\bullet}\left(K_{\delta, A}\right) \rightarrow \mathrm{SH}^{\bullet}(D)$. By construction, we therefore have

$$
\Psi=j_{K_{\delta, A}} \circ\left[\Phi_{2}^{\prime}\right] \circ\left[\Phi_{1}^{\prime}\right]=j_{K_{\delta, A}} \circ\left[\Phi_{K_{\delta, A} \hat{H}_{\delta, A}}\right] \circ\left[\Phi_{1}^{\prime}\right]=j_{H_{\delta, A}}
$$

as desired.

Now, we need to prove that Diagram (7.1.1) commutes. Writing the maps $\Psi$ and $\Psi_{\mathrm{I}, \mathrm{II}}$ explicitly, we have the following diagram:


The top square in Diagram (7.1.2) commutes because, given that $\hat{H}_{\delta, A} \geq$ $H_{\delta, A}$, there exists a continuation map from $\operatorname{HF}^{\bullet}\left(H_{\delta, A}\right) \cong \operatorname{HF}_{(\delta A-\varepsilon, \infty)}^{*}\left(H_{\delta, A}\right)$ to $\mathrm{HF}_{(\delta A-\varepsilon,+\infty)}^{\bullet}\left(\hat{H}_{\delta, A}\right)$ where the isomorphism follows from the fact that $H_{\delta, A}$ has no orbits outside the action window $(\delta A-\varepsilon, \infty)$. Now, since the projection $\left[\pi_{-\infty, \delta A-\varepsilon}^{+\infty,+\infty}\right]$ commutes with continuation maps (see Diagram (3.1.2)), the bottom square in Diagram (7.1.2) also commutes. Therefore, we can conclude that Diagram (7.1.1) commutes.

### 7.1.3. Spectral invariant and spectral norm of $H_{\delta, A}$

Recall that, by definition,

$$
c\left(1, H_{\delta, A}\right)=\inf \left\{\ell \in \mathbb{R} \mid\left[\pi_{-\infty, \ell}^{+\infty,+\infty}\right] \circ\left[\iota_{-\infty,-\infty}^{\ell,+\infty}\right]\left(1_{H_{\delta, A}}\right)=0\right\}
$$

Since $\Psi$ is a morphism of unital algebras, the commutative diagram (7.1.1) assures us that $\left[\pi_{-\infty, A-\varepsilon}^{+\infty,+\infty}\right]\left(1_{H_{\delta, A}}\right) \neq 0$ since we assume that $\mathrm{SH}^{\bullet}(D) \neq 0$. Thus, from the exact triangle in cohomology induced by $\left[\iota_{-\infty,-\infty}^{A-\varepsilon,+\infty}\right]$ and
$\left[\pi_{-\infty, A-\varepsilon}^{+\infty,+\infty}\right]$, we have $1_{H_{\delta, A}} \notin \operatorname{im}\left[\begin{array}{c}\left.\iota_{-\infty,-\infty}^{A-\varepsilon,+\infty}\right]\end{array}\right]$ and therefore,

$$
c\left(1, H_{\delta, A}\right) \geq A-\varepsilon
$$

Now, we turn our attention to the spectral norm $\gamma\left(H_{\delta, A}\right)$. We know from Lemma B that $c\left(1, H_{\delta, A}\right), c\left(1, \bar{H}_{\delta, A}\right) \geq 0$. It thus follows from the previous inequality that

$$
\gamma\left(H_{\delta, A}\right)=c\left(1, H_{\delta, A}\right)+c\left(1, \bar{H}_{\delta, A}\right) \geq A-\varepsilon
$$

as desired. This completes the proof.

### 7.2. Positive spectral invariants

We give a proof of Lemma B.

## Lemma B

Let $H$ be a compactly supported Hamiltonian on a Liouville domain $(D, \mathrm{~d} \lambda)$. Then,

$$
c(1, H) \geq 0
$$

This result relies on the decomposition of the Floer complex induced by the Ganor-Tanny barricade discussed in Chapter 6. We expect that Lemma B could also be proven using Poincaré duality between filtered Floer cohomology and filtered Floer homology (as in [CO18, Section 3]) and Lemma 4.1 of [GT23].

Let $H \in \mathcal{H}_{r_{0}}$ with slope $0<\tau_{H}<T_{0}$. Consider an homotopy $F_{\bullet}$ from $F_{+}=K_{r_{0}, \tau_{H}}$ (see Figure 4) to $F_{-}=H$. There exists a small perturbation $f_{\bullet}$ of $F_{\bullet}$ and an almost complex structure $J$ such that the pairs $\left(f_{\bullet}, J\right)$ and $\left(f_{ \pm}, J\right)$ admit a barricade on $B_{r_{0}, \varepsilon}$ for $\varepsilon>0$ small enough. Fix $\delta>0$. The construction of Theorem 6.1 allows us to choose $J$ time independent [GT23, Remark 3.7] and $f$ such that

$$
-\delta \leq \int_{0}^{1} \min _{\hat{D} \backslash\left(r_{0},+\infty\right) \times \partial D}\left(f_{-}-H\right) \mathrm{d} t \leq \delta
$$

We may assume further that $f_{+}$has a local minimum point $p \in D_{\mathrm{c}}=$ $\hat{D} \backslash D_{\mathrm{b}}$, since $f_{+}$is $C^{2}$-small there. It follows from Lemma 3.1 that $1_{f_{+}}=$ $[p] \in \operatorname{HF}^{\bullet}\left(f_{+}\right)$is the image of the unit $e_{D} \in \mathrm{H}^{\bullet}(D)$ under the isomorphism $\Phi_{f_{+}}: \mathrm{H}^{\bullet}(D) \rightarrow \operatorname{HF}^{\bullet}\left(f_{+}\right)$. Moreover, since $f_{+}$and $f_{-}$have the same slope at infinity, Lemma 3.2 assures us that the isomorphism $\left[\Phi_{f_{\mathbf{0}}}\right]: \operatorname{HF}^{\bullet}\left(f_{+}\right) \rightarrow$ $\operatorname{HF}^{\bullet}\left(f_{-}\right)$induced by the continuation morphism $\Phi_{f_{\bullet}}: \mathrm{CF}^{\bullet}\left(f_{+}\right) \rightarrow \mathrm{CF}^{\bullet}\left(f_{-}\right)$ preserves the unit. To summarize, we have

$$
\Phi_{f_{+}}\left(e_{D}\right)=[p]=1_{f_{+}} \quad \text { and } \quad\left[\Phi_{f_{\bullet}}(p)\right]=\left[\Phi_{f_{\bullet}}\right]\left(1_{f_{+}}\right)=1_{f_{-}} .
$$

By the continuity of spectral invariants, we know that

$$
c(1, H)-c\left(1, f_{-}\right) \geq \int_{0}^{1} \min _{D^{r} 0}\left(f_{-}-H\right) \mathrm{d} t
$$

Therefore, since $f_{-}$is chosen to be arbitrarily close to $H$, we have

$$
c(1, H) \geq-\delta+c\left(1, f_{-}\right)
$$

To complete the proof, it suffices to show that $c\left(1, f_{-}\right) \geq-k \delta$ for $k>0$ independent of $f_{-}$. However, the definition of spectral invariants guarantees the existence of $q \in \mathrm{CF}^{\bullet}\left(f_{-}\right)$cohomologous to 1 for which $c\left(1, f_{-}\right) \geq \mathcal{A}_{f_{-}}(q)-\delta$. We thus only need to prove that $\mathcal{A}_{f_{-}}(q) \geq-\delta$. In the case where $q$ is a combination $q_{1}+\cdots+q_{k}$ of orbits, the action of $q$ is defined as

$$
\mathcal{A}_{f_{-}}(q)=\max _{i} \mathcal{A}_{f_{-}}\left(q_{i}\right)
$$

Recall from Section 6.2 that the barricade construction assures that we have, in terms of vector spaces, the decomposition

$$
\mathrm{CF}^{\bullet}\left(f_{ \pm}\right) \cong \mathrm{C}^{\bullet}\left(D_{\mathrm{b}}, f_{ \pm}\right) \oplus \mathrm{C}^{\bullet}\left(D_{\mathrm{c}}, f_{ \pm}\right)
$$

with inclusions and projections respectively given by

$$
\iota_{\circlearrowleft}^{ \pm}: \mathrm{C}^{\bullet}\left(D_{\circlearrowleft}, f_{ \pm}\right) \rightarrow \mathrm{CF}^{\bullet}\left(f_{ \pm}\right) \quad \text { and } \quad \pi_{\circlearrowleft}^{ \pm}: \mathrm{CF}^{\bullet}\left(f_{ \pm}\right) \rightarrow \mathrm{C}^{\bullet}\left(D_{\odot}, f_{ \pm}\right)
$$

for $\circlearrowleft \in\{b, c\}$. Moreover, Floer trajectories starting in $D_{\mathrm{b}}$ must have ends in $D_{\mathrm{b}}$ and Floer trajectories starting in $D_{\mathrm{c}}$ can have ends in $D_{\mathrm{b}}$ and $D_{\mathrm{c}}$.

Thus,

$$
\Phi_{f_{\mathrm{e}}}(p)=p_{\mathrm{b}}+p_{\mathrm{c}} \text { and } q=p_{\mathrm{b}}+p_{\mathrm{c}}+\partial\left(r_{\mathrm{b}}+r_{\mathrm{c}}\right)
$$

for $p_{\mathrm{b}}, r_{\mathrm{b}} \in \operatorname{im} i_{\mathrm{b}}^{-}$and $p_{\mathrm{c}}, r_{\mathrm{c}} \in \operatorname{im} \iota_{\mathrm{c}}^{-}$. Furthermore,

$$
\partial\left(r_{\mathrm{b}}\right)=r_{\mathrm{bb}} \quad \text { and } \quad \partial\left(r_{\mathrm{c}}\right)=r_{\mathrm{cb}}+r_{\mathrm{cc}}
$$

where $r_{\mathrm{bb}}, r_{\mathrm{cb}} \in \operatorname{im} \iota_{\mathrm{b}}^{-}$and $r_{\mathrm{cc}} \in \operatorname{im} \iota_{\mathrm{c}}^{-}$. See Figure 6 for an illustration of the Floer trajectories under consideration here.


Fig. 6. The possible trajectories for the differential of $r_{\mathrm{b}}, r_{\mathrm{c}}$ and the continuation map applied to $p$ according to the rules of the barricade.

Notice that since $f_{-}$is $C^{2}$-small on $D_{\mathrm{c}}, \mathcal{A}_{f_{-}}\left(p_{\mathrm{c}}+r_{\mathrm{cc}}\right) \geq-\delta$. Thus, if $p_{\mathrm{c}}+r_{\mathrm{cc}} \neq$ 0 , we have

$$
\mathcal{A}_{f_{-}}(q)=\mathcal{A}_{f_{-}}\left(p_{\mathrm{b}}+p_{\mathrm{c}}+r_{\mathrm{bb}}+r_{\mathrm{cb}}+r_{\mathrm{cc}}\right) \geq \mathcal{A}_{f_{-}}\left(p_{\mathrm{c}}+r_{\mathrm{cc}}\right) \geq-\delta
$$

We now prove that $p_{\mathrm{c}}+r_{\mathrm{cc}} \neq 0$. This is equivalent to showing that the class $\left[\pi_{\mathrm{c}}^{-}\left(p_{\mathrm{c}}\right)\right]$ in $\mathrm{H}^{\bullet}\left(D_{\mathrm{c}}, f_{-}\right)$is nonzero. Indeed, if $p_{\mathrm{c}}+r_{\mathrm{cc}}=0$, we have by definition of $r_{\mathrm{cc}}, p_{\mathrm{c}}=-\partial r_{\mathrm{c}}$ and thus

$$
\left[\pi_{\mathrm{c}}^{-}\left(p_{c}\right)\right]=\left[\pi_{\mathrm{c}}^{-}\left(-\partial r_{\mathrm{c}}\right)\right]=\left[-\partial_{\mathrm{c}} \pi_{\mathrm{c}}^{-}\left(r_{\mathrm{c}}\right)\right]=0 .
$$

Denote by $\Phi_{\bar{f}_{\bullet}}: \mathrm{CF}^{\bullet}\left(f_{-}\right) \rightarrow \mathrm{CF}^{\bullet}\left(f_{+}\right)$the continuation map generated by the inverse homotopy $\bar{f}_{s}=f_{-s}$. We know that both $\Phi_{\bar{f}_{\bullet}} \circ \Phi_{f_{\bullet}}$ and $\Phi_{f_{\bullet}} \circ \Phi_{\bar{f}_{\bullet}}$
are chain homotopic to the identity :

$$
\begin{aligned}
& \Phi_{\bar{f}_{\bullet}} \circ \Phi_{f_{\bullet}}-\mathrm{id}_{+}=\partial_{+} \circ \Psi_{+}-\Psi_{+} \circ \partial_{+} \\
& \Phi_{f_{\bullet}} \circ \Phi_{\bar{f}_{\bullet}}-\mathrm{id} d_{-}=\partial_{-} \circ \Psi_{-}-\Psi_{-} \circ \partial_{-}
\end{aligned}
$$

for the differentials $\partial_{ \pm}: \mathrm{CF}^{\bullet}\left(f_{ \pm}\right) \rightarrow \mathrm{CF}^{\bullet+1}\left(f_{ \pm}\right)$and chain homotopies $\Psi_{ \pm}$: $\mathrm{CF}^{\bullet}\left(f_{ \pm}\right) \rightarrow \mathrm{CF}^{\bullet-1}\left(f_{ \pm}\right)$. (In fact, for our purpose here, we only need the first homotopy relation.) Since $\Psi_{ \pm}$also obey the rules of the barricade by Lemma 6.9, the composition of the projections $\Phi_{f_{\bullet}}^{\mathrm{c}}: \mathrm{C}^{\bullet}\left(D_{\mathrm{c}}, f_{+}\right) \rightarrow \mathrm{C}^{\bullet}\left(D_{\mathrm{c}}, f_{-}\right)$ and $\Phi_{f_{\bullet}}^{\mathrm{c}}: \mathrm{C}^{\bullet}\left(D_{\mathrm{c}}, f_{-}\right) \rightarrow \mathrm{C}^{\bullet}\left(D_{\mathrm{c}}, f_{+}\right)$are chain homotopic to the identity on $\mathrm{C}^{\bullet}\left(D_{\mathrm{c}}, f_{+}\right)$by Lemma 6.11. Therefore, on cohomology, the morphism

$$
\left[\Phi_{f_{\bullet}}^{\mathrm{c}} \circ \Phi_{f_{\bullet}}^{c}\right]: \mathrm{H}^{\bullet}\left(D_{\mathrm{c}}, f_{+}\right) \rightarrow \mathrm{H}^{\bullet}\left(D_{\mathrm{c}}, f_{+}\right)
$$

is given by the identity. Moreover, recall that by definition, $p \in D_{\mathrm{c}}$ which guarantees that, as a cycle, $p \in \operatorname{im} \iota_{\mathrm{c}}^{+}$and since $[p]=1_{f_{+}}$, we have $\left[\pi_{\mathrm{c}}^{+}(p)\right] \neq 0$ . Therefore,

$$
\left[\pi_{\mathrm{c}}^{-}\left(p_{\mathrm{c}}\right)\right]=\left[\Phi_{f_{\bullet}}^{\mathrm{c}} \circ \pi_{\mathrm{c}}^{+}(p)\right]=\left[\Phi_{f_{\bullet}}^{\mathrm{c}}\right]\left(\left[\pi_{\mathrm{c}}^{+}(p)\right]\right) \neq 0
$$

This concludes the proof.

### 7.3. Computing spectral invariants.

Lemma C allows one to compute spectral invariants of negative Hamiltonians which are constant on the skeleton of a Liouville domain with non-vanishing symplectic cohomology.

## Lemma C

Suppose $(D, \lambda)$ is a Liouville domain such that $\mathrm{SH}^{\bullet}(D) \neq 0$. Let $H$ be a compactly supported autonomous Hamiltonian on $D$ such that

$$
\left.H\right|_{\mathrm{Sk}(D)}=-A \quad \text { and } \quad-A \leq\left. H\right|_{D} \leq 0
$$

for a constant $A>0$. Then

$$
c(1, H)=A
$$

The proof of Lemma C has three main steps.
STEP 1: We show, using the continuity of spectral invariants, that when $\delta \rightarrow 0$, the spectral invariant with respect to the unit of the Hamiltonian $H_{\delta, A}$ is given the value $A$ of $H_{\delta, A}$ on $\operatorname{Sk}(D)$.

STEP 2: Using step 1, the monotonicity of spectral invariants and the symplectic contraction principle of Lemma 5.5, we prove Lemma C for negative Hamiltonians $H$ which are constant in a neighborhood of $\operatorname{Sk}(D)$.

STEP 3: We construct an homotopy from $H$ to $H_{0, \delta}$ and prove Lemma 5.5 in full generality using the continuity of spectral invariants.

STEP 1. Let $0<\delta<1$ be small enough so that

$$
\delta A<\delta A+\delta \eta_{A}<\eta_{A}
$$

Then, following the proof of Theorem A with $\varepsilon=\delta\left(A+\eta_{A}\right)$, we have that

$$
c\left(1, H_{\delta, A}\right) \geq A-\delta\left(A+\eta_{A}\right)
$$

Notice that $H_{\delta, A}$ converges uniformly as $\delta \rightarrow 0$ to the continuous function $H_{0, A}$ (see Figure 7). Then, by continuity of spectral invariants and the previous equation, we have

$$
c\left(1, H_{0, A}\right)=\lim _{\delta \rightarrow 0} c\left(1, H_{\delta, A}\right) \geq \lim _{\delta \rightarrow 0}\left(A-\delta\left(A+\eta_{A}\right)\right)=A .
$$

Moreover, since $H_{0, A} \geq-A$, continuity of spectral invariants yields

$$
c\left(1, H_{0, A}\right) \leq \max _{x \in D}-H_{0, A}=A
$$

which allows us to conclude that $c\left(1, H_{0, A}\right)=A$.
STEP 2. We prove the Lemma for Hamiltonians which are constant on an open neighborhood of the Skeleton of $D$. Consider an autonomous Hamiltonian $H \in \mathcal{C}(D)$ such that $\left.H\right|_{V}=-A$ and $-A \leq H \leq 0$ for an open


Fig. 7. The continuous Hamiltonian $H_{0, A}$.
neighborhood $V$ of $\operatorname{Sk}(D)$ and a constant $A>0$. The last condition on $H$ allows us to use continuity of spectral invariance to conclude that

$$
\begin{equation*}
c(1, H) \leq A \tag{7.3.1}
\end{equation*}
$$

All we need to do now is prove that $A$ bounds $c(1, H)$ from below.

Define $F \in \mathcal{C}(D)$ to be the continuous autonomous Hamiltonian that agrees with $H_{0, A / r^{\prime}}$ on $D$ for some $0<r^{\prime}<1$. Since $\left.H\right|_{V}=-A$, we can choose $r^{\prime}$ so that the $r^{\prime}$-contraction $F_{r^{\prime}}$ of $F$ under the Liouville flow (see Equation 5.1.7 and Figure 8), has support in $V$ and $-A \leq F_{r^{\prime}} \leq 0$. Therefore,

$$
\begin{equation*}
F_{r^{\prime}}(x) \geq H(x), \quad \forall x \in D \tag{7.3.2}
\end{equation*}
$$

From the contraction principle stated in Lemma 5.5 and the computation of $c\left(1, H_{0, A}\right)$ above, we have

$$
c\left(1, F_{r^{\prime}}\right)=r^{\prime} c(1, F)=r^{\prime} c\left(1, H_{0, A / r^{\prime}}\right)=A
$$

This computation and Equation 7.3.2 yield, by virtue of the monoticity of spectral invariants, the lower bound $A=c\left(1, F_{r^{\prime}}\right) \leq c(1, H)$ as desired. In conjunction with Equation 7.3.1, we conclude that $c(1, H)=A$.


Fig. 8. The Hamiltonians $F, F_{r^{\prime}}$ and $H$.

STEP 3. Now, we prove the Lemma in general. Suppose $\left.H\right|_{\mathrm{Sk}(D)}=-A$ and $-A \leq H \leq 0$. For any $\varepsilon \in(0,1)$, there exists a compactly supported Hamiltonian $H_{\varepsilon}$ such that $\left.H_{\varepsilon}\right|_{V_{\varepsilon}}=-A$ for an open neighborhood $V_{\varepsilon}$ of $\operatorname{Sk}(D)$ and $H_{\varepsilon} \leq H$ everywhere. Indeed, define $H_{\varepsilon}$ as follows : $\left.H_{\varepsilon}\right|_{\operatorname{Sk}(D)}=-A$,

$$
\left.H_{\varepsilon}\right|_{D^{\varepsilon} \backslash \operatorname{Sk}(D)}=b_{\varepsilon}(r) H+\left(1-b_{\varepsilon}(r)\right)(-A)
$$

where $b_{\varepsilon}:(0,1) \rightarrow \mathbb{R}$ is such that

$$
\begin{aligned}
& \left.\circ b_{\varepsilon}\right|_{(0, \varepsilon]} \equiv 0, \\
& \left.\circ b_{\varepsilon}^{\prime}\right|_{(\varepsilon, 2 \varepsilon / 3)}>0 \\
& \left.\circ b_{\varepsilon}\right|_{(2 \varepsilon / 3,1)} \equiv 1 .
\end{aligned}
$$

Then, $H_{\varepsilon}$ satisfies the required conditions and converges uniformly to $H$ as $\varepsilon \rightarrow 0$. We have $c\left(1, H_{\varepsilon}\right)=A$ by the previous computation and by continuity of spectral invariants, we can conclude that

$$
c(1, H)=c\left(1, H_{\varepsilon}\right)=A
$$

This completes the proof.

### 7.4. An isometric group embedding

The computation of spectral invariants carried out in Section 7.3 can be used to construct an explicit isometric group embedding of $\mathbb{R}$ into $\operatorname{Ham}_{c}(D)$.

## Theorem D

Suppose $S H^{\bullet}(D) \neq 0$. There exists an isometric group embedding of $\mathbb{R}$ equipped with the standard Euclidean metric $d_{\text {std }}$ into $\left(\operatorname{Ham}_{c}(D), d_{\gamma}\right)$.

Let $H \in \mathcal{C}(D)$ be an autonomous Hamiltonian such that $\left.H\right|_{V}=-1$ and $-1 \leq H \leq 0$ everywhere for an open neighborhood $V$ of $\operatorname{Sk}(D)$.

Define $\iota: \mathbb{R} \rightarrow \operatorname{Ham}_{c}(D)$ as

$$
\iota(s)=\varphi_{s H}
$$

where $\varphi_{s H} \in \operatorname{Ham}_{c}(D)$ is the time-one map associated to $s H$. We claim that $\iota$ is the desired embedding.

We first bound $d_{\gamma}\left(\iota(s), \iota\left(s^{\prime}\right)\right)$ from above. If $F \in \mathcal{C}(D)$, then $\gamma\left(\varphi_{F}\right) \leq\|F\|$. Moreover, since $H$ is autonomous, $s H \# \overline{s^{\prime} H}=\left(s-s^{\prime}\right) H$. Therefore,

$$
d_{\gamma}\left(\iota(s), \iota\left(s^{\prime}\right)\right)=\gamma\left(\iota(s) \iota\left(s^{\prime}\right)^{-1}\right) \leq\left\|\left(s-s^{\prime}\right) H\right\|=\left|s-s^{\prime}\right|
$$

Now, we bound $d_{\gamma}\left(\iota(s), \iota\left(s^{\prime}\right)\right)$ from below. Since $d_{\gamma}$ is symmetric, we can assume that $s \geq s^{\prime}$. Then, by Lemma B and Lemma C, we have

$$
d_{\gamma}\left(\iota(s), \iota\left(s^{\prime}\right)\right) \geq c\left(1,\left(s-s^{\prime}\right) H\right)=s-s^{\prime}
$$

which completes the proof.
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[^0]:    ${ }^{1}$ We use $\mathbb{Z}_{2}$ coefficients here for simplicity but the cohomological construction that follows can be carried out with any coefficient ring.

[^1]:    ${ }^{1}$ Also called geometric energy.

[^2]:    ${ }^{2}$ This formula for the glued model surface only holds if $\Sigma_{1}$ and $\Sigma_{2}$ are connected.

[^3]:    ${ }^{1}$ Note that the signs for continuity and monoticity differ from [FS07, Section 5] because of differences in sign conventions.

