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Résumé

Les infections virales des voies respiratoires (IVVRs) causées par certains virus comme
la grippe et le COVID-19 ont un impact significatif sur la santé publique et 1’économie
mondiale. Ces infections touchent un nombre important de personnes dans le monde et
exercent une pression immense sur les systémes de santé. Pour atténuer les effets néfastes
des IVVRs, il est important de développer des techniques de détection précoce capables
d’identifier les personnes infectées méme si elles ne présentent aucun symptome. Une telle
détection permet un isolement et traitement rapide, ce qui réduit le risque de transmission et

permet des interventions de santé publique ciblées pour limiter la propagation de 'infection.

Les méthodes de détection actuelles telles que la réaction en chalne par polymérase
(RCP) démontrent une sensibilité et une spécificité élevées, atteignant des taux de détection
de 100% avec certaines méthodes de test disponibles dans le marché. De plus, les approches
actuelles d’apprentissage automatique pour la détection des IVVRs, montrent des résultats
prometteurs ; cependant, les méthodes actuelles reposent souvent sur l'apparition des
symptomes, exigent un équipement cofliteux et un personnel formé, et fournissent des
résultats relativement retardés.

Notre projet vise a étudier la faisabilité de l'utilisation d'un algorithme d’apprentissage
automatique entrainé sur des données physiologiques provenant de biocapteurs portables
lors d’un protocole de test de marche sur escalier pour prédire le niveau d’inflammation asso-

cié aux IVVRs. De plus, I'étude vise a identifier les indicateurs les plus prédictifs des IVVRs.

Des participants en bonne santé ont été recrutés et inoculés avec un vaccin antigrip-
pal vivant pour induire une réponse immunitaire. Au cours d’une série de tests d’escalier
controlés cliniquement, des physiomarqueurs tels que la fréquence respiratoire et la fréquence
cardiaque ont été meusurés a l’aide de biocapteurs portables. Les données collectées ont
été utilisées pour développer un modele de prédiction en ayant recours aux algorithmes
d’apprentissage automatique, combinés avec un réglage d’hyperparametres et en écartant

un participant a la fois lors de ’entrainement du modele.



L’étude a développé avec succes un modele prédictif qui démontre des résultats pro-
metteurs dans la prédiction du niveau d’inflammation lié au vaccin induit. Notamment,
les caractéristiques de variabilité de la fréquence cardiaque (VFC) dérivées du biocapteur
portable présentaient le potentiel le plus élevé pour détecter le niveau d’inflammation,

atteignant une sensibilité de 70% et une spécificité de 77%.

Les implications du modele de prédiction développé sont importantes pour les clini-
ciens et le grand public, notamment en termes d’autosurveillance et d’intervention précoce.
Grace aux algorithmes d’apprentissage automatique et des physiomarqueurs utilisés, en
particulier les caractéristiques de VFC, cette approche a le potentiel de faciliter I’admi-
nistration en temps opportun des traitements appropriés, atténuant ainsi 'impact des
futures épidémies des IVVRs. L’intégration de biocapteurs portables et d’algorithmes
d’apprentissage automatique fournit une stratégie innovante et efficace de détection précoce,

permettant une intervention rapide et réduisant la charge sur les systemes de santé.

Mots clés : Infections virales des voies respiratoires ; Détection précoce ; Biocap-
teurs portables ; Apprentissage automatique ; Physiomarqueurs ; Test d’escalier de 3

minutes ; Variabilité de la fréquence cardiaque



Abstract

Viral respiratory tract infections (VRTIs) caused by certain viruses like influenza and
COVID-19, significantly impact public health and the global economy. These infections
affect a large number of people worldwide and put immense pressure on healthcare systems.
To mitigate the detrimental effects of VRTIs, it is crucial to urgently develop accurate early
detection techniques that can identify infected individuals even if they do not exhibit any
symptoms. Timely detection allows for prompt isolation and treatment, reducing the risk
of transmission and enabling targeted public health interventions to limit the spread of the

infection.

Current detection methods like polymerase chain reaction (PCR) demonstrate high
sensitivity and specificity, reaching 100% detection rates with some commercially available
testing methods. Additionally, current machine learning approaches for automatic detection
show promising results; however, current methods often rely on symptom onset, demand
expensive equipment and trained personnel, and provide delayed results.

This study aims to investigate the feasibility of utilizing a machine learning algorithm
trained on physiological data from wearable biosensors during a stair stepping task protocol
to predict the level of inflammation associated with VRTIs. Additionally, the study aims to
identify the most predictive indicators of VRTIs.

Healthy participants were recruited and inoculated with a live influenza vaccine to
induce an immune response. During a series of clinically controlled stair tests, physiomark-
ers such as breathing rate and heart rate were monitored using wearable biosensors. The
collected data were employed to develop a prediction model through the utilization of
gradient boosting machine learning algorithms, which were combined with hyperparameter

tuning and a leave-one-subject-out approach for training.

The study successfully developed a predictive model that demonstrates promising results in
predicting the level of inflammation related to the induced VRTI. Notably, heart rate vari-
ability (HRV) features derived from the wearable biosensor exhibited the highest potential



in detecting the level of inflammation, achieving a sensitivity of 70% and a specificity of 77%.

The implications of the developed prediction model are significant for clinicians and
the general public, particularly in terms of self-monitoring and early intervention. By
leveraging machine learning algorithms and physiomarkers, specifically HRV features,
this approach holds the potential to facilitate the timely administration of appropriate
treatments, thereby mitigating the impact of future VRTI outbreaks. The integration of
wearable biosensors and machine learning algorithms provides an innovative and effective
strategy for early detection, enabling prompt intervention and reducing the burden on

healthcare systems.

Keywords: Viral respiratory tract infections; Early detection; Wearable biosensors;

Machine learning; Physiomarkers; 3-minute stair test; Heart rate variability
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Chapter 1

Introduction

1.1. Background and Rationale

VRTIs have negative impacts on healthcare systems and economies worldwide. The
emergence of infectious diseases, such as influenza and the recent COVID-19 pandemic, has
underscored the urgent need for early detection methods to mitigate the impact of these out-
breaks. Current detection approaches encompass molecular methods like PCR and antigen
tests, as well as machine learning algorithms combined with wearable biosensors; however,
these methods have limitations.

Molecular methods provide precise detection of viral pathogens; however, their requirements
for specialized equipment, highly trained personnel, and clinical settings pose challenges
for scalability and accessibility. Moreover, the time required for obtaining test results may
impede swift intervention and control measures. On the other hand, machine learning algo-
rithms have demonstrated promising results in VRTT detection, but previous studies predom-
inantly relied on patient-reported symptoms, rendering them unreliable for early detection.
Furthermore, these studies have not adequately explored the prediction of the level of in-
flammation associated with VRTTs.

It is known that individuals with VRTIs may show decreased physical function, suggest-
ing that a physical exercise protocol may be a powerful method to detect infection. To
date, the use of a reproducible physical exercise in conjunction with quantitative biomarker
measurements and machine learning predictive algorithms for VRTI detection has not been

explored.



1.2. Aims of the Study

To address the previously mentioned limitations, we introduce the WE SENSE study
which is a controlled, prospective longitudinal study that seeks to revolutionize the early
detection of VRT1Is by leveraging advanced wearable biosensors including smart shirts, wrist
watches, and rings. Novel infection detection techniques, such as inflammatory biomarker
mapping, PCR testing, and app-based symptom tracking, are employed. The study aims to
identify subtle patterns indicative of infection within a vast dataset of wearable sensor data.
Ultimately, the WE SENSE study aspires to provide a foundation for rapid intervention
and outbreak control. As part of the overarching WE SENSE study, our sub-study focuses
on a controlled, repeatable task, the 3-minute stair test. Our sub-study aims to determine
whether objective data can replace or complement self-reported symptoms for VRTI detec-
tion by utilizing quantitative biomarker measurements and machine learning algorithms. We
hypothesize that physiomarkers, particularly HRV, Breathing Rate (BR), and Minute Ven-
tilation (MV) features derived from wearable devices will exhibit a strong correlation with

the level of inflammation associated with VRTIs.

1.3. Thesis Outline

This thesis begins with a review of the literature (Chapter 2) in which the background
and impact of VRTIs, their current detection methods, as well as related predictors, are
introduced.

The third chapter, presented in the form of an article, is the core of the study in which,
methodology (including the study design, data preprocessing and machine learning model
development and testing), results, and discussion are presented. This chapter is a manuscript
draft that will be submitted to the journal JMIR Public Health and Surveillance.

Additional insights about our approach, its implication on public health, and the future

directions related to our project are presented in the fourth chapter.
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Chapter 2

Literature review

2.1. Background and impact of viral respiratory tract
infections

Infectious diseases that cause VRTIs, such as influenza, rhinoviruses, respiratory syncy-
tial virus (RSV), and the recently identified severe acute respiratory syndrome coronavirus
2 (SARS CoV 2) which caused the COVID-19 pandemic have substantial implications
for global health. The impact of these contagious illnesses spans across all age groups
and necessitates considerable resources from healthcare systems and economies globally
[1]. VRTIs often emerge with mild symptoms resembling the common cold, and they can
have serious consequences on individuals’ respiratory health, particularly among vulnerable
groups such as children, older adults, and those with underlying medical conditions. As
such, VRTIs significantly contribute to the yearly rise in sickness and mortality rates
worldwide [2, 3, 4].

The ongoing COVID-19 pandemic has further emphasized the catastrophic ramifica-
tions of VRTIs, resulting in an unparalleled impact on public health, overwhelming
healthcare systems, and inflicting significant economic burdens on nations [5]. As of June
2023, the total number of COVID positive cases in Canada reached 4686867 and the total
number of deaths is 52804. The peak number of hospitalized patients reached nearly 11000
in 2022 [6]. Even after the COVID-19-related outbreak, vulnerable people might still be at
high risk when catching common influenza.

One of the difficulties associated with VRTTIs is their ability to manifest across a range of
clinical expressions spanning from mild symptoms to severe respiratory distress. Moreover,
individuals infected with VRTIs can carry the virus without experiencing symptoms
(asymptomatic cases), unwittingly transmitting the infection to others. This plays a

substantial role in the rapid transmission and potential for outbreaks of these infections.



2.2. Current methods for VRTI detection

Molecular-based and emerging machine-learning-based approaches to VRTT detection are

now described.

2.2.1. Molecular-based methods

Molecular-based methods for VRTI detection, such as PCR, antigen, and isothermal
nucleic acid amplification, refer to diagnostic techniques that rely on analyzing molecular

components.

PCR tests are a type of test that uses a special technology to make more copies of a
specific gene. This technology relies on the activity of an enzyme called deoxyribonucleic
acid (DNA) polymerase. Detecting VRTI involves converting viral ribonucleic acid (RNA)
into complementary DNA through reverse transcription. Afterwards, PCR amplification
is carried out to quantitatively detect the fluorescent reaction, determining whether the

patient carries the virus. 7, 8].

In addition to PCR methods, diagnostic techniques known as Antigen methods de-
tect the presence of specific antigens, such as viral proteins or components. These methods
typically utilize immunoassays like lateral flow or enzyme-linked immunosorbent assays
(ELISAs) to identify and measure the target antigens accurately. To do this, a patient’s
nasal swab or blood sample is applied to a test strip or plate, interacting with labelled
antibodies specific to the target antigen. The resulting reaction generates a visible signal,
providing clear evidence of whether the target antigen is present or not. Antigen methods
are often preferred due to their ability to deliver rapid results and frequent use in diagnosing

viral infections, including respiratory viruses such as influenza or SARS-CoV-2 [9].

Apart from PCR and antigen tests, there are ongoing advancements in the develop-
ment of techniques for isothermal nucleic acid amplification. These methods allow the
specified reaction to occur at a constant temperature without requiring specialized equip-
ment like thermal cyclers. Isothermal nucleic acid amplification techniques encompass
various approaches such as loop-mediated isothermal amplification (LAMP), recombinase
polymerase amplification (RPA) and helicase-dependent amplification (HDA). These
techniques can be executed using portable devices like tablets, potentially mitigating the
transmission of VRTIs within communities [10].

LAMP is a highly efficient nucleic acid amplification technique, allowing for rapid amplifica-
tion of target DNA within just one hour. It is widely recognized as the preferred diagnostic

test among isothermal amplification methods, with enhanced specificity due to the use
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of four to six distinct primers binding to specific regions of the target DNA [11]. When
dealing with RNA templates, the RT-LAMP reaction achieves amplification in a single step
by incorporating a reverse transcription step. Traditional clinical diagnosis of VRTIs often
requires specialized equipment and takes one or more days for completion, prompting the
search for faster and more convenient techniques. To address this need, researchers have
introduced RT-LAMP tests that are capable of identifying SARS-CoV-2 in as little as 30
minutes [12, 13]. While some early approaches exhibited lower sensitivity, later studies,
such as the one by Zhu et al., implemented a one-step RT-LAMP method combined with
a nanoparticle-based biosensor assay, achieving rapid and accurate detection of VRTIs in
approximately 1 hour with 100% specificity and sensitivity [14]. Similarly, Yang’s team
presented a one-step RT-LAMP method capable of detecting three genes (ORF1lab, N, and
E genes) to facilitate swift COVID-19 diagnosis, demonstrating a specificity of 99% and
sensitivity comparable to RT-PCR [15].

Lu et al. [16] investigated many commercially available methods. The BINAXNOW
INFLUENZA A&B and the FilmArray utilize different technologies to detect influenza
viruses. The BINAXNOW test utilizes a chromatographic immunoassay. While the
FilmArray utilizes RT-PCR technology. Both tests target Influenza A and B viruses and
provide rapid results. The BINAXNOW test can deliver results within 15 minutes while
the FilmArray takes 45 minutes. The sensitivity and specificity of these tests differ. When
using rapid influenza diagnostic tests that rely on nasopharyngeal swabs on a population of
202 participants aged >= 16 years old, the BINAXNOW test has resulted in a sensitivity
ranging from 70% to 89% for Flu A and 50% to 69% for Flu B whereas the FilmArray
has a sensitivity of 97.1% and a specificity of 99.3% [17]. In contrast, the Xpert® Xpress
SARS-CoV-2 test is designed specifically for detecting the SARS-CoV-2 virus. It utilizes
real-time RT-PCR molecular technology and provides 100% sensitivity and specificity.
Results can be obtained within 45 minutes using this test. What sets this test apart is its
focus on COVID-19 diagnosis. While the BINAXNOW and FilmArray tests cover a broader
range of VRTIs, including Influenza A and B, and RSV, the Xpert® Xpress SARS-CoV-2
test is highly specific to the SARS-CoV-2 virus. In summary, these diagnostic tests showcase
diverse technologies, target pathogens, and performance characteristics. Molecular methods,
especially PCR tests, have become the "gold standard for COVID-19 detection" [18] given
their high sensitivity and specificity (100% with the Xpert® Xpress SARS CoV 2).

The downsides of the previously mentioned methods are numerous. While antigen swabs
are easy self-test home kits, they are generally less sensitive than molecular tests like PCR.
Their accuracy can be influenced by the timing of the test since they are typically more
accurate when performed during the peak of viral shedding, which may be a few days
after symptom onset. The disadvantages of PCR and LAMP methods are related to the
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reliance on expensive laboratory equipment and highly trained clinicians. They also take
a considerable amount of time to get the results ready. In addition, they require patients
to be present at the clinic to perform the tests. Furthermore, PCR and LAMP methods
are specific to strains that have the targeted sequences. Moreover, these methods do not
provide an early detection given that in most cases, patients undergo these tests when in

doubt of having a VRTT or after developing symptoms.

2.2.2. Machine learning methods

Machine learning methods have emerged as promising tools for VRTT detection. These
approaches utilize algorithms that can learn patterns and relationships from large clinical
and molecular datasets to classify whether an individual has a VRTI. Due to the recent pro-
liferation of machine learning methods, notably deep learning methods, and the COVID-19
outbreak, most studies presented focused on the detection of COVID-19.

Several studies have proposed automatic detection methods for COVID-19 using different
approaches and data sources, notably X-ray images. Narin et al. [19] utilized deep convo-
lutional neural networks, achieving a sensitivity of 90.6% and specificity of 96.0% with the
InceptionV3 model [20]. Minaee et al. developed Deep-COVID, employing deep transfer
learning. Their ResNet50 model achieved a sensitivity of 98.0% and specificity of 89.6%
for COVID-19 detection [21]. El Asnaoui et al. [22] focused on automated methods for
pneumonia detection using deep learning and X-ray images. They reported a sensitivity of
94.61% and specificity of 98.02% with the Mobilenet V2 model. Ibrahim et al. [23] devel-
oped the Deep-Chest model for classification and diagnosis of COVID-19, pneumonia, and
lung cancer. Using the deep learning VGG19 model combined with a convolutional neural
network (CNN) architecture, they reported a sensitivity of 98.05% and a specificity of 99.5%.
In contrast to the image-based approaches, Quer et al. developed a machine learning model
that incorporated wearable biosensors and patient-reported symptoms for COVID-19 detec-
tion. Their study reported an area under the curve (AUC) of 0.72 when considering metrics
such as resting heart rate, sleep, and activity, as well as an AUC of 0.80 when relying solely
on reported symptoms [24]. Mishra et al. developed a model using smartwatch data, re-
porting a 63% detection rate for symptomatic patients [25].

While these methods demonstrated promising results when relying on X-ray images and de-
cent metrics using wearable biosensors, they are still limited in terms of reliance on special
equipment to capture X-ray images, and they rely on patient-reported symptoms, which

makes them unreliable for early detection, especially with asymptomatic patients.
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2.3. Wearable biosensors for health monitoring
2.3.1. Overview of wearable biosensors

Wearable biosensors continuously monitor a person’s health in real-time using a variety
of technologies, and they provide digital measurements that are neutral and reliable [26].
These metrics, which provide a basic knowledge of a person’s health and activity levels,
include heart rate, breathing rate, minute ventilation, and acceleration offering a general
understanding of an individual’s health and activity levels [27]. Some examples of wearable

devices for health monitoring are now described.

The Apple Watch (Apple Inc, USA) is a wearable with many sensors measuring vari-
ous health and fitness parameters. The accelerometer detects movement and measures steps
taken and calories burned. The gyroscope enhances the watches’ ability to track movement
and orientation accurately, providing valuable data for activities and workouts. Users can
also take an electrocardiogram (ECG) using the electrical heart sensor, which gives insights

into their heart rhythm and detects irregularities.

The Fitbit Sense (Google LLC, USA) is purposely engineered for comprehensive health
monitoring. It incorporates an optical heart rate sensor to track resting heart rates. The
wearable also has an accelerometer as well as a gyroscope to monitor physical activity levels.
It also includes an electrodermal activity (EDA) sensor, which offers valuable insights into
bodily responses towards emotional fluctuations or stressful situations. Also, it incorporates

a skin temperature sensor to measure temperature fluctuations.

The Empatica wearable by Empatica Inc. in the USA is a device capable of moni-
toring and tracking various physiological signals. Using advanced sensors to measure
parameters like EDA and skin temperature enables this device to detect potential health
conditions or environmental influences. In addition to this functionality, it measures heart
rate and heart rate variability providing information about cardiovascular health and stress

levels. Furthermore, an accelerometer is included with this device to monitor activity levels.

The Astroskin/Hexoskin (Carré Technologies Inc, Canada) is a smart shirt that mea-
sures and tracks various physiological parameters. It utilizes integrated sensors to monitor
vital signs such as heart rate, breathing rate, minute ventilation, and heart rate variability.
The shirt also measures activity levels, providing data on steps taken, calories burned,
and overall movement patterns. Additionally, it is a technology that provides accurate

and reliable sensor readings during movement [28]. It also tracks sleep quality, providing
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insights into sleep duration and stages.

The Oura Ring (developed by Oura Health in Finland) is a wearable biosensor capa-
ble of monitoring and analyzing health parameters. By assessing essential physiological
parameters like heart rate, heart rate variability, and body temperature, it offers insightful
data for users’ well-being assessment. The wearable provides insights into cardiovascular
health, stress levels, and sleep quality. It also tracks sleep patterns and stages, offering
detailed information on sleep duration, efficiency, and disturbances. Additionally, the ring

incorporates an accelerometer to monitor activity levels and movement throughout the day.

These biosensors have notable advantages such as the ability to continuously and au-
tomatically monitor and transmit the physiomarkers. Additionally, their small size and light
weight make them portable allowing them to ease the burden of having fewer medical staff
and use more hospital space for emergency or response care [29]; however, they also have
some limitations such as the reliance on batteries which for some devices they tend to last
only one day (Apple Watch). Users might also forget to remove and charge their devices

while not in use, which can make them miss measuring valuable physiomarker data.

2.3.2. Applications of wearable biosensors for VRTI and inflamma-

tion detection

Ding et al. reviewed wearable technology comprehensively for monitoring COVID-19
patients [30]. The study examined various devices, including smartwatches, rings, wrist-
worn bands, earbuds, and flexible skin-like e-tattoos, evaluated for their ability to measure
oxygen saturation (SpO2) that is typically measured using a pulse oximeter (a small, device
that can be clipped onto a person’s finger, earlobe, or another area with good blood flow).
Additionally, they evaluated the effectiveness of chest/abdominal straps, vests, facial masks
(with humidity sensors), and flexible patches in measuring respiratory rate (using sensors
such as accelerometers to detect chest or abdominal movements) [30, 31].

While the previously mentioned technologies provide reliable measures and convenient
insights into vital signs like heart rate, respiratory rate, and SpO2, not all of them are suited
for everyday use and it can be cumbersome and socially awkward to carry such devices
during daily activities. Several other studies have focused on the detection of COVID-19
using wearable devices and patient-reported symptoms [32]. Tayal et al. [33] and Jiang et
al. [34] developed innovative devices capable of measuring various physiological parameters.
Tayal et al’s device assessed SpO2, body temperature and respiration as well as pulse rates,
while Jiang et al’s integrated chest strap measured pulse pressure waves, blood pressure,

ECG, HRV, lung volume and cough frequency.
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In terms of patient-reported diagnosis, multiple studies employed popular wearable devices
such as Fitbit, Apple Watch, Ava-bracelet, and Oura ring. Nestor et al. [35], Rich et
al. [36], Natarajan et al. [37], Alavi et al. [38], Quer et al. [24], Mason et al. [39],
and Conroy et al. [40] evaluated the accuracy of patient-reported symptoms in predicting
COVID-19 cases. Nestor et al. and Rich et al. reported moderate accuracy, with Nestor et
al. achieving an AUC of 60% and Rich et al. demonstrating a sensitivity of 68%. Natarajan
et al. analyzed a large sample size (2745) and reported a reasonable AUC of 77%. Alavi et
al. achieved good accuracy, with a sensitivity of 89% and specificity of 73%. Quer et al.
reported a sensitivity of 72% and specificity of 73%, while Mason et al. achieved relatively
good accuracy with a sensitivity of 82% and specificity of 63%. Conroy et al. demonstrated
moderate accuracy, reporting a sensitivity of 62% and specificity of 88% using the Oura
ring and Garmin.

These studies utilized various wearable devices and methodologies to assess VRTIs. While
each study showed different levels of sensitivity and specificity, the results collectively
highlight the potential of wearable technology in aiding the detection and monitoring of

respiratory infections.

2.4. Biomarkers for inflammation detection
2.4.1. Introduction to biomarkers

In recent years, there have been significant advancements made in the use of molecular-
based substances, such as cytokines, chemokines, and various immune cells status, for
inflammation detection. These techniques involve analyzing specific inflammatory biological
markers (biomarkers), which are substances in the body that are measurable in the biological
media such as the human tissue, cells or fluids, and they can indicate the earliest subtle
changes in the immune system objectively [41].

McClain et al. [42] conducted a study using a human viral challenge to examine the
expression patterns of peripheral blood cytokines during an influenza A (H3N2) infection.
Their findings highlight the distinct and meaningful cytokine expression patterns associated
with symptomatic influenza in humans. The biomarkers and prediction rules included
in their comparative study were chosen based on their wide-ranging clinical use or their
potential to be applied in real-world clinical settings to differentiate between bacterial

and viral respiratory infections and to identify cases of fever without a known cause. [43, 44].

Overall, biomarkers offer several advantages, including objective assessment, provid-

ing a reliable and valid measurement of a particular condition or disease. They are less
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biased compared to questionnaires, allowing for a more accurate evaluation. Biomarkers
also enable the study of disease mechanisms and provide a homogeneous understanding of
risk or disease. However, there are certain disadvantages to consider. Timing is crucial
when using biomarkers, as the sample collection timing can impact the results’ accuracy.
Biomarker analyses can be expensive, requiring financial resources. Storage of samples
is another concern, as the longevity of samples needs to be ensured for future analyses.
Laboratory errors can also affect the reliability of biomarker results. Finally, there is an
ethical responsibility associated with the use of biomarkers, as their interpretation and
application should be made carefully and ethically [41].

2.4.2. Commonly used biomarkers for inflammation detection

Several biomarkers have been studied for inflammation detection. McClain et al. con-
ducted a compelling study, revealing that 53% of human subjects who were exposed to the
influenza virus experienced symptoms [42]. However, their inflammatory biomarkers demon-
strated increasing levels as early as 12 to 29 hours post-inoculation. The used biomarkers
are monocyte chemotactic protein (MCP)-1, interleukin (IL)-6, IL-8, IL-15 and interferon-
gamma induced protein-10 (IP-10). Meanwhile, Davey R et al. [45] found that the severity
of influenza HIN1 and IL-6, IL-10, and Interferon (IFN+) are connected. In another study,
Lee N et al. [46] found that I1-6 demonstrated early increasing levels in the immune system
between 5 to 12 hours after being exposed to the VRTI which is in this case the influenza
virus [47, 44]. The increase of this biomarker preceded symptom onset by nearly 2 days. In
their study, they also found other important biomarkers that showed increasing levels in the
immune systems after nearly 29 to 36 hours post-inoculation. These biomarkers are MCP-1
and the chemoattractants IP-10. Importantly, at times that correspond to average symptom
onset, but still well before symptom peak levels (45 to 60 hours post inoculation), other
cytokines such as IFN~, IL-8 and IL-15 begin to manifest in highly inflamed people [46].

2.5. Heart rate variability as a physiological marker for
VRTI and inflammation during post-exercise con-
ditions

2.5.1. Heart rate variability and inflammation

Heart rate variability quantifies the dissimilarity in temporal gaps separating each
heartbeat. This parameter, influenced by both sympathetic and parasympathetic branches
within the autonomic nervous system, unveils oscillations in successive heartbeats [48].

Quantifying the fluctuations in R-wave to R-wave intervals (RRI), also known as HRV, has
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been considered useful for monitoring autonomic activity, particularly cardiac parasym-
pathetic modulation [48]. By extracting HRV data, physicians, clinical researchers, and
health experts establish vital benchmarks for monitoring an individual’s physiological
parameters regarding optimal health status across varied research activities. The data
assists in identifying indicators that could significantly influence the parasympathetic and

sympathetic nervous systems.

Numerous studies have extensively investigated the association between HRV and in-
flammation. They revealed that HRV and inflammation are inversely correlated [49]. Due
to its established credibility as a measure of cardiac vagal regulation, HRV is expected to
have an inverse connection with inflammatory markers. Numerous studies have provided
evidence supporting this anticipated inverse association. For instance, in a study involving
1,601 healthy young individuals, Haarala et al. [50] observed that reduced low-frequency
HRV (LF-HRV) was linked to elevated levels of C-reactive protein (CRP). Frederick et al.
[51] found that substantial HRV decreases preceded CRP elevations with a 90.9% positive
predictive value within 72 hours after intense activity. Meanwhile, Timothy M et al. [52]
found significant inverse relationships between high-frequency HRV (HF-HRV) and the
biomarker IL-6. Additionally, LF-HRV was significantly inversely correlated with IL-6,
fibrinogen and CRP.

2.5.2. Heart rate variability during post-exercise

Assessing HRV after exercising provides an understanding of an individual’s autonomic
nervous system and overall cardiovascular health and gives a better idea about the balance
between the sympathetic and parasympathetic branches of the autonomic nervous system
[53]. Analyzing HRV after exercise allows us to evaluate how quickly the body returns to
a state of balance after stress, which is a crucial indicator of cardiovascular resilience and
recovery. During exercise, HRV is influenced by demands on the body making it less reliable
for gauging autonomic function [54]. After engaging in activity the heart rate gradually goes
back to its resting state because the parasympathetic nervous system gets reactivated and
the sympathetic activity decreases [55].

Post-exercise HRV is commonly used in non-invasive assessment procedures for the deter-
mination of cardiovascular parasympathetic function. [56, 57, 58, 59, 60]. HRV has also
been employed as a tool to investigate post-exercise autonomic and parasympathetic activity
in studies conducted by Goldberger et al. [61], and Stanley et al. [62]. During recovery
from exercise, HRV demonstrates a time-dependent recovery and eventually goes back to

pre-exercise levels [62]. Recovery conditions such as posture have also been shown to affect
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HRYV recovery, with a more upright posture slowing recovery. Few studies investigated test-
retest reliability of recovery during acute post-exercise, and they have reported moderate to
good relative reliability, such as intraclass correlation coefficient (ICC) values between 0.58
and 0.91 during active recovery [55] and 0.69 to 0.92 during static recovery [63] for various

HRV measures.

2.6. Research gap

Molecular detection techniques are widely considered to be the method, for detecting
viruses due, to their exceptional sensitivity and specificity.[64]; however, these methods do
have their drawbacks. They require samples of purity and specialized laboratory equipment.
Additionally, trained professionals are needed to conduct the tests. It can also take sev-
eral hours for results to be available [65]. One other major downside of such methods is
the requirement of physical presence in clinics to conduct the necessary molecular screen-
ing tests. In previous research studies, there has been a heavy reliance on patient-reported
symptoms; however, this approach poses limitations in effectively detecting asymptomatic
or mildly symptomatic infections [38, 66]. The importance of overcoming this limitation
stems from its direct implications for public health. Investigations into SARS-CoV-2 out-
breaks have shed light on the substantial contribution made by asymptomatic individuals
in driving infection rates—sometimes accounting for up to 69% [67]. It is, therefore, crucial
to recognize and tackle these instances of unnoticed infection so as to effectively control the
transmission of the virus [68]. The current machine learning-based methods either rely on
patient-reported symptoms or have average results for early detection of patients who devel-
oped symptoms. Additionally, until this point, no prior research studies have attempted to
detect the level of inflammation. They are only dedicated to detecting the presence of VRTI.
Detecting the actual level of inflammation could provide flexibility advantages to making the
necessary decisions towards mitigating the negative effects of these VRTIs. Our study aims
to overcome these limitations by leveraging quantitative biomarker measurements (instead
of relying on patient-reported symptoms) and combining wearable biosensors and machine
learning algorithms during a series of easily reproducible physical activity settings for early
detection of VRTIs.
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3.1. Abstract

Background: Viral Respiratory Tract Infections (VRTIs) pose a major threat to public
health. Early detection of these infections and implementation of suitable preventive mea-
sures are crucial to contain their transmission effectively. Machine learning approaches for
automatic, early detection are promising; however, current approaches generally rely on the
onset of symptoms, require expensive equipment, trained personnel, and, often, results are
not quickly available. Thus, the primary aim of this study is to determine if a machine learn-
ing algorithm trained on physiological data from wearable biosensors during a stair stepping
task protocol (3 minutes stair test, 2 minutes recovery) could be used to predict the level of

inflammation. The secondary aim is to determine the most predictive indicators of the VRTT.

Methods: Healthy participants were recruited and inoculated with a live influenza
vaccine to induce an immune response. Physiomarkers, including breathing rate and heart
rate, during a series of clinically controlled stair tests, were monitored via a wearable
biosensor. These data were collected to develop a prediction model using gradient boosting
machine learning algorithms combined with hyperparameter tuning and a leave-one-subject-

out method to train the models.

Results: The study successfully developed a predictive model that accurately pre-
dicts the level of inflammation in individuals. Notably, the features derived from heart rate
variability (HRV) demonstrated the highest potential in detecting the level of inflammation
with a sensitivity of 70% and a specificity of 77%. The findings indicate a correlation
between the physiomarkers collected during the clinically controlled stair tests and the

inflammatory response associated with VRTIs.

Impact: The developed prediction model and its association with the stair tests
have significant implications for clinicians and the general public regarding self-monitoring
and early intervention. By leveraging machine learning algorithms and utilizing physiomark-
ers, particularly HRV features, this approach has the potential to assist in administering

appropriate treatments promptly, thus, mitigating the impact of future outbreaks.

Keywords: Viral respiratory tract infections; Early detection; Wearable biosensors;

Machine learning; Physiomarkers; 3-minute stair test; Heart rate variability.
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3.2. Introduction

VRTIs like COVID-19 and influenza have become major public health issues as they
spread rapidly and can cause severe symptoms or even death. It is vital to establish a
system for early detection of VRTIs, allowing for treatment of these infections in their initial
stages and effectively preventing widespread transmission. The integration of advanced
technologies like artificial intelligence (AI) and machine learning (ML) can play a significant
role in developing and implementing early detection protocols.

Current detection methods involve molecular testing such as antigen methods, isothermal
nucleic acid amplification, and polymerase chain reaction (PCR) which became the gold
standard for COVID-19 detection [64]. For example, Lu et al. [16] investigated many
commercially available methods, including FilmArray (BioFire Diagnostics Inc. Salt Lake
City, USA), a testing system that detects VRTI, such as Influenza A and B, and respiratory
syncytial virus (RSV), using rapid testing PCR technology. This test provides results within
45 minutes and reports a sensitivity of 97.1% and a specificity of 99.3%.

There have also been studies that leveraged ML algorithms to detect VRTIs. For example,
Narin et al. [19] proposed an automatic detection method for Covid-19 using X-ray images
and deep convolutional neural networks. Their study utilized the InceptionV3 model [20],
achieving a sensitivity of 90.6% and specificity of 96.0%. In another study, Quer et al. [24],
developed ML models to detect COVID-19. Although no sensitivity and specificity metrics
were presented, the study reported an area under the curve (AUC) of 0.72 when relying
on resting heart rate (RHR), sleep, and activity metrics. They also used a model that
only relies on patient-reported symptoms, resulting in an AUC of 0.80. This latter, more
predictive model, may be of limited practical use for early detection of VRTIs as it relies on

symptoms. Moreover, it cannot be used to detect infection in asymptomatic individuals.

Biological markers (biomarkers) can be used to objectively measure the immune re-
sponse in cases of inflammation. They are also effective in detecting inflammation early on
as they show increased levels in the host immune system several hours before symptoms
begin to manifest [41]. Several research studies have identified monocyte chemotactic
protein 1 (MCP-1), certain interleukins (IL 6, IL 8, IL 10, IL 15), interferon gamma induced
protein 10 (IP 10), interferon gamma (IFN+v) and tumour necrosis factor alpha (TNF«) as
being strongly associated with inflammation detection [42, 45, 46, 47, 69, 70].

Additionally, research has found that there is an inverse correlation between inflam-

mation and HRV [49, 50, 51, 52]. This means that as inflammation increases, HRV

decreases.
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Other studies report that HRV may act as a physiomarker of cardiac wellness during
post-exercise periods [55, 59, 62], suggesting that exercise protocols could be a key
component of early VRTI detection.

Overall, previous studies mostly relied on the onset of symptoms, required special
equipment, highly trained clinicians, and with some methods, results are not quickly
available. Additionally, to date, no prior research has attempted to detect the level of
inflammation but rather focused only on detecting the presence/absence of VRTIs. Thus, we
have developed the Wearable Sensors for Early Detection and Tracking of Viral Respiratory
Tract Infection (WE SENSE) protocol [68]. The overall objective of WE SENSE is to
leverage wearable biosensors combined with ML algorithms and quantitative objective
immune response measurements to allow for early detection of VRTIs. In the present study,
we explore the use of a controlled exercise protocol within this paradigm. Specifically, the
aims of this study are to (1) assess the potential of a 3-minute stair-stepping task to predict
the level of inflammation using ML and wearable biosensors and (2) identify the most

critical wearable sensor-derived metric indicators (features) of such infections.

3.3. Methods
3.3.1. Participants

We recruited healthy adults (aged 18 to 59 years). Exclusion criteria were pre-existing
respiratory tract infections or other underlying health conditions. Additionally, we only
recruited participants who did not intend to receive a COVID-19 or seasonal influenza vaccine
during the study period, and participants had to be clear of any other inflammation within
7 days prior to the start of the study. We conducted the data collection from December
2021 to February 2022. Participants were recruited through word-of-mouth and posted
advertisements in Montreal, Canada. Further details about the inclusion, exclusion, and

withdrawal criteria are provided in the study protocol [68].

3.3.2. Study design and data collection

The study period lasted 12 days and was divided into two distinct phases: the pre-
inoculation period (considered as day -7 to day 0) and the post-inoculation period (day 0 to
day 4). On day -7, participants continuously wore a Astroskin (10 participants) / Hexoskin
(45 participants) garment (Carré Technologies, Inc. Montreal, Canada) to monitor their
physiomarkers (Figure 3.1 A). Blood samples were also collected (Figure 3.1 B), and a 3-

minute stair-stepping test (3MSST) followed by 2 minutes of recovery was conducted (Figure
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3.1 C). The Astroskin/Hexoskin garment was used to collect the following physiological
markers relevant to respiratory health:

e Heart Rate (HR): The number of heartbeats per minute (bpm)

e Breathing Rate (BR): The number of respirations per minute (rpm)

e Minute Ventilation (MV): The total volume of air breathed in a minute, derived
from the breathing rate and the tidal volume, which is the volume of air inspired in
the last inspiration (ml/minute)

e RR Interval (RRI): The time duration between two consecutive heart beats on an
electrocardiogram (ECG) (seconds)

The data format of the measured physiomarkers is a 1-D array counting 300 rows (1 data
point every second) per physiomarker per visit. Each data point is an integer number for
HR, BR, and MV, and a floating point value for RR. Although the Astroskin shirt also
measures blood oxygen concentration, we limited analyses to signals that were common to
both garments (the exact same raw data is provided by both biosensors). The accuracy
and reliability of the smart shirts have been previously established [71, 72, 28|. On day 0,
blood samples, and a stair test were performed to provide additional baseline data and assess
participants’ physiological responses during exertion. Participants were then inoculated with
a live attenuated influenza vaccine (LAIV): FluMist® [73]. The post-inoculation period (5
days) involved daily blood sample collection to monitor the participants’ response to the
inoculated influenza vaccine. Participants performed the stair test 3 additional times during

the post-inoculation period (days 1, 2 and 3).
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Figure 3.1. Study design

The study incorporates continuous physiomarker monitoring (A). The inoculation takes place
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on day 0, with nasal swabs and blood samples collected on days -7 and 0, as well as during
the post-inoculation period (B). The 3-minute stair test (C) was conducted on days -7, 0, 1,

2 and 3. Idealized inflammation response curve shown.

3.3.3. Calculating the immune response score

Blood samples facilitated the measurement of biomarkers and immune-related factors,
aiding in identifying baseline levels and subsequent changes induced by the influenza vaccine.
The inflammation level was obtained by calculating the immune response score (IRS) which
is the objective of our prediction model. This score is composed of the mean value of 8
measured biomarkers (IFN~, IL-6, IL-8, IL-10, IL-15, IP-10, MCP-1, and TNF«a) during
each visit (equation (3.3.1)). A detailed definition of each biomarker is presented in Table
3.1. These biomarkers were chosen due to their ability to detect inflammation in the host
immune system [42, 45, 46, 47, 69, 70]. These biomarkers were measured using the ELISA
method which involves the use of specific antibodies that bind to the target biomarker.
Additionally, the Cytokine Arrays method was used which is a microarray technology that

can simultaneously measure the levels of multiple cytokines in a single sample [74].
1 n
IRS = - ) (3.3.1)
"=

Where:

n = Number of measured biomarkers (8)

z; = Individual biomarker measurement at index

We then used 4 IRS scores obtained from the baseline period (2 scores per visit), to calculate
the IRS’ coefficient of variance (CoV) for each participant (equation (3.3.2)), allowing us to

assess the individual variation of the IRS values.

oy [VESEA( = X2+ L5, (v - VP
N P X X+ XL Y

n

(3.3.2)

Where:

X; = IRS values at the first baseline visit (i = 1, 2)
Y; = IRS values at the second baseline visit (i = 1, 2)
X = Mean of the IRS values at the first visit

Y = Mean of the IRS values at the second visit

n = Number of IRS values (pairs of values)
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We used these CoV values to apply a 0-CoV normalization (equation (3.3.3)) to the original
IRS:
Normalized IRS = IRS — average CoV — 1 (3.3.3)

By normalizing the IRS values, the individual baseline variations among all participants are

eliminated, thus, providing generalizable scores of inflammation levels.

Table 3.1. Definitions of the used biomarkers

Biomarker Definition
IFN~ Interferon-gamma (IFN+) is a cytokine that plays a crucial role in the immune
response to viral infections and various immune system functions.
IL-6 Interleukin-6 (IL-6) is a proinflammatory cytokine involved in the regulation
of immune responses and acute-phase reactions.
IL-8 Interleukin-8 (IL-8) is a chemokine that attracts and activates neutrophils,

playing a key role in the inflammatory response.

IL-10 Interleukin-10 (IL-10) is an anti-inflammatory cytokine that helps regulate and
limit immune responses.

IL-15 Interleukin-15 (IL-15) is involved in immune system functions, including the
development and activation of T and natural killer cells.
IP-10 Interferon-gamma-induced protein 10 (IP-10) is a chemokine that recruits im-

mune cells to sites of infection and inflammation.

MCP-1 Monocyte chemoattractant protein-1 (MCP-1) is a chemokine that attracts
monocytes to sites of injury and infection.

TNFa Tumor necrosis factor-alpha (TNFa) is a proinflammatory cytokine that plays
a key role in the body’s response to infection and inflammation.

3.3.4. Physiological parameter monitoring (stair test)

The stair test consists of stepping for 3 minutes (with a consistent pace of 30
steps/minute) up and down a step having a height of 20 cm [68]. We chose this controlled
clinical test as it’s been previously used to uncover information about a participant’s
physiological response to exercise-induced stress [75, 76, 77, 78]. Following the test,
participants recovered in a seated position for 2 minutes. Physiomarkers were monitored

during the entire session.

3.3.5. Data processing and feature extraction

First, the 5-minute period of interest (stair test and recovery) was segmented based on
annotated timestamps, resulting in 238 visits having 4 signal data files per visit and 300
data points (integer numbers) per signal (Figure 3.3 A). We then plotted all the sensor data
for each visit to assess the signal quality and identify missing or noisy segments through
a visual inspection (Figure 3.3 B). Examplars of noisy and typical heart rate signals are

shown in Figure 3.2. During this step, data were removed due to noisy signals from BR (24
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visits), missing or noisy HR signal (49 visits), noisy MV signals (3 visits), and missing or
noisy RRI signal (68 visits). Next, we performed data cleaning. This involved identifying
inconsistencies and errors in the dataset that were flagged by Hexoskin’s systems and the
data cleaning protocols (detailed in Table 3.2 [79, 80, 81] and Figure 3.3 C). The data points
having such inconsistencies and errors are discarded from the record of the concerned visit.

Finally, we performed artifact removal for the RRI data following 3 rules (Acar, Karlsson
and Malik rules) [81] (Figure 3.3 D).
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Figure 3.2. Visual inspection of the data.
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Table 3.2. Data cleaning rules

Signal Cleaning rules [79, 80, 81]

» Keep data points where the BR quality flag is 0 or 2

BR | « Discard data points where BR is outside the range [4, 60]
respirations per minute (rpm)

MV | « Keep data points where MV is under 160000 ml/minute

RRI | ° Discard data points where RRI quality is 128

« Discard data points where RRI is outside the range [0.25, 2] seconds
Abbreviations: RR (breathing rate), MV (minute ventilation),

RRI (R wave to R wave interval). Data quality flags 0, 2 and 128 correspond to
“good quality respiration”, “abdominal channel disconnected”

(we can use the thoracic channel alone), and “unreliable RRI signal”, respectively [82]

We extracted the HRV features during the first minute of recovery using the Flirt Python
package [81]. Flirt offers tools and algorithms specifically designed for extracting HRV-
related features from the RRI signal, including statistical (e.g. min, max, mean), time-
domain (e.g. skewness, kurtosis, number of peaks), and frequency-domain features (e.g. low
frequency to high frequency ratio) (Figure 3.3 E). Furthermore, we calculated additional
features to further enhance the analysis (Figure 3.3 F). These features specifically targeted
the BR, HR as well as the MV signals, and included the increase or decrease from the baseline
during specific time intervals of the stair test, such as minutes 0 to 3 and 3 to 4 (equation
(3.3.4)). An AUC feature was also calculated (using the Trapz function provided in the
Numpy Python package [83]) for the 3 minutes of activity and the subsequent minute of
recovery. A full list of features is provided in Table 3.3.

f= ;x — ;(x —1); (3.3.4)

Where:

f = The calculated feature
xr; = Last 5 data points in minute x
(x — 1); = First 5 data points in minute z — 1
Finally, we concatenated the cleaned data, extracted and calculated features, and consoli-
dated all relevant information for a particular visit into a cohesive record. Afterwards, we

merged all visits together resulting in a final dataset having 170 rows (visits) and 40 columns

(39 features and the corresponding IRS score for each visit) (Figure 3.3 G).
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Table 3.3. Full feature list

Feature name

Definition

Source

signal inc 0 1

Difference of the signal from minute 0 to minute 1

Equation (3.3.4

signal inc_ 1 2

Difference of the signal from minute 1 to minute 2

Equation (3.3.4

signal inc_ 2 3

Difference of the signal from minute 2 to minute 3

signal _dec 3 4

Difference of the signal from minute 3 to minute 4

)
)
Equation (3.3.4)
Equation (3.3.4)

Area under the curve of the signal during the 3 minutes

signal auc 3 of activity Numpy
. Area under the curve of the signal during the first minute
signal auc 3 4 Numpy
of recovery
Magnitude of the differences between consecutive .
rmssd Flirt
heartbeats
If hf ratio Low frequency to high-frequency ratio Flirt
std__hr Standard deviation of the heart rate Flirt
peaks Number of RRI peaks Flirt
n_above mean | Number of RRI peaks above the mean Flirt
skewness Skewness (assymetry) of the data distribution Flirt
range nni *max(NN__intervals) - min(NN__intervals) Flirt
kurtosis Kurtosis of the data distribution Flirt
sdnn Standard Deviation of the NNI Flirt
cvnni Coefficient of Variation of the NNI Flirt
mean hrv Heart rate variability mean value Flirt
min_ hrv Heart rate variability min value Flirt
max_ hrv Heart rate variability max value Flirt
vlf _hrv Very Low-Frequency power Flirt
If hrv Low-Frequency power Flirt
hf hrv High-Frequency power Flirt
lineintegral Are under the curve of the heart rate variability Flirt
iqr Dispersion of the heart rate variability measures Flict
within the middle half of the data
entropy entropy of the heart rate variability Flirt
median nni *Median of NN intervals Flirt
mean nni *Mean of NN intervals Flirt

signal can be heart rate, breathing rate, minute ventilation
Abbreviations: RRI (R-wave to R-wave Interval)
* NNI (Normal to Normal Interval)
* RMSSD (Root Mean Square of Successive Differences)
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Figure 3.3. Diagrammatic representation of the data preprocessing approach

Raw data are segmented (A), inspected (B), cleaned (C), and artifacts are removed (D).
Afterwards, features are calculated and concatenated (E, F, G).

3.3.6. Machine learning model development

Selecting an appropriate model for our task is a critical step. Our objective was to pre-
dict the inflammation response score using a combination of physiological features obtained
from wearable garment biosensors, making it a regression task. Several models can be ap-
plied for such tasks, each with distinct characteristics and trade-offs. Linear Regression, a
classic method that models relationships using a linear equation, offers simplicity and in-
terpretability; however, it cannot model complex non-linear relationships. Random forests,
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an ensemble method, combines decision trees by using random feature selection and data
subsets, offering high predictive accuracy and resistance to overfitting. XGBoost, another
ensemble technique, builds decision trees sequentially, optimizing for errors made by previ-
ous trees, this model provides exceptional predictive performance and fine-tuned control over
regularization. Finally, neural networks, a deep learning approach, use interconnected layers
of artificial neurons to capture complex, non-linear relationships and are best suited for un-
structured data like images and text; however, they demand large amounts of data and can be
computationally intensive. The choice of the model in the current work depended on factors
like the dataset size (which in our case was small), prediction task, problem complexity, and
interpretability. While a Gradient Boosting algorithm (XGBoost [84]) was selected due to
its ability to model complex relationships, handle missing data, and its robust performance
[85], we also used a random forest model for comparison given the limited number of stud-
ies to directly compare our results with. We now describe the steps taken in our machine
learning model development pipeline in order to predict the inflammation response score.
First, data were split into train and test sets, taking into account the participants’ balanced
number of visits pre and post-inflammation. Five randomly selected participants were kept
in the test set, and the remaining participants (n=50) were included in the train set (Fig-
ure 3.6 A). Next, we applied filter methods to the train set to reduce features and improve
model performance (Figure 3.6 B). We removed duplicate features, features with a variance
lower than 0.01 across the dataset (poor predictive potential since these features are nearly
invariant across inflammation states), and highly correlated features (correlation threshold,
r > 0.8). Finally, we employed hyperparameter tuning to optimize our machine learning
model’s performance. Specifically, we used GridSearchCV from the Scikit-learn library to
systematically search through a predefined hyperparameter grid that included "max_depth",
"learning_rate', "'n_ estimators", and "alpha'. GridSearchCV performed multi-dimensional
tuning, exploring various combinations of these hyperparameters, rather than tuning one
hyperparameter at a time. GridSearchCV essentially performed an exhaustive search, trying
every possible combination of hyperparameters defined in our grid to identify the combina-
tion that resulted in the least mean squared error (MSE) of the predicted IRS. The grid
search approach was implemented with a 3-fold cross-validation to reduce the risk of overfit-
ting (Figure 3.6 C). A 3-fold cross-validation when tuning the hyperparameters means that
the train data is split into 3 approximately equal parts. The grid search algorithm iteratively
uses each fold as a testing set while the remaining two folds are used as the training set. This
process is repeated three times, with each fold serving as the testing set exactly once. After
each iteration, the model’s performance is evaluated based on the MSE values obtained from
the prediction on the test set. Table 3.4 presents the hyperparameters, the ranges, the final

tuned value and the step size during the tuning process.
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Table 3.4. Tuned hyperparameters

Hyperparameter | Range Meaning Tuned value Step size
Alpha 0.5 to 0.6 Controls the regularization term 0.5 01
in the model
Determines the step size at .
each boosting iteration, influencing 5 specific
learning rate | 0.01 to 1 . ’ 0.1 values (0.01, 0.1,
the impact of each tree on the
i 0.5, 0.8, 1)
final prediction
Limits the depth of each decision
max_depth 50 to 150 tree in the ens.emble, prever_ltmg 50 10
overcomplexity and reducing
overfitting
Specifies the number of boosting
n_estimators | 50 to 100 | rounds, representing the number 50 10
of decision trees in the ensemble

3.3.7. Machine learning model training and evaluation

We trained and tested models using a leave-one-subject-out strategy (Figure 3.4). This
approach involved training on the combined train data (n=>50 participants for training which
corresponds to 153 visits) and the test participants’ data for 5 iterations (n=>5 participants
for testing, 16 visits), excluding one participant during each iteration. Specifically, we use
the 50 (train) + 4 (test) participants data to train the model and we test its performance
on the left out participant from the test set and we repeat that with each test participant.
To assess model performance, mean and standard deviation of performance metrics (across
the 5 test participants) are reported.

We developed 9 models to assess the predictive potential of different feature sources. For
the BR, HR, MV signals, we developed 2 models based on features extracted from the 3
minutes of activity and the first minute of recovery, respectively. The model based on HRV
features was only generated for the recovery period since HRV analysis is mainly relevant
during rest/recovery [55, 59, 62, 61]. Additionally, we trained a model based on the features
derived from the combined signals and a random forest model using HRV features during

recovery for comparison.
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Figure 3.4. Leave-one-subject-out training strategy

We evaluated the regression model’s performance using the MSE values of the predicted IRS
(Figure 3.6 E), then, we derived a binary outcome from the predicted values by setting a
threshold n, classifying participants as no inflammation (IRS <= n) or high inflammation
(IRS > n) (Figure 3.5). A threshold of n=0 is justified in the scatter plot of the predicted
vs true IRS values in Figure 3.10. This binary outcome enabled the evaluation of model
performance via classification-related metrics (Figure 3.6 G), including accuracy, sensitivity,
specificity, precision, and AUC, which is the primary metric we used to evaluate the classi-
fication performance.

The effect of varying thresholds in the range [-0.3, 0.3] is explored.
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Figure 3.5. Representation of the binary conversion process.

An IRS score above the threshold 0 indicates inflammation, while a score equal to or below

0 indicates a healthy participant. Idealized inflammation response curve shown.
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Figure 3.6. Model development and evaluation

Steps taken during the model development and evaluation phase are shown.

3.4. Results

3.4.1. Overview

The XGBoost models were able to predict the IRS based on features derived from the
wearable sensors (Table 3.5). Models trained on the activity period (3 minutes of stair
activity) achieved a maximum AUC of 0.66, the highest one was trained on HR features
only. Models trained on the first minute of recovery achieved AUC scores of 0.43, 0.60, 0.69

o1



and 0.73 for the BR, HR, MV, and HRV feature sets respectively. The highest performing
model (recovery, HRV, AUC = 0.73) achieved a sensitivity of 0.7, a specificity of 0.77, and
a precision of 0.75. The random forest model that leverages HRV features during recovery

(HRV-RF) demonstrated lower performance compared to the XGBoost model.

Table 3.5. Model results according to the source of the features during activity vs recovery

Period \ Features MSE Sensitivity | Specificity | Precision AUC
Combined 0.08 (0.06) | 0.38 (0.41) | 0.92 (0.14) | 0.67 (0.47) | 0.65 (0.25)
BR | 0.14 (0.12) | 0.00 (0.00) | 0.72 (0.27) | 0.00 (0.00) | 0.36 (0.13)
Activity | HR | 0.07 (0.07) | 0.47 (0.45) | 0.85 (0.20) | 0.67 (0.24) | 0.66 (0.23)
MV | 0.11 (0.09) | 0.10 (0.20) | 0.90 (0.20) | 0.50 (0.50) | 0.50 (0.16)
BR | 0.14 (0.16) | 0.00 (0.00) | 0.84 (0.20) | 0.00 (0.00) | 0.43 (0.10)
HR [ 0.10 (0.11) | 0.40 (0.49) | 0.80 (0.24) | 0.62 (0.12) | 0.60 (0.12)
Recovery | MV | 0.10 (0.09) | 0.50 (0.45) | 0.88 (0.14) | 0.62 (0.41) | 0.69 (0.26)
ARV | 0.13 (0.14) | 0.70 (0.40) | 0.77 (0.29) | 0.75 (0.25) | 0.73 (0.16)
HRV-RF | 0.14 (0.19) | 0.40 (0.49) | 0.83 (0.21) | 0.50 (0.41) | 0.62 (0.23)
Abbreviations: BR, (breathing rate), HR (heart rate),
MSE (mean squared error), MV (minute ventilation),
HRV (heart rate variability), AUC (area under the curve).
Highest AUC per period (activity, recovery) shown in bold font.
Mean (Standard deviation) across the the 5 test participants shown.

3.4.2. A closer look at the best-performing model

Further details related to the model with the strongest performance (recovery period,
HRV, AUC = 0.73) are now presented. The model comprises 8 features (see Table 3.6 and
Figure 3.7 for a description of each feature and relative feature importance, respectively).
Feature importance is a measure that quantifies the contribution of each input feature to the
predictive performance of the model. It helps us understand which features have the most
significant influence on the model’s predictions. XGBoost measures feature importance by
computing the gain achieved from each feature across all trees in the model. The gain
represents the improvement in accuracy or reduction in loss resulting from a particular
feature when used in a split decision within the trees. Features contributing to higher gain
values are considered more important.

Sum of Gains for All Splits on a Feature

Total Sum of Gains in the Model
Here, the gain is calculated for each feature as it is used in each decision tree for splitting.

(3.4.1)

Feature Importance =

The importance score for a feature is then determined by aggregating the gains across all

trees, normalizing these values by the total sum of gains in the model.
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Table 3.6. Most important features

Feature name | Feature importance
If hf ratio 0.174
std__hr 0.172
peaks 0.167
n_ above mean 0.142
skewness 0.123
range nni 0.095
kurtosis 0.067
mean_ nni 0.059

Feature Importance

If_hf_ratio

std_hr

peaks

n_above_mean

skewness

range_nni

kurtosis

mean_nni

0.000 0.025 0.050 0.075 0.100 0.125 0.150 0.175
Feature importance

Figure 3.7. Feature importance of the best performing model
The most important feature is the low-frequency to high-frequency ratio with an impor-

tance of 0.174. The second and third most important features are the heart rate’s standard

deviation and the number of RRI peaks with an importance of 0.172 and 0.167, respectively.
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A confusion matrix is presented (Figure 3.8).

No Inflammation

True labels

High Inflammation -

Predicted labels

Figure 3.8. Confusion matrix of the best-performing model.

The confusion matrix provided here is a tabular representation used to evaluate the perfor-
mance of our model. It consists of two classes: "no inflammation" and "high inflammation".
The rows of the matrix represent the true labels, while the columns represent the predicted
labels.

3.4.3. Effect of binary conversion threshold on model performance

For the best model, the binary threshold was varied over the interval [-0.3, 0.3] in steps of
0.1 which allows to obtain the ROC/AUC curve (Figure 3.9) (note that we cannot generate
such curve automatically using Scikit Learn’s pre-existing methods since this is a regression
task that was later converted to a classification task). Increasing thresholds led to maximizing

specificity while decreasing thresholds maximized sensitivity (Table 3.7).
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Table 3.7. Effect of the threshold on sensitivity and specificity values

Threshold | Sensitivity | Specificity | True positives (visits) | True negatives (visits)

-0.3 1.00 0.00 16 0
-0.2 1.00 0.30 7 2
-0.1 1.00 0.57 7 )

0 0.70 0.77 5) 7

0.1 0.00 0.83 0 11

0.2 0.00 0.83 0 11

0.3 0.00 1.00 0 15

Figure 3.9 is the corresponding ROC/AUC curve.

Area Under Curve = 0.82
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Figure 3.9. ROC/AUC curve of the best performing model
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A scatter plot of the predicted vs the true IRS values is shown in Figure 3.10.

Scatter Plot of Predicted vs. True Values
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Figure 3.10. Scatter plot of the predicted vs true IRS values

This scatter plot shows the relationship between predicted and true values. Each point on
the plot represents a predicted value. The plot includes a dashed diagonal line representing
perfect prediction (where predicted equals true). In this scatter plot, we can geometrically
see that the threshold of 0 sets apart the classes "no inflammation" and "high inflammation".
The top-left as well as the bottom-right sides of the plot delimited by the dashed lines (x=0

and y=0) contain the misclassified predictions.

3.5. Discussion
3.5.1. Summary

This study aimed to assess the potential of wearables for early detection of VRTTs using
machine learning algorithms and data collected during a controlled physical exercise (3-
minute stair test). The model was able to predict the inflammation level (IRS) using features
derived from the wearable device. We were able to obtain the highest predictive ability using

HRV features during the first minute of recovery after the stair-stepping task.
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3.5.2. Study design

The study design encompassed a structured timeline and a series of carefully planned
visits and procedures. Even though moderate symptoms associated with viral replication
are anticipated after the LAIV inoculation, we expected the participants’ immune systems
to have a similar response as if exposed to mild influenza. The choice of the number of
days pre-inoculation is justified by the fact that we wanted to establish a general baseline
by capturing the most truthful trend within the participants’ daily lifestyle since a person’s
physiological activity is not the same during all days of the week. Additionally, the choice of
exactly 5 days post-inoculation is due to the fact that we wanted to capture all physiological
states (no inflammation, high inflammation), especially the peak of inflammation, which is
estimated to happen during the first four days after inoculation [42]. Additionally, the use
of the Astroskin/Hexoskin biosensor is backed up by its ability to ensure a non-invasive and
convenient solution for collecting real-time data, allowing for a comprehensive assessment of

participants’ respiratory system throughout the study.

3.5.3. Effect of features on model performance

In line with our second objective, we demonstrated that features derived from different
data sources have different predictive abilities. The model utilizing BR features during
the activity period exhibited limited performance. Similarly, the MV during the activity
period also displayed relatively lower performance metrics. However, the model trained
on HR features during the activity period performed better than the other features in the
same period. In contrast, models focused on the recovery period based on BR and MV
features showed improvement compared to their activity-based counterparts. Notably, the
MV features during the recovery period exhibited higher AUC and specificity, suggesting
its potential relevance in predicting respiratory tract infections during recovery periods.
Moreover, the model trained on HRV during the first minute of recovery revealed highest
sensitivity, precision, and AUC values among the analyzed features. Finally, the model using
the combined features derived from the HR, BR, MV, and RRI signals demonstrated poor
performance metrics. This could be explained by the high number of features compared to
the low number of visits which deepens the complexity of the relation between the different
data points. These results demonstrate that HRV features are particularly important in
enhancing the model’s predictive performance. These findings are aligned with previous
research [55, 59, 62, 61], reporting that HRV may act as a physiomarker of cardiac wellness

during post-exercise periods.
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3.5.4. Effect of binary conversion threshold on model performance

Our study design allows setting a binary conversion threshold to the IRS. An additional
exploratory objective was to assess the effect of varying the threshold level on model perfor-
mance. This analysis confirms that the most balanced tradeoff between high sensitivity and
specificity is attained when setting a threshold of 0. Other threshold values result in either
higher sensitivity or specificity. This approach enables flexibility in adjusting the sensitivity
and specificity of the model and it becomes particularly significant when considering the
real-world implementation of our models in different scenarios and settings.

To ensure the most effective utilization of our model, we recommend setting the threshold
value in accordance with local public-health goals. The choice of the threshold should align
with the specific objectives of the given context, taking into account the desired outcome
and priorities.

In scenarios where our utmost focus lies in curbing the spread of infections. It becomes es-
sential to prioritize sensitivity by selecting a lower threshold. This strategic decision aims to
capture as many true positive cases as possible while reducing the probability of encounter-
ing false negatives. Early detection of individuals with VRTIs allows for the implementation
of necessary measures that effectively deter any chance of further transmission. On the
contrary, certain situations require avoiding unnecessary quarantines or disruption in in-
fected individuals’ lives. In such circumstances, adopting a higher threshold that prioritizes
specificity proves advantageous. By doing so, we aim to minimize the number of individ-
uals erroneously perceived as infected, thus preventing unnecessary isolation or quarantine

measures.

3.5.5. Comparison with previous studies

Our results are not directly comparable to existing studies due to the uniqueness of
our approach. It must be regarded that variations in approaches, methodologies, features
and objectives between the studies have an impact and should be taken into consideration.
Most studies relied on patient-reported diagnoses rather than quantitative measurements of
inflammatory markers to predict VRTIs. In the context of VRTIs caused by COVID-19,
Quer et al. [24] reported an AUC of 0.72 when relying on resting heart rate, sleep, and
activity metrics. Mason et al. [39] and Conroy et al. [40] achieved AUCs of 0.82 (both
studies) with sensitivity of 82 and 62% and specificity of 63 and 88%, respectively. Our
model shows decreased performance compared to these studies (AUC of 0.73); however, our
results are achieved through objective markers extracted from wearable devices. Moreover,
our “diagnoses” (no inflammation vs high inflammation) are likely obtained more quickly,

prior to the onset of symptoms, making our approach more useful in public-health settings.
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3.5.6. Limitations

Several limitations are worth noting. The 3-minute stair test was performed under con-
trolled laboratory conditions. Potential participants could reproduce this task in real-world
settings, but the quality of task execution may affect the performance of our algorithms.
Ideally, strenuous physical activity (and recovery) would be automatically detected using
the wearable devices and algorithms would be robust enough to perform under these types
of uncontrolled activities. This makes further investigations imperative for validating these
findings in diverse settings that account for representing real-world conditions. In addition,
missing and noisy data led to a reduction in the dataset size. The utilization of consumer-
grade wearable devices (smaller and more convenient for every-day use compared to the
Astroskin that comes with a head band and requires the user to put a relatively large device
measuring the acceleration in the correct orientation) for data collection, while not eliminat-
ing the possibility of recording missing and noisy data, would allow for more extensive data
collection to be conducted. Furthermore, the group of participants in our study was limited
since we specifically focused on healthy adults. It is important to recognize that extending
our conclusions to groups like the elderly or vulnerable populations may require additional
investigation. These groups may exhibit variations in their physiological responses to infec-
tions and unique profiles of biomarker changes. Consequently, future research should aim to
replicate and adapt our methodology to these diverse populations, ensuring broader appli-
cability and effectiveness of our early detection approach. Finally, it is essential to recognize
the limitations of our study concerning the specificity of detectable inflammations. Our em-
phasis on respiratory inflammation and specific biomarkers associated with this context may
not encompass the full spectrum of inflammatory responses within the body. Inflammatory
processes can vary significantly depending on underlying causes and affected systems. While
our model displays promise in detecting respiratory tract infections, its specificity may be
more confined to this particular inflammatory context. Researchers should exercise caution
when applying our findings to broader inflammatory conditions, considering the need for

context-specific models in such cases.

3.6. Conclusions

The findings validate the effectiveness of wearable biosensors and machine-learning tech-
niques for early detection of VRTIs. By leveraging HRV features, the model exhibited
notable accuracy in predicting the inflammation levels due to the onset of respiratory in-
fections. This highlights the importance of incorporating quantitative measurements and
advanced data analysis approaches in healthcare settings. The study’s outcomes have sig-
nificant implications for public health, as early detection can enable timely intervention and

mitigation of future outbreaks. Ultimately, we aim to implement the developed model on
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a user-friendly platform accessible to the general public. This would enable early detection
of VRTIs and empower individuals to monitor their physiological signals and potentially

identify signs of inflammation, allowing for proactive measures to be taken.
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Chapter 4

Conclusions

The primary goals of this study were to assess the potential of wearable biosensors and ma-
chine learning algorithms for early detection of VRTIs and to identify the most predictive
features of inflammation related to such infections. Our results demonstrate the feasibility
and effectiveness of our approach in predicting the level of inflammation using HRV features
derived from wearable devices during a controlled physical exercise, specifically a 3-minute
stair test followed by 2 minutes of recovery. Wearable technologies enable continuous moni-
toring outside of clinical settings without requiring active patient participation, which makes
self-monitoring easier and may lessen the burden on the public health system because early
detection allows for prompt intervention and outbreak mitigation in the future.

Notably, our study design incorporated a structured timeline and meticulously planned visits
and procedures. By selecting a pre-inoculation period of seven days, we aimed to establish
a comprehensive baseline capturing participants’ physiological activity within their daily
lifestyle, considering that activity levels may vary throughout the week. The choice of the
post-inoculation period of exactly five days allowed us to capture the different physiological
states, including the peak of inflammation that occurs within the first four days after inoc-
ulation. By utilizing objective and quantitative data, we aimed to overcome the reliance on
patient-reported symptoms, enabling a more accurate assessment of VRTI progression.
Regarding the analysis of predictive indicators, our findings revealed varying performance of
features derived from different data sources. Features related to HRV during the first minute
of recovery after the stair test exhibited the highest potential in predicting the level of in-
flammation, demonstrating the importance of HRV in enhancing the model’s performance.
Furthermore, the choice of the binary conversion threshold for normalized IRS allowed us
to explore the impact of different threshold levels on model performance. We found that
setting a threshold of 0 yielded the most balanced tradeoff between high sensitivity and
specificity. This flexible approach enables the adjustment of sensitivity and specificity based

on the specific objectives and priorities of local public health goals and different real-world



implementation scenarios.

When comparing our study to existing research, it is important to acknowledge the unique-
ness of our approach. While previous studies relied on patient-reported diagnoses or sub-
jective measurements, our study employed objective markers automatically extracted from
wearable devices along with biomarkers which are established indicators of inflammation
during its early stages. Although our models showed slightly lower performance compared
to studies utilizing different methodologies, our approach has the advantage of providing
early detection prior to symptom onset, making it particularly valuable in public health
settings.

Our study has several limitations worth noting. Firstly, we conducted the 3-minute stair
test under controlled laboratory conditions, which may not accurately reflect its real-world
performance, potentially impacting the algorithm’s effectiveness. Secondly, challenges re-
lated to missing and noisy data prompted us to reduce the dataset size. The utilization
of consumer-grade wearable devices for data collection could mitigate these issues, enabling
more comprehensive data acquisition. Regarding the applicability of our findings, our re-
search primarily focused on young healthy individuals. It is crucial to acknowledge that
physiological responses and biomarker profiles may vary across groups, such as the elderly or
vulnerable populations when establishing early detection of respiratory tract infections. To
strengthen the reliability of our results, future studies should consider diverse sample sizes.
Furthermore, it’s important to acknowledge that our study’s focus on respiratory inflamma-
tion and specific biomarkers may limit its specificity to this particular inflammatory context.
Inflammatory processes vary widely based on causes and affected systems. Therefore, while
our model shows promise in detecting respiratory tract infections, caution is needed when ap-
plying our findings to broader inflammatory conditions, necessitating context-specific models
in such cases.

Looking ahead, our future work will focus on implementing the developed model on a user-
friendly platform accessible to the general public. This would empower individuals to monitor
their physiological signals and proactively identify signs of inflammation, facilitating early
detection of viral respiratory tract infections. Additionally, further research should explore
the validation of our findings in diverse populations and real-world settings. Through ongo-
ing advancements in wearable technology and machine learning, we can continue to enhance

our ability to detect and manage VRTIs, ultimately reducing their impact on public health.
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