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Résumé
L'imagerie par résonance magnétique fonctionnelle à l'état de repos (IRMf-R) s'est imposée
comme une technologie diagnostique prometteuse. Toutefois, l'application dans la pratique
clinique des biomarqueurs de l'IRMf-R visant à capturer les mécanismes biologiques
sous-jacents aux troubles psychiatriques a été entravée par le manque de généralisation. Le
diagnostic de ces troubles repose entièrement sur des évaluations comportementales et les taux
élevés de comorbidités et de chevauchement génétique et symptomatique confirment
l'existence de facteurs latents communs à toutes les pathologies. De grandes mutations
génétiques rares, appelées variants du nombre de copies (CNV), ont été associées à une série de
troubles psychiatriques et ont des effets beaucoup plus importants sur la structure et la fonction
du cerveau, ce qui en fait une voie prometteuse pour démêler la génétique des catégories
diagnostiques actuelles. L'apprentissage multitâche est une approche prometteuse pour extraire
des représentations communes à des tâches connexes, qui permet de mieux utiliser les
données en tirant parti des informations partagées et en améliorant la généralisabilité. Nous
avons recueilli un ensemble de données sans précédent composé de 19 CNV et de troubles
psychiatriques et nous avons cherché à évaluer systématiquement les avantages potentiels de
l'apprentissage multitâche pour la précision de la prédiction, afin d'effectuer un diagnostic
conjoint de ces conditions interdépendantes. Nous avons estimé les tailles d'effet pour chaque
condition, comparé la précision du diagnostic en utilisant des méthodes courantes
d'apprentissage automatique, puis en utilisant l'apprentissage multitâches. Nous avons tenté de
contrôler les multiples facteurs confondants tout au long des analyses et discutons des
différentes approches permettant de le faire dans le contexte de la modélisation prédictive.
L'hypothèse selon laquelle les facteurs latents partagés entre les CNV et les troubles
psychiatriques les rendraient suffisamment liés en tant que tâches de prédiction pour
bénéficier d'un apprentissage conjoint n'a pas été confirmée. Cependant, nous avons également
appliqué l'apprentissage multitâche entre les sites pour prédire une cible commune et nous
avons montré que la prédiction peut être améliorée lorsque les tâches sont très étroitement
liées. Nous avons mis en œuvre un modèle léger de partage des paramètres durs, mais nos
résultats et la littérature montrent que ce cadre n'est pas bien adapté aux tâches hétérogènes
ou, de manière contre-intuitive, aux échantillons de petite taille. Nous pensons qu'il est possible
d'exploiter les similitudes entre les CNV et les troubles psychiatriques en utilisant des méthodes
qui modélisent les relations entre les tâches, mais la petite taille des échantillons pour les CNV
rares constitue une limitation majeure pour l'application de l'apprentissage multitâche.

Mots clés: Apprentissage multitâche, IRMf, CNVs, troubles psychiatriques, confonds
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Abstract
Resting state functional magnetic resonance imaging (rs-fMRI) has emerged as a promising
diagnostic technology, however translation into clinical practice of rs-fMRI biomarkers that
aim to capture the biological mechanisms underlying psychiatric disorders has been hindered
by lack of generalizability. The diagnosis of these disorders is completely based on behavioural
assessments and high rates of comorbidities and genetic and symptom overlap supports the
existence of latent factors shared across conditions. Rare large genetic mutations, called copy
number variants (CNVs), have been associated with a range of psychiatric conditions and have
much larger effect sizes on brain structure and function, which makes them a promising
avenue for untangling the genetics of the current diagnostic categories. Multi-task learning is a
promising approach to extract common representations across related tasks that makes better
use of data by leveraging shared information and improves generalizability. We collected an
unprecedented dataset consisting of 19 CNVs and psychiatric disorders and aimed to
systematically assess the potential benefits for prediction accuracy of using multi-task learning
to perform joint diagnosis of these interlinked conditions. We estimated effect sizes for each
condition, benchmarked diagnostic accuracy using common machine learning methods, and
then using multi-task learning. We attempted to control for multiple confounding factors
throughout the analyses, and discuss different approaches to do so in the predictive modelling
context. The hypothesis that latent factors shared between CNVs and psychiatric conditions
would make them sufficiently related as prediction tasks to benefit from being learned jointly
was not supported. However, we also applied multi-task learning across sites to predict a
common target and showed that prediction can be improved when tasks are very tightly
related. We implemented a lightweight hard parameter sharing model, but evidence from our
results and the literature shows this framework is not well suited to heterogeneous tasks or,
counterintuitively, to small sample sizes. While we believe there is potential to exploit the
similarities between CNVs and psychiatric conditions using methods that model relationships
between tasks, small sample sizes for rare CNVs are a major limitation for the application of
multi-task learning.

Keywords: Multi-task learning, fMRI, CNVs, psychiatric conditions, confounds
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Chapter 1 - Introduction
Resting state functional magnetic resonance imaging (rs-fMRI) has emerged as a promising
diagnostic biomarker technology that is sensitive to a wide range of conditions, including
neurodevelopmental, genetic and psychiatric. Translation of rs-fMRI biomarkers into clinical
practice has however been hindered by lack of generalizability, i.e. findings from research
studies working on an isolated group did not translate to the massive heterogeneity seen in
clinical practice. Clinical heterogeneity stems both from the varied technical characteristics of
the images, as well as the biological and phenotypic presentation of individuals. The diagnosis
of these disorders is completely based on behavioural assessments and high rates of
comorbidities and genetic and symptom overlap supports the existence of latent factors shared
across conditions. Rare large genetic mutations, called copy number variants (CNVs), have been
associated with a range of psychiatric conditions and have much larger effect sizes on brain
structure and function, which makes them a promising avenue for untangling the genetics of
the current diagnostic categories. There is a growing trend towards the use of machine learning
(ML) models trained on massive datasets aggregated across many sources, and multi-task
learning in particular has the potential to extract common representations shared across
diagnostic tasks, effectively generalising imaging signatures to novel acquisition sites and
populations, at the level of individual participants. In this work, we collected an unprecedented
dataset consisting of 19 CNVs and psychiatric disorders and aimed to systematically assess the
potential benefits for prediction accuracy of using multi-task learning to perform joint
diagnosis of these interlinked conditions.

1.1 - Psychiatric Conditions & CNVs
Neuroimaging biomarkers aim to capture the biological mechanisms underlying psychiatric
disorders. Currently, the diagnosis of these disorders is completely based on behavioural
assessments. Although these conditions are severe, they have a small effect size on brain
structure and function, which implies large biological heterogeneity within the current
diagnostic categories (Moreau, Raznahan, et al. 2021; Bernanke et al. 2022) and explains the
relative lack of reproducibility of results across studies. High rates of comorbidities and
evidence of genetic overlap across diagnostic categories (Romero et al. 2022) support the
existence of latent factors shared across diagnostic boundaries. Large genetic mutations, called
copy number variants (CNVs), have been associated with a range of neurodevelopmental and
psychiatric conditions and can serve as criteria for delineating genetically-informed groups of
patients. Studies focussing on brain alterations in CNV carriers have found much larger effect
sizes than in psychiatric conditions (Modenato et al. 2021; Moreau, Ching, et al. 2021; Moreau,
Raznahan, et al. 2021; Moreau et al. 2020; Sønderby et al. 2022), which makes them a promising
avenue for untangling the genetics of the current diagnostic categories.

https://paperpile.com/c/TcX50Z/9jd0+o08i
https://paperpile.com/c/TcX50Z/MYli
https://paperpile.com/c/TcX50Z/ayzA+RCbl+9jd0+As67+QkEE
https://paperpile.com/c/TcX50Z/ayzA+RCbl+9jd0+As67+QkEE
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1.1.1 - Copy Number Variants
A CNV is a large deletion (DEL) or duplication (DUP) of genetic material relative to a reference
genome, and often comprises thousands to hundreds of thousands of base pairs spanning
multiple genes. CNVs can be classified into three groups: pathogenic, uncertain effect, and
benign. In most cases, benign CNVs are relatively common, over 1% of the population, and
heritable, which means that the mutation is passed down from a parent. By contrast,
pathogenic CNVs are often de novo, which means that the mutation occurs during reproduction
(Kearney et al. 2011). Pathogenic CNVs have been associated with a variety of
neurodevelopmental and psychiatric conditions, including autism spectrum disorder (ASD)
associated with (16 different CNVs, and schizophrenia (SZ) associated with 14 different CNVs
(Satterstrom et al. 2020; Sanders et al. 2019; Marshall et al. 2017; Rees and Kirov 2021). CNVs
have also been associated with Bipolar (BIP) disorder and Attention-Deficit/Hyperactivity
Disorder (ADHD), although such associations are less frequent (Rees and Kirov 2021). Carriers
of the same pathogenic CNV can have large variability in the severity of clinical symptoms.

DEL 22q11.2 and DEL 16p11.2 are the most studied pathogenic CNVs, and rare examples of
heritable (non de-novo) CNVs with severe clinical manifestations. Both variants have indeed
been found to have large clinical effect sizes (Crawford et al. 2019; Jonas, Montojo, and Bearden
2014; Rees and Kirov 2021; Willsey et al. 2022; Moreau et al. 2023). DEL 22q11.2 is the biggest
known risk factor for SZ: 30% of carriers will develop the condition in their lifetime (Marshall et
al. 2017) and its diagnosis also carries an elevated risk for ASD (32 times higher than the general
population). DEL 16p11.2 is associated with ASD, as well as with ADHD (Moreno-De-Luca et al.
2013; Niarchou et al. 2019; Sanders et al. 2015).

1.1.2 - Autism Spectrum Disorder
ASD is a neurodevelopmental condition estimated to have a worldwide prevalence of about 1 in
100 children (Zeidan et al. 2022). ASD is characterised by impaired social interaction and
communication, atypical patterns of activities and behaviours, focus on details and sensitivity
to sensory stimuli. The presentation of symptoms is very diverse among people with ASD, some
people are independent and exceptionally intelligent, while others have severe disabilities and
require life-long care and support. Comorbidities are common in ASD: in a cohort of 112
children Simonoff and colleagues (Simonoff et al. 2008) found 70% of individuals were
diagnosed with another psychiatric condition, most commonly ADHD or social anxiety, and
41% were diagnosed with two or more.

1.1.3 - Attention-Deficit/Hyperactivity Disorder
ADHD is a neurodevelopmental condition, diagnosed in about 2.5% of the general population
(Simon et al. 2009). ADHD is characterised in children by developmentally inappropriate levels
of inattention, impulsivity, and hyperactivity, however the presentation of symptoms in adults

https://paperpile.com/c/TcX50Z/dqJH
https://paperpile.com/c/TcX50Z/CG2V+PC2m+p1ZA+3GMh
https://paperpile.com/c/TcX50Z/3GMh
https://paperpile.com/c/TcX50Z/Oqoe+d8Ta+3GMh+PFbs+ELAe
https://paperpile.com/c/TcX50Z/Oqoe+d8Ta+3GMh+PFbs+ELAe
https://paperpile.com/c/TcX50Z/p1ZA
https://paperpile.com/c/TcX50Z/p1ZA
https://paperpile.com/c/TcX50Z/ky0n+4LQX+p5rj
https://paperpile.com/c/TcX50Z/ky0n+4LQX+p5rj
https://paperpile.com/c/TcX50Z/u75c
https://paperpile.com/c/TcX50Z/zFqw
https://paperpile.com/c/TcX50Z/p9Rs
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is more heterogeneous (Katzman et al. 2017). ADHD is associated with social, academic,
occupational, and neuropsychiatric deficits and represents a considerable burden for
diagnosed individuals and society (Barkley 2002; Biederman et al. 2008; Posner, Park, and Wang
2014). Up to 80% of adults with ADHD are diagnosed with at least one comorbid psychiatric
disorder (Katzman et al. 2017), frequently mood and anxiety disorders (Rösler et al. 2010), and
there are overlapping symptoms and neurobiological similarities with these conditions.

1.1.4 - Bipolar Disorder
BIP is a psychiatric condition estimated to impact 1% of people worldwide (Merikangas et al.
2011). BIP is characterised by periods of depression and mania (bipolar disorder type I) or
hypomania (bipolar disorder type II) (Syan et al. 2018). Comorbidity is so common in BIP that
McElroy (McElroy 2004) states that it is the rule rather than the exception. Frequently observed
comorbidities include anxiety, substance abuse and conduct disorders, ADHD, and ASD
(Sajatovic 2005).

1.1.5 - Schizophrenia
SZ is a psychiatric condition with relatively low prevalence, estimated to be 4.4 in 1000 in the
general population (Moreno-Küstner, Martín, and Pastor 2018). Despite being relatively
uncommon, SZ was ranked the 12th most disabling disorder among 310 diseases and injuries
globally (Hay et al. 2017) and its economic burden globally was estimated to range from 0.02%
(UK) to 1.65% (Sweden) of gross domestic product (Chong et al. 2016). SZ is characterised by
hallucinations, disorganised communication or behaviour, impaired cognitive ability, and
blunted affect (Saha et al. 2005; Patel et al. 2014). Comorbidities with other psychiatric disorders
are common, including substance abuse, depression, panic disorders, post-traumatic stress
disorder, and obsessive compulsive disorder (Tsai and Rosenheck 2013).

1.2 - fMRI

Figure 1 - 4D (3D + time) fMRI data. Image from (Nilearn n.d.).

https://paperpile.com/c/TcX50Z/O4kc
https://paperpile.com/c/TcX50Z/bo39+KfXX+rSE3
https://paperpile.com/c/TcX50Z/bo39+KfXX+rSE3
https://paperpile.com/c/TcX50Z/O4kc
https://paperpile.com/c/TcX50Z/VSRY
https://paperpile.com/c/TcX50Z/Twhj
https://paperpile.com/c/TcX50Z/Twhj
https://paperpile.com/c/TcX50Z/nOK9
https://paperpile.com/c/TcX50Z/JdIS
https://paperpile.com/c/TcX50Z/YLyj
https://paperpile.com/c/TcX50Z/eRjp
https://paperpile.com/c/TcX50Z/PkrH
https://paperpile.com/c/TcX50Z/FiPJ
https://paperpile.com/c/TcX50Z/guiB+dXux
https://paperpile.com/c/TcX50Z/zBHG
https://paperpile.com/c/TcX50Z/2RsP
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1.2.1 - fMRI Data
Magnetic resonance imaging (MRI) uses the magnetic properties of tissues in the body to
non-invasively create a detailed 3D image of an organ. An MRI machine produces a strong
magnetic field that aligns the magnetic properties (spin) of atomic nuclei align, and then
excites these spins with magnetic pulses sent from a Radio-frequency coil. The excited nuclei
then emit a signal in return, referred to as the echo pulse which is received by another coil. The
speed of decay of the echo pulse at each location reflects various characteristics of the
composition of biological tissues, and is mapped to a corresponding intensity value which
results in a 3D image.

When neurons in the brain become active, the amount of blood flowing near them increases at
a microscopic scale and causes a localised surplus in blood oxygen. The two major forms of
haemoglobin in the blood (oxygenated vs deoxygenated) have markedly different magnetic
properties. Deoxy-haemoglobin acts as a natural, endogenous contrast agent for MRI, we can
measure the blood oxygenation level dependent (BOLD) signal. Functional MRI (fMRI)s uses
rapid acquisition of MRI images capturing changes in BOLD signal over time to study the
dynamic activity of the brain.

fMRI data captures information across three spatial dimensions as well as time and results in a
4D tensor. The smallest unit of data is a voxel (3D pixels) at a given point in time. In general, a
voxel includes a very large quantity of individual neurons and the response signal represents a
summary of the neural activity in that region. Typical fMRI scanners acquire an image of the
whole brain approximately every few seconds (2-3 s) with a voxel size of typically 3×3×3 mm3

(Glover 2011), resulting in data with very high dimensionality. Note that the exact spatial and
temporal resolution of an acquisition is a matter of trade-off between several factors, including
emphasis on spatial vs temporal resolution, signal-to-noise ratio, acquisition time as well as the
size of the field-of-view which may cover only parts of the brain for increased resolution.
Modern acquisitions can reach less than 2 mm isotropic spatial resolution, and under 1 second
repetition time for a full brain volume. Due to statistical issues with such large data, it is
common to reduce dimensionality by using a parcellation of the brain and considering the
average activity within each parcel - resulting in a 2D matrix (time x space) often referred to as
time series. Parcellations can be defined in many ways, highlighting various functional or
structural landmarks, depending on the aim of the study (Kong et al. 2021; Dadi et al. 2019).

1.2.2 - Preprocessing
Preprocessing of fMRI data is complex and designed to correct for issues with data acquisition,
especially artefacts from the scanner caused by movement of the subject. In a typical pipeline,
data is quality controlled visually, then images are corrected for spatial distortions and
realigned across time to correct for motion. Individual scans are next aligned to a common

https://paperpile.com/c/TcX50Z/kR6S
https://paperpile.com/c/TcX50Z/a45W+4T2m
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brain template, and finally spatially smoothed and filtered to remove low-frequency noise
before being used for analyses. Detailed information about preprocessing can be found in the
reference documentation for the common software packages fMRIPrep (Esteban et al. 2019)
and Neuroimaging Analysis Kit (NIAK) (Bellec et al. 2012).

1.2.3 - rs-fMRI
There are two major types of fMRI data acquisition: task based, and resting state. In task based
studies, the subject performs a task or responds to some stimuli in the scanner and the
following analysis is focussed on the response in the fMRI signal. In resting state studies, there
is no controlled experimental paradigm, subjects are often asked to think of nothing in
particular and focus their eyes on a point for the duration of the scan. This approach is well
suited to large multi-site studies, as it reduces the difficulty of harmonising experimental
settings at different sites of data collection. Resting state fMRI (rs-fMRI) measures spontaneous
fluctuations in the BOLD signal across the brain, which exhibit well-replicated networks of
coordinated brain regions (Khosla et al. 2019).

Functional connectivity (FC) between any two regions is the degree to which their activity is
coupled, usually measured as the correlation between the signals from each region. The
connectome, a matrix representing the FC between all pairs of regions, has been the focus of
neuroimaging research as a biomarker (Khosla et al. 2019), an individual’s connectome has
been shown to be unique and reliable (Finn et al. 2015). Studies using predictive models on
connectomes have succeeded in automatic diagnosis of a wide range of neurodevelopmental
and psychiatric conditions (Arbabshirani et al. 2017).

Figure 2 - Common rs-fMRI pipeline for machine learning prediction. Image from (Khosla et al. 2019).

1.2.4 - Multi-Site Data
Neuroimaging data is complex and expensive to collect. As a result most studies to date on
single-site data have rarely provided more than a few hundred subjects. While in traditional
analyses statistical power is limited by sample size, the problem is worse for ML studies in
which larger datasets are needed to properly train and accurately estimate the generalisation of
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complex models (Varoquaux 2018). Most classification works in mental illness are performed in
the single site context in which performance is evaluated on a test sample of subjects with the
same characteristics (and acquisition site) as the training sample. This approach is problematic
as it does not test if the pattern learned by the model can generalise to different populations or
sites of acquisition. A review by Arbabshirani et al 2017 (Arbabshirani et al. 2017) found that
almost all studies that reported very high accuracies, had sample sizes smaller than 100. Most
concerning, the reported overall accuracy decreased with sample size in most disorders such as
SZ and ADHD. This trend may reflect overfitting following questionable research practices,
which is easier to achieve on a small sample size, but likely reflect the difficulty to generalise to
the large heterogeneity of phenotypic presentations found in clinical cohorts.

Larger and more diverse samples are crucial to properly evaluate a model’s ability to generalise
and be reliable in a clinical context. As a result, it is becoming more and more common in the
field to pool datasets across studies and create large shared repositories of data collected at
various sites. However, massive heterogeneity exists in data across different sites of collection
and studies due to differences in scanner make, data acquisition, data processing and sampling.
There is an established impact of scanner and sequence characteristics on the reproducibility
of multisite fMRI (Badhwar et al. 2020). Individual acquisitions themselves are variable, even at
a single site, and this variability depends critically on how much data is collected by subject
(Gordon et al. 2017; Noble et al. 2017), see Noble and colleagues (Noble, Scheinost, and
Constable 2019) for review. These sources of acquisition variance remain an obstacle for
developing good prediction models, in addition to phenotypic variability. Using data from 191
people diagnosed with SZ and matched controls collected from six scanning sites, Orban
(Orban et al. 2018) found that classification of sites could be performed with 84% accuracy,
while classification of SZ didn’t exceed 75%. While site heterogeneity can have a larger effect on
fMRI than the condition being studied, Orban also found that increasing the heterogeneity of
the training set improved the ability of the classifier to generalise to an unseen site.

There exist a variety of methods for treating data to reduce site effects. ComBat (Johnson, Li,
and Rabinovic 2007), is a popular strategy originally designed to correct ‘batch effects’ in
genomic studies and has been demonstrated to successfully remove site effects in
neuroimaging studies (M. Yu et al. 2018). Normative modelling is another framework that can
be applied to harmonise data across sites (Bayer et al. 2022). Although it is outside the scope of
the current work, a package implementing normative modelling in python, called PyNM, was
developed and published (Harvey and Dumas 2022), in addition to this master’s project. The
accompanying paper is included in the appendices.
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1.3 - Machine Learning

1.3.1 ML in fMRI
The standard in rs-fMRI studies has traditionally been to apply mass-univariate brain mapping,
in which statistical tests are applied independently at each region to assess group differences.
However, these approaches are limited in that they don’t make use of information contained
jointly across regions. They also do not provide information at the individual level, but rather
characterise differences in average between group distributions. Recently, the field has shifted
towards flexible ML techniques that aim to predict a category or score for each subject. The
goal of such studies is often both to find individualised scores for diagnosis as well as to identify
patterns and mechanisms in the brain that characterise a condition (Linn et al. 2016).

Many studies have succesfully applied predictive modelling to automatically diagnose
psychiatric and neurodevelopmental conditions using biomarkers derived from rs-fMRI,
including SZ (Venkataraman et al. 2012; Kim et al. 2016; Bassett et al. 2012), ASD (Traut et al.
2022; Nielsen et al. 2013; Abraham et al. 2017; Khosla et al. 2018), ADHD (Eloyan et al. 2012; Jian
Li, Joshi, and Leahy 2020; Z. Wang et al. 2023), and BIP (Rashid et al. 2016; H. Wang et al. 2022).
In spite of promising results, prediction accuracies reported in the literature should be
interpreted with caution as the majority of prediction studies in mental illness to date have
been performed on data collected from a single site with small sample size (Orban et al. 2018).
Limited sample size and heterogeneity in data collection across studies has led to issues with
statistical power and reproducibility (Abraham et al. 2017; Varoquaux 2018). Integrating large
multi-site datasets is essential to train models that can detect subtle patterns and generalise to
the diversity encountered in the clinical setting (Q. Ma et al. 2018).

1.3.2 ML Basics
The following two sections briefly introduce basic concepts in ML and neural networks. For a
more in depth discussion of all the topics covered here and a thorough presentation see
chapters 5 and 6 Deep Learning (Goodfellow, Bengio, and Courville 2016).

ML Algorithms

An ML algorithm is a model that is able to learn a task from a dataset and then execute this task
reliably on new inputs. ML algorithms can be split into two main categories: supervised and

unsupervised. Unsupervised algorithms are trained on a dataset , where can be
considered an example of the random vector , with the task of implicitly or explicitly learning

the probability distribution , or properties of that distribution, e.g. clustering and density

estimation. Supervised algorithms are trained on a dataset of examples and

associated labels with the task of predicting the label, usually by estimating . In
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supervised learning training is achieved by optimising a cost function, often some measure of
distance between the prediction and the target. Supervised learning algorithms can further be
divided into classification or regression based on the target of the learning task . In regression

is a real number such as age of a subject and in classification is a category such as the
diagnostic status of a subject.

Generalisation

The ultimate goal of ML is to be able to make predictions on new data using a model that has
been trained on an available dataset. This idea of transferring to new data is called
generalisation. When training a model, we try to estimate a model’s ability to generalise by
evaluating its predictions on a held out sample of the available data called a test set, while the
remaining data is referred to as the training set. In the test set, we know the value of the target

and can compare these values with the predictions of the model using some performance
measure, e.g. accuracy for classification studies or a mean-squared-error for regression studies.
This performance of prediction on the held-out test set is what allows us to score our model.

Cross-validation

When the available dataset is very large (hundreds of thousands of examples or more), there is
no practical issue with holding out a portion as a dedicated test set. However, with smaller
datasets we can make better use of the data and provide a more reliable estimate of
generalisation error by using cross-validation. In cross-validation, we split the dataset into a
training and test set then estimate the performance of the model multiple times and look at the
average performance across iterations. There are various schemes for how to implement
cross-validation, the most common being to split the data into K non-overlapping sets and for K
iterations use all but one as training data and the last as test (K-fold cross-validation). Additional
requirements can be made of the splits such as having them be stratified with respect to a
particular variable, such as gender of subjects in automated diagnosis or the target variable in
classification when there are imbalances across class. This means for example that if 70% of the
total dataset is composed of males, each training and test set needs to be generated such that
roughly 70% of both training and test examples are males, while random choice of train/test set
splits may not satisfy this condition.

Overfitting

When we train a model, we are ‘fitting’ its parameters such that the performance of the model
is good on the training data. We want to strike a balance between under- and overfitting, as final
performance of the model is based on generalisation with the test data. If we underfit the
model, it has not learned sufficiently from the training data and the generalisation
performance can be improved with a more flexible training. If the model is overfit, we have the
inverse problem and the model has memorised aspects of the training set that do not generalise
to the test set. We call the flexibility of a model to fit to data its capacity. Models with high
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capacity can learn more complex patterns, but are more susceptible to overfitting. We can
reduce overfitting either by training the model less, training it on more data, or reducing the
model capacity through various means such as regularisation.

Regularisation

A common way to reduce model capacity is regularisation. In practice we have some prior
knowledge about the data distribution we want the model to learn. We express this preference
during training with regularisation, which acts as a pressure that pushes it to learn some
functions over others. In supervised learning, this is often achieved by adding a penalty to the
cost function during training, or a technique called drop-out for artificial neural networks (see
section 1.3.3 below).

The curse of dimensionality

Each dimension of the data is a feature for the model to learn. As the dimension of the data
increases, the number of distinct ways in which the features can be configured increases
exponentially. When data is low-dimensional and the sample size is large, a model can easily
learn to generalise well because the feature space is well covered by examples it has seen in
training. In the inverse case, we can have a high-dimensional feature space that is only sparsely
populated by examples. In this setting, it is very difficult for a model to generalise well.
Unfortunately, this problem is very severe in rs-fMRI studies where the dimension of the raw
data far exceeds the size of the dataset even in the largest datasets available.

1.3.3 Artificial Neural Networks
Artificial neural networks are a powerful and flexible class of models in ML inspired by
biological neurons. The simple units of neurons (also called perceptrons) can be organised into
highly complex architectures that reach state of the art performance in a wide variety of tasks.
The simplest neural network architecture is a multi-layer perceptron (MLP).

Multi-Layer Perceptrons

In an MLP, units are organised into a series of layers, the number of units in each layer is its
dimension and the number of layers in the network is its depth. MLPs are also referred to as
fully connected networks, since each unit is connected to all those in the preceding and
following layers. Each layer can be considered as a function that are composed to form the

network, e.g. a three layer network is a mapping , where

is the th layer, are its parameters. Each layer computes , where
is an activation function, and the parameters are the matrix of weights and vector of
biases . The first layer is called the input layer, intermediate layers are called hidden layers,
and the last layer is called the output layer, whose dimension depends on the objective of the
task the network is designed to accomplish.
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Figure 3 - MLP architecture. Image from (Grattarola 2017).

Output layer
In the regression setting, the output layer delivers the prediction of the network with a unit for
each dimension of the target variable. In the classification setting, the dimension of the output
layer corresponds to the number of categories in the prediction task and the value of each unit
is normalised by the softmax function to represent the probability the network assigns to each.

Activation functions

The most commonly used activation is rectified linear units (ReLUs), which apply the mapping

. Leaky ReLUs, which apply the mapping where
, are another common choice.

1.3.3.4 - Optimisation

The parameters of the network are initialised randomly and optimised during training to
reduce the generalisation error of the network as measured by a loss function , e.g. cross
entropy for classification tasks or mean squared error for regression. Stochastic gradient

descent is the most commonly used optimization algorithm. For each example we

calculate the loss , and its gradient with respect to the parameters

. We then update each parameter by taking a step, whose size is defined by
the learning rate and the magnitude of the gradient, in the opposite direction of the gradient,
moving towards a minimum of the loss. For efficiency, the model is often trained using batches
of data, across which the loss function at the output is averaged before the gradient is
computed. Each pass of training through the whole data is called an epoch. There are several
algorithms that improve on classic gradient descent, Adam (Kingma and Ba 2014) is a popular
choice that works by computing individual adaptive learning rates for different parameters
from estimates of first and second moments of the gradients.
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Regularisation

Regularisation (described above in 1.3.2) is often achieved in neural networks by adding a term

to the loss function to penalise the parameters i.e. we calculate
before computing the gradient. The regularisation term can be chosen to produce certain
behaviours. For example, regularisation, also called weight decay, constrains the magnitude
of the weights, while regularisation encourages weights to be sparse. Dropout (Srivastava et
al. 2014) is a popular regularisation strategy, in which units (and their connections) are
randomly dropped from the neural network during training, preventing them from overly
co-adapting. Another strategy is gradient clipping, in which we limit the magnitude of the
gradients to prevent them from exploding and causing large jumps in parameter values -
potentially skipping an optimal region.

Artificial Neural Networks in fMRI

Artificial neural networks with fully connected dense layers and weights initialised through
pre-training with autoencoders, have been successfully used for automatic diagnosis from
connectomes (Kim et al. 2016; Heinsfeld et al. 2018). Convolutional neural networks (CNNs) are
an efficient modification of MLPs for grid-like data, e.g. images, in which groups of parameters
called filters share parameters and slide across the input to extract features which are pooled
between layers. CNNs have been successfully used to perform a variety of connectome based
classification and regression tasks (Khosla et al. 2018; Kawahara et al. 2017; Meszlényi, Buza,
and Vidnyánszky 2017; Leming and Suckling 2021).

1.3.4 - Managing Confounds
There is no standard definition of confounding in ML, but the term is widely used to refer to
variables that affect both the brain imaging data and the prediction target but are not
considered relevant to the study. For example, ASD diagnosis is markedly more prevalent in
males, and therefore many ASD studies recruit either only males, or a majority of male
participants. However, gender is reflected in rs-fMRI data and can be predicted with high
accuracy. Imagine there is a connection X that is overconnected in females vs males, and also
overconnected in male ASD subjects vs typical controls. Say a model is trained on a sample of
only male subjects to diagnose ASD and learns to heavily rely on feature X. If we apply that
same model to a new population including female subjects, the model will be more likely to
classify females as ASD due to the confounding effect of gender on X.

Confounding variables are inevitable in predictive modelling of neuroimaging studies. While
some factors such as distributions in age and sex can be controlled with careful participant
recruitment, others such as head motion cannot be avoided. Complicating the matter, the need
for larger datasets to train ML models has led researchers to recruiting large population
imaging cohorts without a balanced design as well as pooling data across heterogeneous studies
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and sites of collection. These conditions imply that the data is nearly always confounded by a
variety of factors.

Prediction of the target variable can be driven by confounding factors, so it is important to
manage them correctly in order to correctly interpret the results of the study and make
practical use of biomarkers. The literature on controlling confounding variables is well
developed for traditional statistical analysis used in mass-univariate brain mapping. The
standard approach is to ‘regress out’ confounds: adjusting input variables for confounds using
linear regression before being used as input to an ML model (Dinga et al. 2020; A. Rao et al.
2017). Unfortunately, this approach is problematic for ML models, which are often non-linear
and multivariate. Dinga shows that such models can learn information from the data that
cannot be regressed out. Additionally, ‘regressing out’ confounds before splitting the dataset for
cross-validation leaks information from the test set. We consider two alternative approaches
available to ML practitioners. The first is to include confounds alongside the imaging data as
predictors and compare the results with a baseline model consisting of only confounds (A. Rao
et al. 2017; Orban et al. 2018). The second is to evaluate models on test sets that are balanced
with respect to confounds (Leming, Górriz, and Suckling 2020; A. Rao et al. 2017; Chyzhyk et al.
2022), which we refer to as confound-isolating cross-validation following Chyzhyk. In the ideal
case the prediction of the model can be considered free from confounding factors, however
creating balanced test sets becomes more difficult as the number of confounds increases and
may not always be possible.

1.4 - Multi-Task Learning

A B
Figure 4 - Parameter sharing in artificial neural networks. A: hard parameter sharing, B: soft parameter sharing.
Image from (Ruder 2017).

Multi-task learning is a framework in which rather than training an independent model on each
task in parallel (single task learning), a shared model is trained on multiple related tasks
concurrently. This idea is analogous to human learning in which useful information shared
across related tasks helps both tasks. Ruder (Ruder 2017) provides a perfect example: in the
movie The Karate Kid, sensei Mr Miyagi has the karate kid complete non-karate tasks such as
sanding the floor and waxing a car, which end up giving him skills that are relevant for karate.
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When the tasks are well grouped together, multi-task learning makes better use of data by
implicitly augmenting the data from each task with the data from the others, and the shared
latent representation acts as a form of regularisation across tasks preventing the model from
overfitting to any specific task and can boost learning across tasks. In his review, Ruder also
highlights attention focusing (one task emphasises a feature that is noisy in another) and
eavesdropping (one task uses a feature another task has learned) as mechanisms that can give
multi-task learning an advantage.

1.4.1 - Parameter Sharing
In artificial neural networks, there are two main ways in which parts of a model can be shared
across tasks. In hard parameter sharing a portion of the model is accessed and modified
directly by each task, whereas in soft parameter sharing parallel models for each task have a
shared portion linked together. Generally, hidden layers are shared between all tasks and
output layers are task-specific. Hard parameter is the most commonly used approach to
multi-task learning, the reduction of parameters relative to parallel models makes it lightweight
and greatly reduces the chances of overfitting. However, it runs the risk of having tasks that are
not sufficiently similar undermine each other, a phenomenon called negative transfer. Soft
parameter sharing offers much more flexibility in the design of the model, as information can
be shared across tasks in many different configurations. However, in general it increases the
overall number of parameters to train relative to training parallel models.
Outside of the artificial neural network setting, multi-task learning is usually achieved by
regularising the matrix of model parameters jointly, which we consider a form of soft
parameter sharing. In this form, task relationships can be learned by including a constraint e.g.
that encourages clustering (Ruder 2017).

1.4.2 - Multi-Task Learning in fMRI
There has been a lot of recent interest in multi-task learning in the ML literature, as reviewed in
(Pan and Yang 2010), and this interest has begun to spread to neuroimaging. Although there are
still relatively few examples, multi-task learning has been applied across target clinical
variables using rs-fMRI data (Rahim et al. 2017) and combined imaging modalities (D. Zhang,
Shen, and Alzheimer’s Disease Neuroimaging Initiative 2012), across timepoints to predict
disease progression using cortical surface data (Zhou et al. 2013), across individuals to perform
brain decoding using fMRI data (N. Rao et al. 2013; Marquand et al. 2014), across fMRI task
conditions to predict intelligence quotient (IQ) (Xiao et al. 2020), and across sites (Q. Ma et al.
2018; Hu and Zeng 2019) (Q. Ma et al. 2018; Hu and Zeng 2019; Watanabe et al. 2014) and disease
subtypes (X. Wang et al. 2015) to perform automatic diagnosis. Most of these studies explored
regularisation schemes to jointly learn features across tasks (soft-parameter sharing) with a
range of models. Various deep learning architectures have also been applied to neuroimaging
data using multi-task learning (Liang et al. 2021; C. Yu et al. 2021; Tabarestani et al. 2022; He et
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al. 2020; Dong et al. 2020; Ngo et al. 2020). There are only two previous studies applying
multi-task learning across psychiatric conditions, the first examined ASD and ADHD and the
second added SZ (Huang, Liu, and Tan 2020; Huang et al. 2022). In both studies they applied a
Multigate Mixture of Experts model, which learns relationships between tasks (soft parameter
sharing), using a pre-training feature selection step and reported improvements relative to
single task learning and multi-task MLP models (hard parameter sharing).

1.5 - In This Work
In Chapter 2 of this thesis, we first introduce the 19 CNVs and psychiatric conditions in our
dataset, and then apply traditional statistical approaches as a baseline to estimate effect sizes of
all conditions in Chapter 3. We then benchmarked the accuracy of common prediction
algorithms on the same conditions, using two different cross-validation strategies to account for
site effects and evaluating accuracy relative to a confounds-only baseline model (Chapter 4). In
the following chapters, we focussed our attention on the 9 CNVs and psychiatric conditions that
could be well predicted in the benchmark. Next, we described confound-isolating
cross-validation, found appropriate test sets for each condition, and compared the accuracy of
prediction using this strategy to the results of the benchmark (Chapter 5). We introduced our
multi-task learning framework and evaluated its performance on a simple, well controlled
benchmark where we predicted age and sex using different sites of data collections as different
tasks (Chapter 6). Finally, we applied multi-task learning to perform joint diagnosis of the 9
CNVs and psychiatric conditions using confound-isolating cross-validation (Chapter 7). In
Chapter 8, we explored the phenomenon of tasks interfering with rather than aiding each
other's learning that was observed in Chapter 7.

https://paperpile.com/c/TcX50Z/UvSw+hBYn+BXns+0TE2+Y68A+zgYE
https://paperpile.com/c/TcX50Z/22iK+Smfl
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Chapter 2 - Datasets

Condition
N

Total (F)
Age

Mean (SD)
Global
Mean

Signal
(SD)

Motion
Mean (SD) Sites

A DUP 15q13.3 191 (100) 64.34 (7.32) 0.42 (0.12) 0.19 (0.05) 4

DEL 2q13 183 (110) 63.06 (7.24) 0.43 (0.13) 0.19 (0.05) 3

DUP 15q11.2 136 (76) 63.71 (7.19) 0.41 (0.13) 0.19 (0.05) 3

DUP 2q13 88 (43) 64.68 (7.62) 0.42 (0.13) 0.19 (0.05) 3

DUP 16p13.11 41 (21) 63.99 (7.70) 0.38 (0.13) 0.19 (0.04) 4

DUP TAR 29 (14) 59.85 (7.54) 0.42 (0.11) 0.17 (0.05) 3

DUP 13q12.12 20 (10) 60.84 (7.34) 0.49 (0.13) 0.20 (0.06) 3

DEL 13q12.12 22 (12) 63.54 (5.86) 0.42 (0.14) 0.20 (0.07) 3

B DEL 15q11.2 103 (55) 64.29 (7.44) 0.43 (0.14) 0.19 (0.06) 3

DUP 16p11.2 35 (14) 34.15 (19.53) 0.31 (0.12) 0.21 (0.09) 6

DUP 22q11.2 22 (12) 39.43 (23.49) 0.44 (0.11) 0.19 (0.09) 5

DEL 1q21.1 25 (12) 44.40 (18.87) 0.38 (0.13) 0.18 (0.07) 6

DUP 1q21.1 19 (13) 50.86 (19.35) 0.45 (0.19) 0.21 (0.08) 7

DEL 16p11.2 32 (13) 21.74 (20.14) 0.37 (0.11) 0.22 (0.09) 5

DEL 22q11.2 43 (19) 16.86 (6.95) 0.35 (0.14) 0.18 (0.07) 1

C ADHD 223 (66) 14.71 (9.47) 0.41 (0.12) 0.15 (0.04) 7

ASD 472 (0) 14.71 (5.88) 0.37 (0.140 0.17 (0.05) 28

SZ 283 (73) 33.90 (9.22) 0.37 (0.140 0.17 (0.06) 12

BIP 44 (20) 35.02 (8.95) 0.40 (0.14) 0.17 (0.07) 2

CON 31425 (16590) 62.41 (11.47) 0.42 (0.13) 0.18 (0.05) 53
Table 1 - Demographics by condition. A: Non-Psychiatric CNVs, B: Psychiatric CNVs, C: Psychiatric Conditions. The
first two columns are the number of total subjects, and of female subjects (in parentheses) for condition and the
pooled control subjects (CON). The intermediate columns show the mean age, global signal, and head motion, with
standard deviation (in parentheses). The final column shows the number of scanning sites contributing to the
dataset.

2.1 - Intro
In this chapter we present the mega-dataset used in this thesis, which is a compilation from 9
rs-fMRI datasets. In chapter 3, traditional statistical analyses are applied for each condition
separately on the entire mega-dataset. We then generate class-balanced sub-datasets for each



28

condition which are used for the application of ML techniques in the remaining chapters. All
the data were preprocessed from raw rs-fMRI time series using a standardised pipeline. This
pipeline ultimately generates connectomes, i.e. a measure of FC between brain regions over the
course of the entire scan for each subject.

2.2 - Methods

2.2.1 - Cohorts
The 9 datasets included in this thesis are themselves typically compiled from different studies
and sites of data collection. Specifically, the datasets included four clinical cohorts, five
idiopathic neuropsychiatric datasets and one very large sample of unselected individuals based
in the United Kingdom. In total, 33,436 individuals were included, who were either neurotypical
control subjects or individuals diagnosed with with one of 7 CNVs associated with
neurodevelopmental and psychiatric disorders (so-called psychiatric CNVs), 8 nonpsychiatric
CNVs, or 4 idiopathic psychiatric disorders (ASD, SZ, BIP, ADHD). The research ethics review
boards of each relevant institution approved the study of the corresponding dataset. The
present secondary analysis project was approved by the research ethics review board at the
Centre Hospitalier Universitaire Sainte-Justine.

Clinical Genetic Datasets

Participants in the four clinical genetic datasets were recruited based on the presence of
psychiatric CNVs regardless of the presentation of symptoms, along with matched control
subjects. These four clinical CNVs datasets included the Simons Variation in Individuals Project
(SVIP) (Simons Vip Consortium 2012) and the following unpublished datasets: University of
California, Los Angeles 22q11.2 CNV project (UCLA), the Montreal rare genomic disorder family
project (MRG, Canada) and the Define Neuropsychiatric-CNVs Project (Cardiff, United
Kingdom).

Idiopathic Psychiatric Conditions Cohorts

We included 5 psychiatric datasets: Autism Brain Imaging Data Exchange 1 (ABIDE1) (A. Di
Martino et al. 2014), Autism Brain Imaging Data Exchange 2 (ABIDE2) (Adriana Di Martino et al.
2017), ADHD-200 (ADHD-200 Consortium 2012), Consortium for Neuropsychiatric Phenomics
(CNP) (Poldrack et al. 2016), and aggregate dataset of 10 SZ studies (Orban et al. 2017; Moreau et
al. 2020). These studies provided data for individuals with ASD, ADHD, SZ, BIP and matched
control subjects.

Unselected Population

CNVs were identified in the UK Biobank (UKBB) (Sudlow et al. 2015), which included both CNVs
associated with neurodevelopmental and psychiatric disorders and nonpsychiatric CNVs.

https://paperpile.com/c/TcX50Z/ltpi
https://paperpile.com/c/TcX50Z/crfi
https://paperpile.com/c/TcX50Z/crfi
https://paperpile.com/c/TcX50Z/ztlg
https://paperpile.com/c/TcX50Z/ztlg
https://paperpile.com/c/TcX50Z/e8qW
https://paperpile.com/c/TcX50Z/Dj8i
https://paperpile.com/c/TcX50Z/onC7+As67
https://paperpile.com/c/TcX50Z/onC7+As67
https://paperpile.com/c/TcX50Z/BvP2
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Nonpsychiatric CNVs were defined as variants without any previous association with a
psychiatric condition in large case-control studies (Marshall et al. 2017; Sanders et al. 2015;
Jønch et al. 2019; Moreno-De-Luca et al. 2013).

2.2.2 - CNV Calling
CNVs were identified in the UKBB using PennCNV (K. Wang et al. 2007) and QuantiSNP (Colella
et al. 2007) following previously published methods (Huguet et al. 2018).

2.2.3 - Reducing class Imbalance

General Class Balancer

For the ML studies, we used the General Class Balancer to select subsets of each dataset which
were balanced regarding diagnostic classes as well as the distribution of confound variables
inside each diagnostic class. The General Class Balancer algorithm (Leming, Górriz, and
Suckling 2020) exactly matches categorical variables such as diagnosis, sex and site, while
continuous confounds such as age and head motion are quantized into discrete bins prior to
matching. Smaller and smaller bins are created recursively until all subjects can be matched
while the distributions of the confound between classes fails a Mann-Whitney U-test, which
evaluates if two distributions are statistically different. As some of the datasets were highly
unbalanced regarding some confounding factors, the final subsets were not always perfectly
matched in terms of confound distributions across classes. In summary, this procedure
perfectly balanced classes, and reduced the imbalance of confound distribution to the greatest
extent possible. Some exceptions to this general procedure were also made, as detailed below.

CNVs

The CNV datasets have major class imbalance, with far more controls than case subjects. For
most of the CNVs, we applied General Class Balancer with no modifications. When applied to
DUP16p11.2, the General Class Balancer algorithm consistently failed to find a match for one
specific subject when applied repeatedly with different random seeds. We had to hand-select
the closest matching control for this subject. The DEL 22q11.2 dataset was collected entirely
from a single site and participants were recruited in a balanced design, and in this case we used
all the subjects available without applying General Class Balancer.

Psychiatric conditions

For the psychiatric conditions, the sample size was markedly larger than with CNVs, and class
imbalance was also less severe. We thus used all the available cases and controls from each
study, without application of General Class Balancer.

https://paperpile.com/c/TcX50Z/p1ZA+p5rj+vTKp+ky0n
https://paperpile.com/c/TcX50Z/p1ZA+p5rj+vTKp+ky0n
https://paperpile.com/c/TcX50Z/DXnx
https://paperpile.com/c/TcX50Z/pjwW
https://paperpile.com/c/TcX50Z/pjwW
https://paperpile.com/c/TcX50Z/Uk9T
https://paperpile.com/c/TcX50Z/VIhZ
https://paperpile.com/c/TcX50Z/VIhZ
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2.2.4 - rs-fMRI Preprocessing
All datasets were preprocessed using the same parameters of NIAK (Bellec et al. 2012).
Preprocessed data were visually controlled for quality of the co-registration, head motion, and
related artefacts.

2.2.5 - Computing Connectomes
We used the Multiresolution Intrinsic Segmentation Template (MIST) brain parcellation (Urchs
2017) to segment the brain into 64 regions. This functional brain parcellation was found to have
excellent performance in several ML benchmarks on either functional or structural brain
imaging (Hahn et al. 2022; Dadi et al. 2020; Mellema et al. 2022). We chose the 64 parcel atlas of
the MIST parcellation because this range of network resolution was found to be sensitive to
changes in FC in techniques neurodevelopmental and psychiatric disorders such as autism,
both using ML (see previous references) as well as classical mass univariate regression (Bellec
et al. 2015). Functional connectivity (FC) between any two regions was defined as the Fisher
z-transformed Pearson’s correlation between the average time series of each region, while
within region connectivity is the Fisher z-transformed average of Pearson’s correlation between
any pair of distinct voxels within the region. Each connectome consisted of 2080 values:
(63*64)/2 = 2016 region-to-region connections plus 64 within region connectivity values.

https://paperpile.com/c/TcX50Z/PAsI
https://paperpile.com/c/TcX50Z/VV7I+A1E3+qFyx
https://paperpile.com/c/TcX50Z/yIvv
https://paperpile.com/c/TcX50Z/yIvv
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Chapter 3 - ConnectomeWide Association Studies

3.1 - Intro
This chapter aims to measure how difficult each automatic diagnosis task is, across a wide
range of different conditions. Traditional fMRI research often approaches group comparisons
using traditional regression models applied independently on each feature (brain connection),
a technique called connectome-wide association study (CWAS). In this context, the most classic
measure of “task difficulty” is so-called Cohen’s d estimate, which is the difference in average
between two groups, relative to the standard deviation of the feature within-group. Before
diving into multivariate ML techniques, whether applied for single-task or multi-task diagnosis,
we wanted to clarify the effect size associated with each condition using CWAS. We would like to
emphasise that there is no reason for CWAS effect sizes to match accuracy with ML tools, as was
previously shown (Bzdok and Ioannidis 2019; Shmueli 2010; Lo et al. 2015). However, CWAS
effect sizes are a common metric and will provide intuitive guidance for interpretation in all
following chapters. Specifically, we implemented 19 CWAS for the following conditions: 15
CNVs and 4 idiopathic psychiatric diagnoses. For each condition, we estimated an effect size
(along with a 95% confidence interval (CI) bound and empirical p-value), and also investigated
the impact of different cross-validation schemes on the effect size estimates.

The results presented in this chapter were published in two studies: (Moreau et al. 2023) and
(Moreau et al. 2022). AH designed and implemented these analyses, and wrote the relevant
parts of the two manuscripts.

3.2 - Methods

3.2.1 - Connectome-Wide Association Studies
We conducted a CWAS for each of the 19 CNVs and psychiatric conditions included in our study,
contrasting cases and their respective controls. Control subjects refers to individuals without a
CNV for analysis investigating the effect of CNVs, and individuals without a diagnosis in
analyses investigating effects of psychiatric conditions. We applied linear regression
independently for each of the 2080 values of the connectome: the FC values were first z-scored
based on the variance of the relevant control subjects, so the regression estimates can also be
interpreted as z-scores, and then used as the dependent variable with the genetic or diagnostic
status as the explanatory variable. Models were adjusted for sex, scanning site, head motion,
age and global signal. Global signal was defined as the mean of the connectome, and was
included in the analysis as it has been shown that global signal-adjusted FC profiles show
stronger correlations with cognition (Jingwei Li et al. 2019) and reduce confounding effects in
multisite studies (Yan et al. 2013). FC profiles were defined as the 2080 beta values of 2080

https://paperpile.com/c/TcX50Z/Aonf+umka+wdzD
https://paperpile.com/c/TcX50Z/ELAe
https://paperpile.com/c/TcX50Z/stcP
https://paperpile.com/c/TcX50Z/P0y4
https://paperpile.com/c/TcX50Z/Zz6Z
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connections from each CWAS. The significance of beta values corrected for multiple tests using
the Benjamini-Hochberg false discovery rate (FDR) correction (Benjamini and Hochberg 1995)
at a threshold of q < 0.05.

3.2.2 - Estimating Effect Size
We defined effect size on connectivity as the mean of the top decile of the absolute value of the
2080 beta values in the FC profile. We then used a cross-validation approach to perform
sensitivity analyses for these effect size estimates, a bootstrap approach to provide a 95% CI,
and permutation testing to provide empirical p-values.

Estimating Effect Sizes Using Cross-validation

We generated effect size estimates for each sample using 2-, 5-, and 10- k-fold cross-validation.
For each condition we split the sample into K folds, stratified to keep a consistent ratio of case
and control subjects. For K iterations we used all but one fold as a training sample, generated
an FC profile, and identified the connections with beta values in the top decile. Then on the
remaining independent test fold, we generated another FC profile and computed the mean
effect sizes of connections identified in the training sample. The resulting effect size is the
mean of the estimates across the K folds.

Bootstrap Procedure to Estimate 95th Confidence Intervals of Effect Size

We identified the 95% confidence intervals for the effect sizes using a bootstrap procedure. For
each condition we generated the actual FC profile, identified the top decile connections, and
computed their mean as described above. Then, we generated a bootstrap distribution of 5000
pseudo-FC profiles by resampling the same number of case and control subjects with
replacement and generating an FC profile. In each pseudo-FC profile, we took the mean of the
identified connections to form a distribution of 5000 effect sizes, from which we identified the
5% and 95% interval.

Permutation Testing to Estimate Significance of Effect Size

We computed an empirical p value for each condition by conducting a permutation test. For
5000 iterations, we shuffled the genetic or clinical status labels of the individuals, performed a
CWAS, and calculated the effect size. We then estimated the empirical p value by calculating the
frequency of obtaining an effect size equal to or greater than the original observation (Phipson
and Smyth 2010).

https://paperpile.com/c/TcX50Z/IV2K
https://paperpile.com/c/TcX50Z/dKfY
https://paperpile.com/c/TcX50Z/dKfY
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3.3 - Results

3.3.1 - Effect sizes of neurodevelopmental and psychiatric conditions
follow a spectrum from small to large

Figure 5 - The effect size and 95% CI of each condition on FC. Effect size is defined as the mean of the top decile
(MTD) of the connections in the FC profile. The x axis represents the different conditions included in the study, and
the y axis represents effect size. The MTD is plotted in green, while the 95% CI is indicated by a black error bar.
Columns are marked with a star if the empirical p-value was found to be significant (< 0.05).

We generated a FC profile for each of the 19 CNVs and psychiatric conditions, identified the top
decile connections and took the mean as the effect size, then calculated a 95% CI bound using a
bootstrap procedure and an empirical p-value using permutation testing. The DEL 22q11.2 FC
profile showed the largest effects (0.65), followed by DEL 16p11.2 (0.57). DEL 15q11.2 showed
the mildest effects among CNVs associated with neurodevelopmental and psychiatric disorders.
Effect sizes were largest for CNVs associated with neurodevelopmental and psychiatric
disorders (mean 0.26), followed by psychiatric conditions (mean 0.26), and finally
nonpsychiatric CNVs (mean 0.22). Each of the psychiatric conditions and CNVs, as well as DUP
15q11.2, were found to have significantly altered FC on the profile level using permutation
testing. The psychiatric conditions and CNVs, except ADHD, had significantly altered FC on the
individual connection level after FDR correction (q < 0.05) (see Table effect_size in
supplementary materials). Overall, effect sizes of neurodevelopmental and psychiatric
conditions followed a spectrum from small to large, with psychiatric CNVs, SZ and BIP having
the largest effect sizes.
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3.3.2 - Effect sizes of neurodevelopmental and psychiatric conditions are
robust to cross-validation

Figure 6 - Cross-validation of the effect size of each condition on FC. Effect size is defined as the mean of the top
decile (MTD) of the connections in the FC profile. The x axis represents the different conditions included in the
study, and the y axis represents effect size. The MTD is plotted in black, while the effect size under 2-, 5- and 10-fold
cross-validation is plotted in orange, green and blue respectively. The effect size of DEL 22q11.2 under 10-fold
cross-validation was far out of range and is noted above the plot.

We aimed to evaluate if the effect sizes for each of the 19 CNVs and idiopathic conditions were
robust under cross-validation. We implemented 2-, 5-, and 10-fold cross-validation by splitting
the case and control groups and generating a FC profile to identify the top decile connections
and another independent FC profile in which to take the mean of the same connections. With
the exception of BIP, non-cross validated effect size estimates were within the range of
cross-validated estimates. The definition of effect size for CWAS we introduced thus appeared to
be robust to overfitting, and meaningful estimates can be derived even in the absence of careful
cross-validation.

3.4 - Discussion
Applying CWAS on a range of psychiatric and genetic conditions, we observed a wide range of
effect sizes. The psychiatric CNVs, as well as some psychiatric conditions (BIP, SZ) had large
effect sizes on brain connectivity. Non-psychiatric CNVs had a small effect size on brain
connectivity. Finally, ASD and ADHD had small-to-moderate effect sizes.
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Effect sizes on FC across psychiatric CNVs and psychiatric conditions are consistent with those
reported for structural MRI measures (Assem et al. 2020; Moreau, Ching, et al. 2021). Previously
reported effect sizes on cortical thickness for ASD (Cohen’s d = 0.21) (Van Rooij, Anagnostou,
and Arango 2018), BIP (Cohen’s d = -0.35) (de Zwarte et al. 2019) and SZ (Cohen’s d = -0.5) (van
Erp et al. 2018), were also similar in magnitude to what we observed for FC. Regarding ADHD,
our results are consistent with reported effect sizes from two ENIGMA (Enhancing Neuro
Imaging Genetics through Meta Analysis) Consortium studies (Cohen's d between -0.21 and
0.19) examining global intracranial and subcortical grey matter volumes, total surface area, and
cortical thickness (Hoogman et al. 2017, 2019).

Effect sizes of CNVs on structural and functional measures of the brain have been reported to
be two to five times higher than those of psychiatric conditions (Modenato et al. 2021; Moreau,
Ching, et al. 2021; Moreau, Raznahan, et al. 2021; Moreau et al. 2020; Sønderby et al. 2022),
which is line with what we observed. While there is some controversy on the impact of small
sample sizes on estimates of effect size (Schäfer and Schwarz 2019), our estimate for the large
effect size of DEL 22q11.2 replicates findings in a much larger sample of 475 carriers (Cohen’s d
= -1 for surface area and d = 0.6 for cortical thickness) (Modenato et al. 2021). In our published
study (Moreau et al. 2023), we additionally found a correlation between the effect size of CNVs
on FC and their previously reported effect size on cognitive ability (Huguet et al. 2018) and
general risk for neurodevelopmental and psychiatric disorders (Sanders et al. 2015;
Moreno-De-Luca et al. 2013; Marshall et al. 2017), lending further support to the accuracy of the
results.

https://paperpile.com/c/TcX50Z/8xxu+RCbl
https://paperpile.com/c/TcX50Z/6Tpw
https://paperpile.com/c/TcX50Z/6Tpw
https://paperpile.com/c/TcX50Z/zMvO
https://paperpile.com/c/TcX50Z/vVs2
https://paperpile.com/c/TcX50Z/vVs2
https://paperpile.com/c/TcX50Z/RWaq+tSET
https://paperpile.com/c/TcX50Z/ayzA+RCbl+9jd0+As67+QkEE
https://paperpile.com/c/TcX50Z/ayzA+RCbl+9jd0+As67+QkEE
https://paperpile.com/c/TcX50Z/pmQs
https://paperpile.com/c/TcX50Z/ayzA
https://paperpile.com/c/TcX50Z/ELAe
https://paperpile.com/c/TcX50Z/Uk9T
https://paperpile.com/c/TcX50Z/p5rj+ky0n+p1ZA
https://paperpile.com/c/TcX50Z/p5rj+ky0n+p1ZA
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Chapter 4 - Benchmark Study

4.1 - Intro
In this chapter we begin our investigation of the mega dataset using ML methods, which has
never been done for any of the CNVs, starting with widely used simple classifiers before looking
at neural networks and multi-task learning in later chapters. In this setting, we aim to classify
each subject as either a CNV carrier or not, or as diagnosed with a psychiatric condition or not.
The model is evaluated in an independent test sample after being exposed to the training
sample. This is a more difficult task than performing group level comparisons, as the model
must learn information that can distinguish individual subjects rather than estimating the
significance of a difference in group averages.

We use class-balanced datasets sub-selected from the mega dataset for the CNVs to avoid
incentivising a model to learn solely based on class sizes, since in the mega dataset a model
could reach nearly 100% accuracy simply labelling each subject as a control due to the very
large group of control subjects coming from the UKBB. This process of selection is described in
detail in Chapter 2.

We take confounding factors into account in the estimate of the performance accuracy of each
model for each condition, by comparing a model trained on confounds alone to another trained
on both confounds and connectomes. This approach effectively provides an estimate of how
much accuracy can be attributed to confounds. Differences across sites of data collection are
the most troubling confounding factor in our large heterogeneous dataset, and generalising to a
new site of data is an important task to measure the capacity of a model to be applicable in a
clinical setting.

We first aimed to evaluate if different conditions included in the benchmark could be diagnosed
using classic ML approaches on connectomes, when rigorously controlling for site effects. We
next aimed to evaluate if the automatic diagnosis of conditions included in the benchmark
could generalise to new sites of data collection. In this setting we expected cases with large
sample sizes to generalise better than cases with little available data.

While there is no direct link between effect size and accuracy of automatic diagnosis (Shmueli
2010; Bzdok and Ioannidis 2019; Lo et al. 2015), we expected the accuracy to reflect effect size in
general as it is a measure of task-difficulty. Specifically, we expected psychiatric conditions to
be predicted within range of commonly reported accuracies in the field and for psychiatric
CNVs to be well predicted. While we expected non-psychiatric CNVs to be difficult or
impossible to distinguish.

https://paperpile.com/c/TcX50Z/umka+Aonf+wdzD
https://paperpile.com/c/TcX50Z/umka+Aonf+wdzD
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4.2 - Methods

Figure 7 - Intra- and inter-site cross-validation.

4.2.1 - Cross-validation
We compared two cross-validation strategies that account for site effects (Orban 2018), as
illustrated in Figure 7.

● In intra-site cross-validation, the model is exposed to identical sites of data collection
during training and testing. Specifically, five random folds of training and test groups
are built such that they have roughly the same proportion of cases and controls for each
site. Both the training and test groups feature every available site at each fold. The
reported accuracy is the average of the model performance across all folds.

● In inter-site cross-validation the model is trained on data from all but one site and tested
on the left out site. In this approach, there are as many folds of cross-validation as there
are sites of data collection. Since there is a large variation in the number of subjects
across sites, the reported accuracy is the average across folds, weighted by the sample
size of each site.

4.2.2 - Confound variables
In order to evaluate the added predictive value of connectomes for automated diagnosis, we
constructed a baseline model for prediction composed solely of so-called confound variables.
These variables included age, head motion, global signal, scanning site and sex. We assessed
the diagnostic performance of the confound model alon, and then compared this baseline
model to a full model including confound variables alongside connectomes.

4.2.3 - Classifiers
We used six classic ML techniques implemented in scikit-learn that performed well in the (Dadi
et al. 2019) benchmarking paper and represented a range of underlying strategies. Support
Vector Classifier (SVC) (linear kernel, C=100, and penalty), Logistic Regression (LR) (
penalty), Ridge Regression (Ridge), Gaussian Naive Bayes (GNB), Random Forest (RF) and
k-Nearest Neighbours (kNN) (k=1).

https://paperpile.com/c/TcX50Z/4T2m
https://paperpile.com/c/TcX50Z/4T2m
https://www.codecogs.com/eqnedit.php?latex=L_2#0
https://www.codecogs.com/eqnedit.php?latex=L_2#0
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4.3 - Results

4.3.1 - Only large effect CNVs and psychiatric conditions can be predicted
above chance level when controlling for site effects

Figure 8 - Performance accuracy of automated diagnosis using intra-site cross-validation. The x axis represents the
different datasets and diagnostic tasks included in this benchmark, along with total sample sizes (number of
subjects). The y axis shows the accuracy of prediction using 6 different ML techniques. For each dataset and
technique, the top point shows prediction using both connectomes and confounds, while the bottom point shows
prediction for confounds only. If the connectome prediction outperformed the confounds, points are filled and
connected by a line, and otherwise they are not. Chance level of prediction is indicated by a dashed line for each
condition.

We first aimed to evaluate if different conditions included in the benchmark could be diagnosed
using classic ML approaches on connectomes, when rigorously controlling for site effects. To
this end, we trained six different ML algorithms for automated connectome-based diagnosis on
a collection of 19 psychiatric or neurodevelopmental conditions, carefully stratifying for each
site of data collection (intra-site cross-validation) and comparing the performance of each
algorithm to a dummy model based solely on confounding effects. ML models were trained on
each condition independently, as is common in the fMRI biomarker literature. We observed
that only CNVs associated with psychiatric conditions and most idiopathic conditions could be
predicted above chance levels, with the notable exception of DEL15q11.2, DUP22q11.2 and
ADHD. For all these conditions, adding connectomes to the prediction model led to substantial
increase in accuracy of the diagnosis, compared to using confounds only. DEL22q11.2 reached
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the highest accuracy, close to 90% with LR and Ridge, while several other conditions reached
over 70% accuracy (SZ, BIP, DEL 16p11.2, DEL 1q21.1, DUP 16p11.2). Overall, standard ML
models seem capable of automatically diagnosing most psychiatric CNVs and idiopathic
conditions, sometimes with fair accuracy, but not non-psychiatric CNVs.

4.3.2 - Datasets featuring a large number of sites (over 6) generalised to
unseen sites

Figure 9 - Performance accuracy of automated diagnosis using inter-site cross-validation. The x axis represents the
different datasets and diagnostic tasks included in this benchmark, along with total sample sizes (number of
subjects). The y axis shows the accuracy of prediction using 6 different ML techniques. For each dataset and
technique, the top point shows prediction using both connectomes and confounds, while the bottom point shows
prediction for confounds only. If the connectome prediction outperformed the confounds, points are filled and
connected by a line, and otherwise they are not. Chance level of prediction is indicated by a dashed line for each
condition.

We next aimed to evaluate if the automatic diagnosis of conditions included in the benchmark
could generalise to new sites of data collection. Using the same ML techniques on connectomes
trained independently for each condition, we trained the classifiers on data from all but one
site of collection and evaluated the classifier on the left out site (inter-site cross validation),
again comparing the performance of each algorithm to a dummy model based solely on
confounding effects. DEL22q11.2 was excluded from this analysis as the available data was
collected entirely at one site. A number of conditions could not be diagnosed with substantially
better accuracy than the dummy models using inter-site cross-validation. Some of those
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conditions were already at chance level with intra-site cross-validation, however. For the other,
above-chance level models, only BIP and DEL16p11.2 failed to generalise using inter-site, and
those conditions featured a low number of sites: 2 and 5, respectively. The remaining
above-chance conditions (SZ, ASD, DUP 16p11.2, DEL 1q21.1, DUP 1q21.1) featured between 6
and 28 sites of data collection, and performed as well or better than with intra-site
cross-validation. Notably, DEL 1q21.1 (n=25) and DUP 1q21.1 (n=19) were able to generalise even
while having a smaller sample size than DEL 16p11.2 (n=32) and lower prediction accuracy in
the first setting. Overall, the heterogeneity of the data available for training in terms of the
number of sites of data collection is crucial for successful automated diagnosis generalising to
data collected at new sites.

4.4 - Discussion
We applied common ML models to automatically diagnose a wide range of CNVs and
psychiatric conditions using intra- and inter-site cross-validation. Using intra-site
cross-validation, we observed that most psychiatric conditions and CNVs associated with a
psychiatric condition could be predicted above chance accuracy, but not CNVs without such an
association. Inter-site cross-validation revealed that the heterogeneity of the data, not only the
sample size, is crucial for generalising to data collected at new sites.

Regarding prediction using intra-site cross-validation, the accuracies obtained for the
psychiatric conditions are on par with what is found in the literature. In their review of
individual subject prediction of psychiatric conditions, Arbabshirani (Arbabshirani et al. 2017)
reported accuracy values published in the literature using rs-fMRI data ranging from 70-91%
for ASD, 62-100% for SZ and 54-90% for ADHD. However, the highest accuracies reported are
likely misleading due to small sample sizes. Nielsen and colleagues (Nielsen et al. 2013)
estimate that average reported prediction accuracy for ASD using single site rs-fMRI data is
80%, but when they attempted to replicate those results using the full multi-site ABIDE I dataset
they obtained 60% - which is line with our accuracy using ABIDE I and II. Our accuracy for SZ
fell within the wide range reported by Arbabshirani, and and we highlight a similar multi-site
study by Zeng and colleagues (Zeng et al. 2018) who reported obtaining 85% using data pooled
across sites (n = 734, including 357 SZ from seven sites). Regarding BIP there are very few
examples of classification studies using rs-fMRI, Wang and colleagues (H. Wang et al. 2022)
achieved 83.7% accuracy predicting people with a diagnosis vs typical control, and Wang and
colleagues (Y. Wang et al. 2020) achieved 80.5%, which are close to the accuracy we reported.
While our prediction accuracy for ADHD fell within the reported range, the model including
both connectomes and confounds failed to outperform the confounds only model. This result is
supported by evidence from the ADHD-200 competition, in which the highest prediction score
of clinical diagnosis was achieved using phenotypic data alone, including age, and in the
absence of brain data (ADHD-200 Consortium 2012).

https://paperpile.com/c/TcX50Z/Hg5d
https://paperpile.com/c/TcX50Z/Y6WF
https://paperpile.com/c/TcX50Z/lAPl
https://paperpile.com/c/TcX50Z/2mCn
https://paperpile.com/c/TcX50Z/oeQ3
https://paperpile.com/c/TcX50Z/e8qW
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Obtaining standard prediction accuracy on psychiatric conditions validated our pipeline and
lends credibility to our results in automatically diagnosing CNVs, for which this is the first study
to date to our knowledge. The prediction accuracy for CNVs broadly follows the trend of clinical
effect size seen in chapter 3. However, psychiatric conditions can be predicted better than effect
size would suggest relative to CNVs, implying that prediction of CNVs could be improved with
larger sample sizes. It was already noted that effect size in univariate regression models do not
necessarily align well with performance of multivariate classifiers (Bzdok and Ioannidis 2019;
Shmueli 2010; Lo et al. 2015). The failure to beat chance level when predicting CNVs with no
association to a psychiatric condition serves as a negative control, further lending credibility to
our results. Notably, DEL 22q11.2 reached the best prediction accuracy, which was significantly
higher than the easiest to predict psychiatric conditions.

Regarding prediction using inter-site cross-validation, we found that heterogeneity, and not
simply sample size, is an important factor in generalising to data from new sites. This finding
agrees with the results by Orban and colleagues (Orban et al. 2018). Using data from 191 people
diagnosed with SZ and matched controls collected from six scanning sites, Orban found that
increasing the heterogeneity of the training set by including data from different sites improved
accuracy of the model when using inter-site cross-validation and verified that the effect was not
attributable to increased sample size. Orban also found that inter-site classification reached
similar accuracy to intra-site classification when 5 out of the 6 sites were used for classifier
training, which is in line with our findings that prediction accuracy for conditions with a large
number of sites (6 to 28) was comparable using intra- and inter-site cross-validation. There are
few examples of multi-site prediction studies evaluating inter-site cross-validation. Zeng and
colleagues (Zeng et al. 2018) obtained 81% using inter-site cross-validation predicting SZ in their
dataset (described above). Hensfield and colleagues (Heinsfeld et al. 2018) obtained 65% using
inter-site cross-validation on ABIDE I (n = 1045, including 505 ASD from 17 sites), while
Abraham and colleagues (Abraham et al. 2017) report 67% also using ABIDE with fewer subjects
(n = 871).

https://paperpile.com/c/TcX50Z/Aonf+umka+wdzD
https://paperpile.com/c/TcX50Z/Aonf+umka+wdzD
https://paperpile.com/c/TcX50Z/x5TL
https://paperpile.com/c/TcX50Z/lAPl
https://paperpile.com/c/TcX50Z/QNeX
https://paperpile.com/c/TcX50Z/yumT
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Chapter 5 - Confound-Isolating Cross-Validation

Figure 10 - Confound-isolating cross-validation. Image from (Chyzhyk et al. 2022).

5.1 - Intro
In this chapter, we introduce a strategy called confound-isolating cross-validation for managing
confounding factors in the prediction of clinical conditions from connectomes. Previously, we
used a simple intra-site cross-validation strategy. With such cross-validation, prediction
accuracy may reflect biases in confound distribution across the condition groups. To address
this issue, we compared the accuracy of two models: one trained on confounds and
connectomes together, and a baseline model trained from confounds alone. This approach
requires comparing two models with marked differences in the dimension of the input, which
is much larger for the connectomes+confounds model. This difference in dimensionality is not
an issue for the classifiers we used in chapter 4, thanks to their limited number of internal
parameters and regularisation procedures. However, in the following chapters, we use MLPs,
whose number of parameters quickly grows with the dimension of the input. For this reason,
we chose to use models predicting conditions of interest from connectomes alone and not to
include a baseline confounds model in these experiments. A connectome-only model may
however leverage biases in confound distribution of a particular dataset in the prediction of
clinical labels. In order to avoid this possibility, (Chyzhyk et al. 2022) proposed to use test sets
that are balanced with respect to a single confounding factor, and termed that approach
confound-isolating cross-validation. While we apply a different algorithm to adapt the method
to the case with multiple confounds, we keep the terminology as we feel it succinctly
communicates the aim. In the ideal case, in which a test set of subjects is perfectly balanced,
the prediction accuracy of a confound model should be exactly 50%, and thus any prediction in
excess of that chance level can be considered free from confounding (Chyzhyk et al. 2022) (see
Figure 10).

https://paperpile.com/c/TcX50Z/79rH
https://paperpile.com/c/TcX50Z/79rH
https://paperpile.com/c/TcX50Z/79rH
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While the ideal case of confound-isolating cross-validation is attractive, in reality it may not
always be possible to create perfectly balanced test sets. In this chapter, we applied established
approaches combined with brute force search in order to create approximately balanced test
sets for each condition used in our benchmark. We demonstrate the effectiveness of
confound-isolating cross-validation with these balanced test sets by showing that prediction
accuracy of confounds-only models was near chance level. We next aimed to compare the
performance of diagnosis based on connectomes only, using confound-isolating vs intra-site
cross-validation. We hypothesised that the prediction accuracy would decrease with
confound-isolating cross-validation, specifically in the conditions where the confound-only
model performed well, as some of the prediction accuracy of the confounds+connnectome
models could be attributed to confounds biases.

In this and the following chapters, we limit the study to conditions that were predicted above
chance in benchmark study: psychiatric conditions except ADHD and psychiatric CNVs except
DEL15q11.2.

5.2 - Methods

5.2.1 - Automated balanced test set generation
In order to create test sets that were balanced with respect to confounds (age, head motion,
global signal, scanning site and sex) we used a hybrid of two methods: General Class Balancer
(described in section 2.2) and propensity score matching as implemented in `pymatch` which
was written in support of (Miroglio et al. 2018). Propensity score matching first calculates a
so-called propensity score as the output of a logistic regression model aiming to predict the
class of interest from the confounds. Intuitively, subjects with the same propensity score have
confound characteristics that are equally suggestive of the class of interest. Matching is then
implemented iteratively by pairing subjects in the condition group with corresponding controls
featuring the closest available propensity score, up to a threshold (Miroglio et al. 2018; Inacio et
al. 2015).

5.2.2 - Iterative generation of test sets
Since propensity score matching doesn’t exactly match categorical confounds, our preferred
method to generate balanced test sets was General Class Balancer. This approach produced
viable test sets in most conditions (ASD, BIP, SZ, DEL 22q11.2, DUP 22q11.2, DUP 16p11.2, DUP
1q21.1). For these conditions, we created 5 unique test sets for each dataset with the following
procedure:

1. identify a balanced subset of the dataset (test set),
2. check if there was enough remaining data for a training set (50-80% of original data),

https://paperpile.com/c/TcX50Z/qqpB
https://paperpile.com/c/TcX50Z/qqpB+Fq16
https://paperpile.com/c/TcX50Z/qqpB+Fq16
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3. check if the subset was a duplicate of a previous selection.
Whenever the steps could not be completed successfully, a new candidate test set was
generated, which was possible as General Class Balancer produces different results for different
seeds of the random number generator. This whole procedure was repeated several times with
different parameters of General Class Balancer (p-value cutoff for the mann-whitney U-test and
minimum number of members in the test set) and thresholds for minimum amount of data left
in as a training set, and we selected the final five folds as the ones where the accuracy of the
confounds-only model was closest to chance in the benchmark.

DEL 1q21.1 and DEL16p11.2

General Class Balancer failed to find acceptable test sets in two conditions (DEL 1q21.1 and
DEL16p11.2). In this case, we used propensity score matching and explicitly used ML prediction
accuracy to evaluate and select test sets, by adding one step in our procedure. Specifically, we
rejected test sets that reached an average accuracy outside 40-60% or maximum individual
accuracy above 60%, as explained in the next paragraph.

5.2.3 - Evaluating test sets
A perfectly balanced test set would mean that a classifier trained to predict the condition based
on the confounds would not outperform chance accuracy. Regardless of what it is possible to
learn from confounds on the remaining data (training set), it should not generalise to the test
set in which the classes are balanced with respect to those variables. In order to evaluate this
expected behaviour, we repeated a variant of the benchmark study: for each condition we
predicted from confounds using the same six ML classifiers and performed cross-validation
using the five test sets.

5.2.4 - Connectomes alone benchmark
For each condition we predicted from connectomes alone using the same set of classifiers
evaluated by confound-isolating cross-validation. We then compared these results to the
previously established connectomes+confounds and confounds-alone baseline models, using
intra-site cross-validation.
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5.3 - Results

5.3.1 - Confounds models with balanced test datasets predict near chance
level for most conditions

Figure 11 - Performance accuracy of automated diagnosis from confounds using confound-isolating cross-validation.
The x axis represents the different datasets and diagnostic tasks included in this benchmark. The y axis shows the
accuracy of prediction using 6 different ML techniques. Chance level of prediction (0.5) is indicated by a bold dashed
line, the ideal range of 0.45-0.55 prediction is indicated by fine dashed lines.

We aimed to evaluate the impact of creating test sets for each condition that are balanced with
respect to confounds, rather than mirroring the biases of confounds in the original sample. We
first evaluated these balanced test sets in terms of the prediction accuracy of the
confounds-only models, expecting them to perform at chance level. Five balanced test sets
were generated for each condition using an intra-site cross-validation design, along with their
complementary, unbalanced training sets. We then trained six ML classifiers on confounds
alone and evaluated their performance on the balanced test sets, independently for the 9
conditions that could be diagnosed above chance in the intra-site benchmark. Prediction
accuracy was below 60% for all conditions except SZ and DEL22q11.2. The most notable
improvement was achieved on BIP, where prediction from confounds was indistinguishable
from chance with balanced test sets, whereas in the previous intra-site benchmark, confounds
alone reached nearly 80% accuracy. While imperfect (SZ, DEL22q11.2), balanced test sets can
provide a means of evaluating automatic diagnosis reducing the bias from confounding factors.
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5.3.2 - Diagnosis from connectomes alone reaches similar performance on
balanced test sets than traditional intra-site cross-validation

Figure 12 - Performance accuracy of automated diagnosis from connectomes using confound-isolating
cross-validation. The x axis represents the different datasets and diagnostic tasks included in this benchmark. The y
axis shows the accuracy of prediction using 6 different ML techniques. For each dataset and technique, the top point
shows prediction using connectomes, while the bottom point shows prediction for confounds only. If the
connectome prediction outperformed the confounds, points are filled and connected by a line, and otherwise they
are not. Chance level of prediction (0.5) is indicated by a dashed line.

We next aimed to evaluate the performance of diagnosis based on connectomes only using
confound-isolating cross-validation rather than intra-site cross-validation, as was done in our
initial experiments. We trained six ML classifiers for this purpose, independently for each of
the 9 conditions that could be diagnosed above chance in the intra-site benchmark. We
observed that prediction with confound-isolating cross-validation reached very similar
performance to what was achieved with intra-site cross-validation for most cases. In particular,
the decrease in accuracy of automatic diagnosis for BIP matches the loss in prediction accuracy
from confounds alone. There were two notable exceptions, DUP16p11.2 and DEL1q21.1, which
decreased by roughly 10% accuracy without a major change in prediction accuracy from
confounds. Overall, automatic diagnosis of conditions using connectomes alone on balanced
test sets reached similar performance to those achieved with intra-site cross-validation.
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5.4 - Discussion
We first demonstrated that it was possible to build an effective confound-isolating
cross-validation for each condition, except for two cases, using a combination of established
methods and exploration of parameters and random seeds to manually select good test sets. We
next evaluated prediction from connectomes alone with confound-isolating cross-validation
and found that performance was diminished for certain conditions but mostly led to similar
results as the connectome+confounds model and intra-site cross-validation.

Regarding the creation of the test sets, failure to find a well balanced test set for DEL22q11.2 is
surprising since the data was collected at a single site, however this highlights how difficult it is
to recruit a sample of subjects balanced for age and sex for a rare condition (see Figure 19 in
supplementary materials). Failure to find balanced test sets for SZ is surprising because of the
large sample size, BIP in comparison with far fewer subjects had subsets that balanced almost
perfectly. BIP however only has 2 sites to match across, while SZ has 12. ASD with many more
sites than SZ (28) doesn’t have the complication of matching for gender (all subjects are male).
The gender ratio of each site in the SZ dataset is far from 50% (see Figure 20 in supplementary
materials). This highlights the extent of heterogeneity in multi-site datasets and the challenge
of isolating the effect of the condition in the presence of persistent confounding factors. It
should be noted that the vast majority of ML works in rs-fMRI do not study the impact of
confound biases, and rely on intra-site cross-validation on full, unselected samples. Leming and
colleagues (Leming, Górriz, and Suckling 2020), who introduced the General Class Balancer we
used, apply confound-isolating cross-validation in the prediction of ASD from rs-fMRI data, but
do not report on the characteristics of the resulting test set. Chyzhyk and colleagues (Chyzhyk et
al. 2022) show that their confound-isolating cross-validation algorithm successfully finds a test
set in which the initial correlation between the confound and the target is removed in three
settings: predicting age with motion as a confound in the CamCan and UKBB datasets, and
predicting fluid intelligence with age as a confound in the CamCan dataset. We keep the
heuristic evaluation of prediction accuracy from confounds rather than the correlation
between the confounds and the target variable in the test sets, since balancing in the case of
multiple confounds is more challenging than of a single confound (Chyzhyk et al. 2022).

Regarding the performance of automatic diagnosis using connectomes and confound-isolating
cross-validation, we observed a loss in accuracy compared to a more standard intra-site cross
validation scheme in a few cases, as expected. We also expected this loss to reflect the
performance of the confounds-only model using intra-site cross-validation. The BIP condition
did follow that predicted pattern, but this was not observed systematically. Chyzhyk and
colleagues (Chyzhyk et al. 2022) found that, relative to results without controlling for
confounds, using confound-isolating cross-validation reduced prediction of fluid intelligence
on CamCan to chance level, significantly reduced the prediction accuracy of age on CamCan
and only slightly that of age on UKBB (both predictions for age remained above chance level).

https://paperpile.com/c/TcX50Z/VIhZ
https://paperpile.com/c/TcX50Z/79rH
https://paperpile.com/c/TcX50Z/79rH
https://paperpile.com/c/TcX50Z/79rH
https://paperpile.com/c/TcX50Z/79rH
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Leming and colleagues (Leming, Górriz, and Suckling 2020) do not compare the prediction
accuracy they obtained using confound-isolating cross-validation with any other types of
cross-validation.

Apart from losing prediction accuracy attributable to confounds, there are possibly more
severe factors which stem from the requirements of finding balanced test sets for
confound-isolating cross-validation. First, it takes more data to create a balanced sample than
we would normally put in a test set (~40-50% of the dataset vs 25%), which leaves less available
data for training. Next, by creating a balanced sample for our test set we are using excluded
subjects as our training set. The training set is therefore necessarily unbalanced and different
in distribution from the test set. When there is a large amount of well-sampled data available
this problem is negligible, but in cases with small datasets it creates a significant hurdle. Snoek
and colleagues (Snoek, Miletić, and Scholte 2019) examined a strategy similar to our
implementation of confound-isolating cross-validation to predict brain size using gender as a
confound. They first found a balanced sample of their dataset iteratively excluding outlying
subjects until there was no correlation between brain size and gender, then split it into K-
non-overlapping balanced subsets and applied K-fold cross-validation. While in this procedure
there is no issue with unbalanced training data, they noted that excluding outliers amounts to
removing examples on which the model would make poor predictions resulting in an inflated
estimate of model performance. Although we created class-balanced datasets from the mega
dataset for the CNVs, rather than excluding outlying subjects, our procedure aimed to find the
closest matching control subject with respect to the confounds for each patient out of a very
large pool of available controls (no patients were excluded). As a result, the CNV datasets were
only roughly balanced with respect to confounds.

https://paperpile.com/c/TcX50Z/VIhZ
https://paperpile.com/c/TcX50Z/C2JB
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Chapter 6 - Multi-Task Prediction of Age and Sex

6.1 - Intro
In this chapter, we introduce our framework for multi-task learning and evaluate its
performance in predicting simple targets (age and sex) across different sites of data collection.
Multi-task learning is an ML framework in which multiple tasks are learned simultaneously by
a shared model. When the tasks are well suited to each other, the model can leverage
information shared across tasks which makes better use of data and the constraint of learning a
pattern useful for multiple tasks improves generalizability. However, it can be difficult to decide
which tasks to learn together (Standley et al. 2019), as incompatible tasks can compete and
make multi-task learning deleterious for performance overall.

Therefore, before we delve into the complexity of multi-task learning across CNVs and
psychiatric conditions, we evaluate the benefit of using multi-task learning where
heterogeneity between tasks is only due to sites. We treat each site of data collection as a task
and predict the same target (either sex or age) across them. We hypothesised that the model
would be able to leverage data across tasks to learn a representation robust to inter-site noise
that improves prediction overall. Each site of data collection consisted of subjects with
markedly different age ranges (see Table 3 in section C.2), so we hypothesised this objective
would be more difficult than sex prediction. For prediction of both sex and age we hypothesised
that sites with small sample size would benefit from being trained with sites with large sample
size. In contrast, for sites featuring a large number of subjects, we hypothesised the prediction
performance would reach a plateau in accuracy (similar to the single task setting) and
experience little benefit frommulti-task learning.

6.2 - Methods

6.2.1 - Implementation
All models were implemented in Pytorch (Paszke et al. 2019). The code for multi-task learning
was written using Snorkel (Ratner et al. 2017) as a reference.

6.2.2 - Architectures
The models used in this chapter are variants of a single multi-layer perceptron (MLP)
architecture (see Figure 3), consisting of an MLP in which multi-task learning is implemented
through hard parameter sharing. We elected to implement hard rather than soft parameter
sharing, first because it is the most commonly used approach to multi-task learning and,
second, because the reduction in parameters and hence capacity relative to single task learning

https://paperpile.com/c/TcX50Z/yCJV
https://paperpile.com/c/TcX50Z/7beX
https://paperpile.com/c/TcX50Z/bx20
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or soft parameter sharing is well suited to our high dimensional data. The first and second
layers of the network (encoder) are shared and output an embedding that is common across
tasks. The third layer is specific to each task and outputs either two values for binary
classification (MLPconn) or a single value for regression (MLPconn_reg).

The MLPconn model is an MLP with the following configuration: 2080-256-64-2, as explained
here. The input to the networks is a 1 × 2080 vector consisting of the upper triangular values of
the symmetric connectome matrix, which is passed through two shared hidden layers with 256
and 64 units and finally to a task-specific output layer of 2 units for binary classification. Batch
normalisation (Ioffe 2015) is applied after each hidden layer. In the single task setting all the
layers of the network are specific to the given task.

The MLPconn_reg model is the same as MLPconn, but with the output layer modified for
regression so that the configuration becomes: 2080-256-64-1.

6.2.3 - Training
We trained the multi-task learning model as follows for each epoch: first the batches of data are
pooled across tasks and shuffled, next each batch is passed through the shared encoder and to
the task-specific output layer it is associated with, the loss is calculated and back propagated
through the task-specific and shared layers, finally the gradients are clipped to have a
maximum magnitude of 1. In the single task setting, the training followed the same procedure
except that the batches of data were not pooled across tasks and were fed through a fully
task-specific network. We used small batch sizes (8) since we included small datasets, and
models were trained for 100 epochs, roughly 50 epochs past plateau observing plateaus in the
single task setting. We used the Adam optimizer (Kingma and Ba 2014)), Leaky ReLUs as an
activation function, and dropout regularisation (Srivastava et al. 2014) with the default
parameters (Paszke et al. 2019). The binary classification tasks were scored with the
cross-entropy loss after applying the softmax function, and the regression tasks with the mean
squared error (MSE).

6.2.4 - Predicting Sex & Age
We created the datasets by treating each site as a task with a common prediction target of either
age or sex. We used only the control subjects from each site of data collection which had at least
30 participants. The datasets corresponding to the three sites of collection from the UKBB study
are enormous (sample sizes 4569, 7943 and 17673), so we subsampled 1000 subjects from each,
which dwarfs the next largest site (UCLA_DS1 with 94 subjects), for computational reasons. For
the sex prediction task, we excluded sites that had insufficient female subjects (NYU, SZ1, SZ2,
USM). The prediction was performed from the connectomes alone and evaluated using 5-fold
cross validation with randomly split train and test sets. To predict sex, the MLPconn model was

https://paperpile.com/c/TcX50Z/rmX1
https://paperpile.com/c/TcX50Z/J9Ep
https://paperpile.com/c/TcX50Z/7beX
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used first in the single task setting to establish a baseline and then in the multi-task setting with
all sites pooled together. For predicting age, the MLPconn_reg model was used again in single
task and then multi-task across sites.

Site N Female %

ADHD1 54 35 65

ADHD3 56 26 46

ADHD5 77 39 51

ADHD6 39 18 46

HSJ 39 25 64

NYU 66 0 0

SZ1 42 3 7

SZ2 41 2 45

SZ3 31 15 48

SZ6 35 12 34

Svip1 48 18 38

Svip2 36 17 47

UCLA_CB 43 22 51

UCLA_DS1 94 43 46

UKBB11025 17673 9342 53

UKBB11026 4569 2504 55

UKBB11027 7943 4414 56

USM 30 0 0

Table 2 - Female subjects by scanning site. Number of total and female subjects, and percentage female by site.
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6.3 - Results

6.3.1 - Multi-task Learning improves prediction of sex for a majority of sites

Figure 13 - Accuracy of sex prediction using single vs. multi-task learning. The x axis represents different sites of
data collection included as prediction tasks, sites are ranked by sample size with the largest to the right. The y axis
shows the accuracy of prediction using a neural network. For each task, the top point shows prediction using
multi-task learning and the bottom point shows prediction on the task trained independently using the MLPconn
architecture. If the multi-task prediction outperformed the single-task, points were filled and connected by a line,
and otherwise they were not. Chance level of prediction (50) is indicated by a dashed line.

We aimed to evaluate the value of multi-task learning for heterogeneous data in a simple binary
classification setting, where each site of data collection is treated as a task and the target of
prediction, sex, is the same across tasks. Prediction accuracy improved for multi-task learning
in a short majority of sites (9 out of 14). The mean accuracy in the multi-task setting (67.7)
outperformed that of the single-task (62.8) substantially, but with much larger standard
deviation (13.2 vs 11.7). Notably, prediction improved for the three sites with very large sample
sizes from UKBB. Overall, multi-task learning across heterogeneous sites of data collection
benefitted accuracy when the target of prediction was the same across tasks, but the effect was
not systematic.
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6.3.2 - Multi-task Learning improves prediction of age for a majority of
sites

Figure 14 - Performance of age prediction using single vs. multi-task learning. The x axis represents different sites of
data collection included as prediction tasks, sites are ranked by sample size with the largest to the right. The y axis
shows the prediction loss using a neural network. For each task, the bottom point shows prediction using multi-task
learning and the top point shows prediction on the task trained independently using the MLPconn_reg architecture.
If the multi-task prediction achieved lower loss than the single-task, points were filled and connected by a line, and
otherwise they were not.

We next aimed to evaluate if multi-task learning could improve prediction of age, once again
using each site of data collection as a separate task. Each site of data collection consisted of
subjects with markedly different age ranges (see Table 3 in section C.2), so we expected this
objective to be more difficult than sex prediction. We used the same MLPconn architecture,
modifying only the output for regression, and repeated the procedure, first training
independent models on each site and then comparing them with a multi-task learning setting
where all sites were trained concurrently. Prediction improved for a short majority of sites (11
out of 18). The mean loss in the multi-task setting (8.9 years2) outperformed that of the
single-task (10.5 years2), but with larger standard deviation (10.47 vs 8.94). Again, prediction
improved for the three sites with very large sample sizes from UKBB. Overall, multi-task
learning benefitted prediction, even when the target of prediction was heterogeneously
distributed across sites, but the effect was not systematic.
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6.4 - Discussion
Applying multi-task learning across sites of data collection to predict age and sex, we observed
that multi-task learning improved prediction relative to single task learning for a majority of
sites. Contrary to our hypothesis, prediction always improved for sites with large sample size,
whereas small sites showed varied performance that had no apparent relationship to sample
size.

There are very few examples from the literature with which to compare our results. Ma and
colleagues (Q. Ma et al. 2018) predict SZ across three sites using fMRI and show that prediction
is improved relative to single task learning, however there is no impact of sample size since
each site consists of 50 subjects diagnosed with SZ and 50 controls. Watanabe and colleagues
(Watanabe et al. 2014) predict ADHD across seven sites using fMRI, but don’t report on the
sample size of the sites or the accuracy obtained per site. Hu and Zeng (Hu and Zeng 2019)
predict SZ across three sites using structural MRI. They found that prediction improved for
each site in multi-task vs single task learning, with the two smaller sites gaining more in
accuracy than the largest (7% and 7% vs 3%). However, the differences in accuracy and sample
size for each site were too close for any trend to be conclusive (n = 269, 156, 325, including n =
137, 62, 144 SZ for sites A, B and C respectively). Apart from prediction across sites, two other
studies examined prediction of a common target across tasks (Xiao et al. 2020; Marquand et al.
2014), however both had the same amount of data for each task. Schulz and colleagues (Schulz
et al. 2020) classified subjects into ten groups divided by sex and age using fMRI data in the
UKBB with increasing sample sizes, and found that even with 8000 subjects and applying simple
linear models the trend of prediction accuracy improving did not reach a plateau. In light of
these results, the sites we consider to have large sample size (n = 1000) are still in the realm of
small datasets for MLPs and rather than boost the tiny datasets (n =30-94) they seem to simply
dominate the training. Further studies are needed to assess the impact of sample size, as well as
other factors such as heterogeneity of the samples, on multi-task learning prediction of a target
across sites.

https://paperpile.com/c/TcX50Z/64QA
https://paperpile.com/c/TcX50Z/vRGe
https://paperpile.com/c/TcX50Z/EBga
https://paperpile.com/c/TcX50Z/sizL+7Dpe
https://paperpile.com/c/TcX50Z/sizL+7Dpe
https://paperpile.com/c/TcX50Z/dRcz
https://paperpile.com/c/TcX50Z/dRcz
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Chapter 7 - Multi-task Learning for Joint Diagnosis
of CNVs and Psychiatric Conditions

7.1 - Intro
Having established a method for controlling for confounds (Chapter 5), and evaluated
multi-task learning in a straight-forward setting (Chapter 6), we address our primary aim and
apply multi-task learning to perform joint diagnosis across 9 CNVs and psychiatric conditions.
As discussed previously (see sections 6.1 and 1.4), multi-task learning benefits from allowing
similar tasks to share information during training.

The psychiatric conditions included in our dataset have high rates of comorbidity with each
other as well as associations with the CNVs (see section 1.1). In addition to this, there is
extensive overlap in genetic factors and symptomatology (Lichtenstein et al. 2009; Lee et al.
2013; Brainstorm Consortium et al. 2018; Taylor et al. 2021). Due to these relationships between
conditions, we propose that the dataset we collected is a perfect candidate for multi-task
learning. For example, the model might benefit from a feature that reflects social impairment
learned from ASD that is also applicable to SZ, or a feature that reflects language impairment
learned from DEL 16p11.2 that can help distinguish ASD. Huang and colleagues (Huang et al.
2022) reported promising results using multi-task learning across ASD, ADHD and SZ. Here we
extend that work by examining a larger sample of conditions: including ASD, ADHD, and SZ, as
well as BIP. Critically, we also incorporate rare CNVs with high effect size on both brain and
behaviour in the multi-task learning study, that have never been previously studied in the ML
context.

However, it can be difficult to determine a priori which tasks should be grouped together for
multi-task learning, with similar tasks not necessarily learning better together (Standley et al.
2019). Here we test the hypothesis that the tasks included in our dataset overlap sufficiently to
benefit from multi-task learning. We established a baseline by using an MLP for each task
independently, and then train all the tasks concurrently in a model with a shared encoder (hard
parameter sharing).

7.2 - Methods
The MLPconn model (architecture and training described in chapter 6) was used to predict each
condition from connectomes alone first in the single task setting to establish a baseline, and
then in the multi-task setting across conditions. The models were evaluated using
confound-isolating cross-validation (described in chapter 5).

https://paperpile.com/c/TcX50Z/IICp+ZjO9+RNh6+f7cq
https://paperpile.com/c/TcX50Z/IICp+ZjO9+RNh6+f7cq
https://paperpile.com/c/TcX50Z/Smfl
https://paperpile.com/c/TcX50Z/Smfl
https://paperpile.com/c/TcX50Z/yCJV
https://paperpile.com/c/TcX50Z/yCJV
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7.3 - Results

7.3.1 - Multi-task learning fails to improve automatic diagnosis across
heterogeneous conditions

Figure 15 - Accuracy of automated diagnosis using single vs multi-task learning. The x axis represents different
conditions included as prediction tasks. The y axis shows the accuracy of prediction using a neural network. For
each task, the top point shows prediction using multi-task learning and the bottom point shows prediction on the
task trained independently using the MLPconn architecture and confound-isolating cross-validation. If the
multi-task prediction outperformed the single-task, points are filled and connected by a line, and otherwise they are
not. Chance level of prediction (50) is indicated by a dashed line.

We aimed to improve automatic diagnosis of 9 CNVs and psychiatric conditions by leveraging
shared information in datasets with limited sample size using a lightweight multi-task learning
framework. First, we trained a simple feedforward neural network independently on each
condition as a baseline and then trained a multi-task version of the model on all the conditions
concurrently. Multi-task learning outperformed single-task learning for only BIP. For the
remaining cases, multi-task learning suffered from negative transfer and performance accuracy
actually decreased, contrary to our prediction. The performance of the neural network in the
single-task setting outperformed the best of the simple ML models for ASD, DUP 16p11.2, DUP
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22q11.2, DEL 1q21.1, and DUP 1q21.1. For the rest of the conditions, accuracy was in the range
of that achieved previously.

7.4 - Discussion
Applying multi-task learning across CNVs and psychiatric conditions to perform automatic
diagnosis, we observed that multi-task learning is deleterious for prediction accuracy overall.
Contrary to our hypothesis, the tasks included in the concurrent training were too
heterogeneous to benefit frommulti-task learning implemented using hard parameter sharing.

The only existing studies in the literature to apply multi-task learning across conditions were
conducted by Huang and colleagues (Huang, Liu, and Tan 2020; Huang et al. 2022). These
studies proposed a soft parameter sharing model and compared it with MLPs in hard parameter
sharing and single task learning. In the first study examining ASD and ADHD, they found that
the hard parameter sharing model obtained accuracy that outperformed single task learning,
but not their proposed model. However, in the follow-up study in which they added SZ they
found that their proposed model still improved accuracy for each condition relative to single
task learning, but that the hard parameter sharing model reduced prediction accuracy for
ADHD and SZ. In light of these results, where negative transfer occurred with only three
conditions, it is not surprising that multi-task learning failed to improve prediction accuracy for
all but one of the 9 conditions included in our hard parameter sharing model. In the next
chapter we thoroughly investigate the negative transfer we observed.

https://paperpile.com/c/TcX50Z/22iK+Smfl
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Chapter 8 - Negative Transfer Study

8.1 - Intro
In this chapter we investigate the negative transfer between tasks observed in the multi-task
study on conditions. This is an exploratory analysis which was implemented as a post-mortem
examination, following the failure of our original key hypothesis. Negative transfer is a
phenomenon in multi-task learning in which instead of the desired outcome of similar tasks
sharing a latent representation that benefits the learning of each, the tasks compete
unproductively and interfere with each other's learning. Negative transfer can be mitigated
through various soft parameter sharing schemes, in which parallel models for each task are
linked and regularised together and allow for more flexibility between models at the cost of
having a large number of parameters. However, we implemented hard parmeter sharing - a
stricter version of multi-task learning in which the models literally share a portion of their
parameters - in this low sample size high dimensional data setting to reduce the capacity of the
model and the potential of overfitting.

Since all the conditions were trained concurrently in the previous experiment, it is impossible
to comment on the source of the negative transfer. We aimed to disentangle the negative
transfer observed when predicting the 9 neurodevelopmental and psychiatric conditions
concurrently in the multi-task setting by training the conditions together pairwise in different
model and data settings. We varied the depth of the model (MLPconn_deeper) to increase its
capacity, the input data to the model (MLPconcat) from connectomes alone to a concatenation
of connectomes and confounding variables, and the type of layer (CNN) from fully connected to
convolutional. This framework allowed us to see if certain conditions learned well or poorly
together, as well as if the negative transfer behaved differently depending on the form of data
input to the model or the model itself. We expected that some pairs of conditions learned
consistently better or worse together regardless of data setting or model, and that conditions
that have similarities in their effects on FC and symptoms would be learned better together.

8.2 - Methods
The implementation of the code and model training are as described in chapter 6.

8.2.1 - Architectures

MLPconcat

The MLPconcat model is exactly the same as the MLPconn model (described in chapter 6), with
the input layer adapted to accept a concatenation of the upper triangular 1 x 2080 connectome
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vector with the 1 x 58 confounds vector (age, head motion, global signal, scanning site and sex
with categorical confounds one hot encoded). The result is an MLP model with configuration:
2183-256-64-2.

MLPconn_deeper

The MLPconn_deeper model is a version of the MLPconn model with two additional layers of
width 64, one in the shared part of the model and another in the task specific part. The
resulting configuration is 2080-256-64-64-64-2. The input to the model is the connectome vector.

CNN

The CNN model is adapted from (Leming and Suckling 2021). The input to the network is the
upper triangle of the symmetric connectome matrix (2080 values) randomly permuted and
formatted into a 40 x 52 matrix. The shared part of the model consists of a first convolution
layer with 256 filters of shape 1 x 40 x 1, followed by two dense layers of 64 hidden units. The
task-specific output layer has 2 units for binary classification. Batch normalisation (Ioffe and
Szegedy 2015) is applied after each layer.

8.2.2 - Exploring Negative Transfer
In order to establish if certain tasks were learned better or worse together, we trained four
different models to predict the conditions from the multi-task learning study first in the single
task setting to establish a baseline, and then pairwise. The models evaluated were MLPconn
which is the standard model, MLPconn_deeper which has two additional layers to vary model
depth, MLPconcat modified for prediction from connectomes and confounds to vary the data
context, and CNN a convolutional neural network with same depth as standard model to vary
model type. The models were evaluated using confound-isolating cross-validation and Pearson's
correlation was used to evaluate the similarity of the results across the four models.

https://paperpile.com/c/TcX50Z/T1hm
https://paperpile.com/c/TcX50Z/Poyj
https://paperpile.com/c/TcX50Z/Poyj
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8.3 - Results

8.3.1 - Negative transfer between conditions trained pairwise is stable
across models and data settings

Figure 16 - Difference in accuracy from single-task baseline of conditions trained pairwise using multi-task learning
in different data and model settings. The i,jth entry in the matrix is accuracy of condition in row i trained with
condition in column j.

We aimed to disentangle the negative transfer observed when predicting the 9
neurodevelopmental and psychiatric conditions concurrently in the multi-task setting. We
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trained a multi-task learning model on each pair of conditions in four different settings: simple
feedforward network on connectomes alone (MLPconn), simple feedforward network on
connectomes with confounds (MLPconcat), deeper feedforward network on connectomes
alone (MLPconn_deeper), and a simple convolutional neural network (CNN) on connectomes
alone. For each setting we also trained the models independently to establish a baseline. The
matrix of pairwise accuracy for MLPconn showed a range of correlations with those for
MLPconcat (r = 0.71), MLPconn_deeper (r = 0.64) and CNN (r = 0.31). We found that conditions
with larger sample size (SZ, ASD) were not impacted by their partner, whereas for smaller
sample size conditions the results were more variable. Apart from one case of consistent
improvement (BIP being trained with SZ), the results were dependent on the model and data
setting and did not reveal a clear pattern or point to a source for the observed negative transfer.
Simple multi-task learning does not appear to be able to accommodate for the heterogeneity
between the conditions, in spite of the shared latent task of decoding rs-fMRI data and
overlapping effects of the conditions.

8.4 - Discussion
In the previous study, we trained a multi-task learning model to predict 9 CNVs and psychiatric
conditions concurrently. We observed that the heterogeneity of the tasks was too large for hard
parameter sharing multi-task learning framework to accommodate and the conditions
interfered with rather than boosted each other’s learning - a phenomenon called negative
transfer.

Breaking down this complex objective, we implemented multi-task learning on the conditions
pairwise using our primary model and three variations. This fine-grained exploration revealed
a pattern of negative transfer between tasks that was stable across settings, ruling out any close
changes to improve the model besides the multi-task learning framework itself. Specifically, in
each pairing the prediction accuracy of one task was boosted at the expense of its partner -
meaning that even with only two tasks the parameter sharing is too strict.

In a similar study of negative transfer, Standley and colleagues (Standley et al. 2019) used a
standard encoder-decoder architecture and chose five tasks, that overlap enough to test if
similar tasks train well together and that represented major task categories (one semantic, two
3D, and two 2D), from a large computer vision dataset (about 4 million examples). As in our
study, the encoders were shared across tasks (hard parameter sharing), and they examined the
matrix of prediction performance for tasks trained pairwise in different settings. The first
setting explored a smaller capacity model, the second was a control condition, and the third a
smaller dataset (about 200k examples).

When looking at a smaller dataset (with an amount of data more comparable to ours), Standley
and colleagues (Standley et al. 2019) found most tasks suffer when trained with another task.

https://paperpile.com/c/TcX50Z/yCJV
https://paperpile.com/c/TcX50Z/yCJV
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This is contrary to the notion that multi-task learning applies well to low-data scenarios, and
could explain the poor performance observed in our study. They also found that tasks are more
likely to benefit from being trained together when using a larger capacity network. The matrix
of pairwise accuracy in the control setting was correlated with the low-data setting (r = 0.558),
but unlike in our study it was not correlated with the modified capacity model (r = 0.08). As in
our experiments, they found that certain tasks consistently improved the performance of their
partner at their expense across. While they concluded that the relationships between tasks are
dependent on the learning setup, this is difficult to confirm in our study where the correlations
were high across settings. However, the change in dimension between networks in their study
was much larger than ours and further experiments are needed. Finally, they found that similar
tasks don’t necessarily learn better together even with a much larger dataset, more complex
model and better defined task relationships. This confirms what we observed for overlapping
psychiatric conditions and is discouraging for future use of multi-task learning with hard
parameter sharing for finding biologically relevant patterns across diagnostic categories.

In future studies the next step is to investigate soft parameter sharing schemes, in which
information can be shared across models while leaving more flexibility for each model to learn
its own representation. This approach proved successful in the studies by Huang and colleagues
across psychiatric conditions (ASD, ADHD and SZ) (Huang, Liu, and Tan 2020; Huang et al.
2022), who report an increase in accuracy using their proposed method relative to both
multi-task learning using hard parameter sharing and single task learning.

https://paperpile.com/c/TcX50Z/22iK+Smfl
https://paperpile.com/c/TcX50Z/22iK+Smfl


63

Chapter 9 - General Discussion
In this work we analysed a complex rs-fMRI dataset representing an unprecedented set of CNVs
and psychiatric disorders through progressively more complex methods, first applying
traditional statistics, next common machine learning algorithms, and finally multi-task
learning using hard parameter sharing MLPs.

We first estimated the effect size of each condition on FC, CNVs with an association to a
psychiatric condition, as well as BIP and SZ, were found to have large effect sizes. The other
psychiatric conditions and CNVs had small-to-moderate effect sizes. Our results reflect
previously reported effect sizes on FC and other imaging modalities for the same conditions
(Assem et al. 2020; Moreau, Ching, et al. 2021; Van Rooij, Anagnostou, and Arango 2018; de
Zwarte et al. 2019; van Erp et al. 2018; Hoogman et al. 2017, 2019). We then benchmarked the
accuracy of common prediction algorithms on the same conditions, using intra- and inter-site
cross-validation and evaluating accuracy relative to a confounds-only baseline model. Using
intra-site cross-validation, we found that prediction accuration for each condition broadly
followed the trend of effect sizes, but that psychiatric conditions could be predicted better than
effect size would indicate relative to the CNVs, implying that automatic diagnosis of CNVs could
improve dramatically with sample size. Notably, we found that CNVs with no association to
psychiatric conditions could not be predicted above chance level, which served as a validation
of our approach - along with obtaining similar results to the ML literature for the psychiatric
conditions (Arbabshirani et al. 2017; Nielsen et al. 2013; Zeng et al. 2018; H. Wang et al. 2022; Y.
Wang et al. 2020). Inter-site cross-validation highlighted that increasing the number of sites of
data collection, not only the sample size, is crucial for generalising to data collected at a new
site, replicating the observation of Orban and colleagues (Orban et al. 2018).

Next, we described confound-isolating cross-validation, and compared the accuracy of
prediction using our implementation of this strategy to the results of the benchmark and found
that performance was diminished for certain conditions but mostly led to similar results. There
is some debate about how to control for confounds in the predictive modelling context (Snoek,
Miletić, and Scholte 2019; Chyzhyk et al. 2022; Dinga et al. 2020). While there are relatively well
established procedures for the case of a single confound, the case of multiple confounds that
we have attempted to address here is much more complex and the balanced test sets and
corresponding training sets we found did not provide a perfectly unconfounded estimate of
prediction accuracy. However, we demonstrated that they are acceptable in practice, and the
accuracy of prediction from confounds in the intra- and inter-site benchmarks highlights the
need to take confounds into consideration. Where it fits the aim of the study, comparing a
model that includes confounds to a baseline model using only confounds is a simple, robust
and easily interpretable approach.

https://paperpile.com/c/TcX50Z/8xxu+RCbl+6Tpw+zMvO+vVs2+RWaq+tSET
https://paperpile.com/c/TcX50Z/8xxu+RCbl+6Tpw+zMvO+vVs2+RWaq+tSET
https://paperpile.com/c/TcX50Z/Hg5d+Y6WF+lAPl+2mCn+oeQ3
https://paperpile.com/c/TcX50Z/Hg5d+Y6WF+lAPl+2mCn+oeQ3
https://paperpile.com/c/TcX50Z/x5TL
https://paperpile.com/c/TcX50Z/C2JB+79rH+9jzo
https://paperpile.com/c/TcX50Z/C2JB+79rH+9jzo
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We introduced our multi-task learning framework and evaluated its performance on a simple,
well controlled benchmark predicting the same target (either age or sex) across sites and found
that prediction was improved relative to single task learning for a majority of sites. Notably,
prediction always improved for sites with large sample sizes, whereas small sites showed varied
performance. This was contrary to our hypothesis that large sites would reach a plateau in
accuracy in the single task setting and provide a stable representation that would improve the
prediction for smaller sites. However, the sites we consider to have large sample size (n = 1000)
are nowhere near the domain where models would begin to saturate in accuracy (Schulz et al.
2020) and rather than boost the tiny datasets (n=30-94) they appear to dominate the training. In
the context of large imbalance in sample size between related tasks, transfer learning, in which
a model is first trained on one task and then adapted to another, might offer a more promising
framework. Transfer learning has been widely applied to MRI (Valverde et al. 2021), e.g.
training a model on a very large dataset of natural images then tuning certain parameters for
tumour segmentation in a small medical imaging dataset, and has shown promising results
transferring from a broad range of fMRI data to brain decoding (Thomas, Ré, and Poldrack
2022).

Next, we applied multi-task learning across CNVs and psychiatric conditions to perform
automatic diagnosis. Although we hypothesised that high rates of comorbidity (see section 1.1)
and overlap in genetic factors and symptomatology (Lichtenstein et al. 2009; Lee et al. 2013;
Brainstorm Consortium et al. 2018; Taylor et al. 2021) between the conditions in our dataset
would allow them to benefit frommulti-task learning, we observed these prediction tasks being
learned concurrently was deleterious for accuracy overall. We then examined this
phenomenon by implementing multi-task learning on the conditions pairwise using our
primary model and three versions that varied the model capacity, input data, and type (from
MLP to CNN). This fine-grained exploration did not reveal a clear pattern between conditions or
source (model or data setting) to which we could attribute the negative transfer. Having ruled
out immediate directions for modifying the existing framework, we turn to the issues of sample
size and architecture choice for multi-task learning.

The sample sizes for the 9 CNVs and psychiatric conditions included in the multi-task learning
study range from n=19 to 472 (cases only). These are much smaller than desired for either
traditional statistical (Marek et al. 2022) or machine learning approaches, as seen in the limited
prediction accuracy of CNVs in our benchmark study. Furthermore, while multi-task learning
using hard parameter sharing was proposed to limit parameters and make better use of
available data (Ruder 2017), evidence from our first multi-task study across sites with varying
sample size as well as from Standley and colleagues (Standley et al. 2019) points to this
framework being ineffective for small sample sizes.

Regarding the architecture, we implemented multi-task learning using hard parameter sharing
and simple MLPs in order to first test a basic model with relatively limited parameters on our

https://paperpile.com/c/TcX50Z/dRcz
https://paperpile.com/c/TcX50Z/dRcz
https://paperpile.com/c/TcX50Z/JGiE
https://paperpile.com/c/TcX50Z/Wf1z
https://paperpile.com/c/TcX50Z/Wf1z
https://paperpile.com/c/TcX50Z/IICp+ZjO9+RNh6+f7cq
https://paperpile.com/c/TcX50Z/IICp+ZjO9+RNh6+f7cq
https://paperpile.com/c/TcX50Z/zbpf
https://paperpile.com/c/TcX50Z/gy6s
https://paperpile.com/c/TcX50Z/yCJV
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dataset. However, our results show that this framework actually hurts prediction accuracy
overall when applied across the conditions. Huang and colleagues (Huang et al. 2022)
implemented a multicluster multigate mixture-of-experts (M-MMOE) model, which implements
a form of soft parameter sharing, across ASD, ADHD and SZ to perform automatic diagnosis
from connectomes. They found that their proposed approach improved accuracy for each
condition relative to single task learning, whereas a hard parameter sharing MLP model did
not. Ma and colleagues (J. Ma et al. 2018) found that the hard parameter sharing MLP model is
sensitive to task relationships, and Standley and colleagues (Standley et al. 2019) showed that
apparently similar tasks are not necessarily learned well together. These results clearly point to
exploring different architectures in future studies, particularly those that explicitly learn
relationships between tasks, Zhang and Yang (Y. Zhang and Yang 2017) provide a review of
existing methods. In particular, a novel transformer-based multi-task learning architecture,
which used a shared attention mechanism to model task relationships, outperformed state of
the art multi-task CNNmodels on a range of computer vision tasks (Bhattacharjee et al. 2022).

Furthermore, there is debate about the use of connectomes for predictive modelling (Lurie et
al. 2020) as information about brain dynamics is discarded when looking at correlation between
time series of regions rather than the time series themselves, and various measures for
computing connectomes can have a large impact on prediction accuracy (Abraham et al. 2017;
Dadi et al. 2019). fMRI dynamics have been shown to provide features that outperform static
connectomes on prediction of SZ and BIP (Rashid et al. 2016). Architectures that can directly
model brain dynamics, such as transformers (Thomas, Ré, and Poldrack 2022) and graph
convolutional networks (Y. Zhang, Farrugia, and Bellec 2022), provide another direction for
future investigation.

In this study, we estimated effect sizes for 4 psychiatric conditions and 15 CNVs, 13 of which had
never been previously investigated, then benchmarked prediction accuracy on these conditions
using common machine learning methods, which is the first such study for all of the CNVs. We
applied multi-task learning to predict a common target, across an unprecedented number of
sites of data collection, and found that prediction was improved for a majority of sites. We
applied multi-task learning across 9 psychiatric CNVs and psychiatric conditions to perform
joint diagnosis, and found that prediction suffered overall and then explored the relationships
between tasks. The hypothesis that high rates of comorbidity and genetic and behavioural
overlap between CNVs and psychiatric conditions, and among psychiatric conditions, would
translate into being closely related enough as prediction tasks to benefit from joint diagnosis
was not supported. However, applying multi-task learning across sites showed that prediction
can be improved when tasks are very tightly related, but the hypothesis that multi-task learning
would benefit smaller sample sites by giving them access to the sample of larger sites by proxy
was not supported. We implemented a lightweight hard parameter sharing model, but evidence
from our results and the literature shows this framework is not well suited to heterogeneous
tasks or, counterintuitively, to small sample sizes. While we believe there is potential to exploit

https://paperpile.com/c/TcX50Z/Smfl
https://paperpile.com/c/TcX50Z/GPS1
https://paperpile.com/c/TcX50Z/yCJV
https://paperpile.com/c/TcX50Z/mMzq
https://paperpile.com/c/TcX50Z/kQZ2
https://paperpile.com/c/TcX50Z/GPO2
https://paperpile.com/c/TcX50Z/GPO2
https://paperpile.com/c/TcX50Z/yumT+4T2m
https://paperpile.com/c/TcX50Z/yumT+4T2m
https://paperpile.com/c/TcX50Z/OhkY
https://paperpile.com/c/TcX50Z/Wf1z
https://paperpile.com/c/TcX50Z/1MT9
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the similarities between CNVs and psychiatric conditions using methods that model
relationships between tasks, small sample sizes for rare CNVs are a major limitation for the
application of multi-task learning.
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Appendix A - Evaluating Confound-Isolating
Cross-Validation in MTL Setting

A.1 - Intro
In Chapter 5 we introduced confound-isolating cross-validation and demonstrated that the
balanced test sets we found for each condition resulted in chance level prediction of most the 9
CNVs and psychiatric conditions from confounds, and then used these test sets to evaluate
automatic diagnosis from connectomes alone in Chapter 7. In this appendix we additionally
demonstrate that confound-isolating cross-validation using these test sets is valid as an
unconfounded estimate of prediction accuracy using MLPs in the single and multi-task setting.

A.2 - Methods
The MLPconf model was used to predict each condition from confounds (age, head motion,
global signal, scanning site and sex) alone first in the single task setting to establish a baseline,
and then in the multi-task setting across conditions. The models were evaluated using
confound-isolating cross-validation (described in chapter 5), and training was conducted as is
described in chapter 6.

A.2.1 - Architectures

MLPconf

The MLPconf model is similar to MLPconn (described in chapter 6), but with the input layer
modified to take a 1 × 58 vector consisting of the confounding variables and the dimensions of
the following layers reduced accordingly. The model configuration is 58-32-8-2. The confounds
vector consists of the numerical variables (age, head motion, and mean connectivity) alongside
the one-hot encoded categorical variables (sex and site).
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A.3 - Results

A.3.1 - Confounds models consistently predict at chance level for most
conditions using a neural network on balanced test sets

Figure 17 - Accuracy during training of MLPconf in the single-task setting. The x axis represents epochs of training
and the y axis shows prediction accuracy. Each fold of cross-validation is indicated by a different coloured line for
each condition. Plotted accuracy is smoothed using exponential moving averages for clarity.

We aimed to evaluate if the balanced test sets were valid in terms of preventing prediction from
confounds using a neural network architecture, which is more flexible than the simple ML
models. We trained a simple feedforward neural network on confounds to predict each
condition independently (single-task setting). The mean final accuracy across folds and
conditions was 51% with DEL16p11.2 reached the highest accuracy at 53%. For most cases, each
fold of training results in chance level prediction. However, in one fold each DEL22q11.2, DEL
16p11.2, DUP16p11.2, and DUP 1q21.1 depart from chance with DUP1q21.1 reaching the
highest accuracy 68% in fold_2. The mean variance in training accuracy across folds and
conditions was 15%. The balanced test sets perform better as an unconfounded evaluation in
the single-task neural network setting than in the intra-site benchmark.
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A.3.2 - Confounds models predict at chance level using multi-task learning
averaged across balanced test sets

Figure 18 - Accuracy during training of MLPconf in the multi-task setting. The x axis represents epochs of training
and the y axis shows prediction accuracy. Each condition is indicated by a different coloured line for each fold of
cross-validation. Plotted accuracy is smoothed using exponential moving averages for clarity.

We next aimed to evaluate the balanced test sets using a neural network architecture in the
multi-task setting. We trained a multi-task version of the neural network, where all the tasks are
learned concurrently, on confounds alone to predict the conditions. The mean final accuracy
across folds and conditions was 50%. DEL 22q11.2 reached the highest accuracy at 56%. The
mean variance in prediction accuracy for each task across folds was 46%, much higher than in
the single task setting. On average, the balanced test sets perform well as an unconfounded
evaluation in the multi-task neural network setting.

A.4 - Discussion
Applying confound-isolating cross-validation to evaluate prediction of 9 CNVs and psychiatric
conditions from confounds, we observed that the proposed approach successfully prevents
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generalisation to the set set i.e. the balanced test sets are valid for unconfounded estimation in
the single and multi-task setting using MLPs.

In the single task setting, the model makes above chance level prediction for some conditions
in certain test sets (e.g. fold_2 of DUP1q21.1). However, the prediction doesn’t remain above
chance level when using multi-task learning for those conditions in the same test. There is a
wide variance in prediction accuracy from confounds across cases in the multi-task learning
setting, which results in close to chance level on average. Whether this effect is due to
successful confound-isolating cross-validation or negative transfer between tasks is not clear.
Either way, multi-task learning doesn’t appear to present a deeper issue for confounding than
single task learning.
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Appendix B - PyNM
The following pages contain the publication accompanying the python package PyNM (Harvey
and Dumas 2022) as published in the Journal of Open Source Software. See section 1.2.4 for a
discussion.

https://paperpile.com/c/TcX50Z/YfaD
https://paperpile.com/c/TcX50Z/YfaD
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Appendix C - Supplementary Materials

C.1 - Demographics by Site

N
Total (F)

Age
Mean (SD)

Global
Mean

Signal
(SD)

Motion
Mean (SD)

ABIDEII-BNI_1 16 (0) 21.44 (2.45) 0.37 (0.17) 0.23 (0.04)

ABIDEII-ETH_1 32 (0) 22.98 (4.65) 0.43 (0.14) 0.17 (0.04)

ABIDEII-GU_1 57 (0) 11.03 (1.55) 0.35 (0.11) 0.16 (0.04)

ABIDEII-IP_1 14 (0) 22.71 (6.75) 0.37 (0.11) 0.12 (0.04)

ABIDEII-IU_1 8 (0) 23.75 (6.69) 0.55 (0.24) 0.12 (0.03)

ABIDEII-KKI_1 27 (0) 10.31 (1.48) 0.36 (0.11) 0.16 (0.05)

ABIDEII-NYU_1 68 (0) 9.50 (3.85) 0.38 (0.14) 0.19 (0.03)

ABIDEII-OHSU_1 57 (0) 11.25 (2.12) 0.41 (0.11) 0.13 (0.04)

ABIDEII-OILH_2 23 (0) 22.52 (3.86) 0.46 (0.15) 0.12 (0.03)

ABIDEII-SDSU_1 43 (0) 12.98 (3.19) 0.33 (0.10) 0.11 (0.04)

ABIDEII-SU_2 16 (0) 11.03 (1.19) 0.38 (0.14) 0.17 (0.07)

ABIDEII-TCD_1 36 (0) 15.76 (3.04) 0.36 (0.13) 0.18 (0.03)

ABIDEII-UCD_1 21 (0) 14.75 (1.89) 0.40 (0.15) 0.14 (0.05)

ABIDEII-UCLA_1 20 (0) 11.41 (2.34) 0.40 (0.18) 0.14 (0.04)

ABIDEII-USM_1 27 (0) 20.90 (8.11) 0.36 (0.14) 0.17 (0.05)

ABIDEII-U_MIA_1 19 (0) 9.99 (2.06) 0.34 (0.13) 0.13 (0.04)

ADHD1 85 (42) 10.93 (1.72) 0.41 (0.10) 0.15 (0.04)

ADHD3 74 (34) 10.27 (1.35) 0.36 (0.13) 0.16 (0.05)

ADHD4 26 (13) 18.76 (3.21) 0.36 (0.11) 0.14 (0.05)

ADHD5 180 (66) 11.47 (2.94) 0.41 (0.12) 0.13 (0.04)

ADHD6 59 (23) 9.16 (1.22) 0.39 (0.14) 0.14 (0.04)

Cardiff 14 (7) 40.01 (8.03) 0.38 (0.15) 0.12 (0.05)

HSJ 53 (31) 31.80 (16.54) 0.38 (0.11) 0.21 (0.07)

KKI 36 (0) 10.27 (1.34) 0.30 (0.15) 0.19 (0.05)
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LEUVEN_1 11 (0) 22.36 (4.50) 0.31 (0.09) 0.17 (0.04)

MAX_MUN 20 (0) 20.60 (11.99) 0.38 (0.14) 0.19 (0.06)

NYU 125 (0) 14.98 (6.53) 0.35 (0.12) 0.17 (0.04)

OLIN 17 (0) 16.82 (3.09) 0.40 (0.13) 0.24 (0.04)

SDSU 21 (0) 14.67 (1.59) 0.34 (0.12) 0.13 (0.06)

SZ1 84 (8) 33.57 (11.89) 0.38 (0.14) 0.22 (0.05)

SZ10 18 (3) 34.06 (9.89) 0.32 (0.09) 0.11 (0.04)

SZ2 82 (11) 33.35 (8.89) 0.41 (0.13) 0.14 (0.05)

SZ3 62 (24) 32.82 (7.74) 0.40 (0.16) 0.15 (0.05)

SZ4 50 (17) 31.70 (10.23) 0.43 (0.12) 0.15 (0.04)

SZ5 34 (8) 36.74 (9.98) 0.36 (0.10) 0.14 (0.03)

SZ6 70 (31) 30.37 (7.81) 0.37 (0.11) 0.15 (0.04)

SZ7 28 (8) 37.00 (8.33) 0.40 (0.12) 0.13 (0.04)

SZ8 28 (10) 31.07 (7.04) 0.36 (0.10) 0.12 (0.04)

SZ9 28 (4) 31.61 (9.04) 0.34 (0.13) 0.09 (0.04)

Svip1 86 (31) 26.03 (16.22) 0.32 (0.11) 0.21 (0.09)

Svip2 60 (30) 24.29 (14.02) 0.32 (0.11) 0.18 (0.06)

TRINITY 49 (0) 17.18 (3.64) 0.34 (0.10) 0.19 (0.04)

UCLA_1 52 (0) 13.58 (2.32) 0.37 (0.12) 0.16 (0.06)

UCLA_2 11 (0) 12.46 (1.93) 0.33 (0.13) 0.16 (0.04)

UCLA_CB 96 (47) 15.40 (6.98) 0.38 (0.13) 0.16 (0.07)

UCLA_DS1 154 (74) 32.26 (9.20) 0.40 (0.12) 0.15 (0.05)

UCLA_DS2 83 (27) 33.36 (9.35) 0.41 (0.15) 0.16 (0.06)

UKBB11025 18195 (9613) 63.42 (7.50) 0.42 (0.13) 0.19 (0.05)

UKBB11026 4685 (2582) 65.61 (7.53) 0.43 (0.13) 0.18 (0.05)

UKBB11027 8175 (4537) 64.77 (7.45) 0.42 (0.13) 0.19 (0.05)

UM_1 20 (0) 13.24 (2.92) 0.30 (0.09) 0.18 (0.04)

USM 64 (0) 21.86 (6.94) 0.39 (0.13) 0.18 (0.05)

YALE 33 (0) 12.76 (2.86) 0.31 (0.10) 0.17 (0.04)
Table 3 - Demographics by scanning site. The first two columns are the number of total subjects, and of female
subjects (in parentheses) for each scanning site. The remaining columns show the mean age, global signal, and head
motion, with standard deviation (in parentheses).
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C.2 - Effect Size Table

Condition Effect Size p FDR

DUP 15q13.3 0.11 0.86 0

DEL 2q13 0.11 0.87 0

DUP 15q11.2 0.16 0.036 0

DUP 2q13 0.18 3.1e-1 0

DUP 16p13.11 0.26 3.7e-1 0

DUP TAR 0.28 8.0e-1 0

DUP 13q12.12 0.31 9.7e-1 0

DEL 13q12.12 0.34 5.0e-1 0

DEL 15q11.2 0.20 1.6e-2 1

DUP 16p11.2 0.38 4.8e-3 7

DUP 22q11.2 0.43 4.2e-2 2

DEL 1q21.1 0.44 5.8e-3 12

DUP 1q21.1 0.49 1.2e-2 4

DEL 16p11.2 0.57 2e-4 273

DEL 22q11.2 0.66 2e-4 17

ADHD 0.15 2e-4 0

ASD 0.16 2e-4 106

SZ 0.31 2e-4 479

BIP 0.43 2e-4 57
Table 4 - Effect size of conditions on FC. Effect size is defined as the mean of the top decile connection in the FC
profile. The second column shows the empirical p-value and the third how many individual connections in the FC
profile were found to be significantly altered with respect to the control population after FDR correction (q < 0.05)
(see Chapter 3.3.1).
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C.3 - Confound-Isolating Cross-Validation

Figure 19 - DEL 22q11.2 - Distribution of confounds by class. Distribution of age, head motion, global signal,
scanning site and sex plotted for DEL 22q11.2 carriers and controls (see Chapter 5.4).

Figure 20 - SZ - Distribution of confounds by site. Distribution of age, head motion, global signal, scanning site and
sex plotted for the SZ dataset by scanning site (see Chapter 5.4).

C.4 - Single vs Multi-task - Sex

Site Single Task Multi- Task

SZ3 57.14 (15.65) 77.14 (16.290

SZ6 71.43 (20.20) 60.00 (18.63)

Svip2 55.00 (16.96) 65.00 (18.54)

ADHD6 40.00 (22.91) 52.50 (10.46)

HSJ 40.00 (20.00) 60.00 (24.04)

UCLA_CB 48.89 (11.33) 46.67 (24.09)

Svip1 54.00 (13.56) 76.00 (20.74)

ADHD1 67.27 (10.91) 74.55 (20.73)
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ADHD3 58.33 (14.91) 48.33 (6.97)

ADHD5 58.75 (6.37) 55.00 (8.15)

UCLA_DS1 73.68 (4.71) 67.37 (8.65)

UKBB11026 84.00 (2.65) 90.10 (2.58)

UKBB11027 86.80 (1.69) 86.80 (1.82)

UKBB11025 83.90 (1.66) 87.80 (2.51)

Mean 62.80 (11.68) 67.66 (13.16)
Table 5 - Accuracy of sex prediction for each site using MLPs in single and multi-task learning. Standard deviation is
reported in parentheses. See Chapter 6.3.1.

C.5 - Single vs Multi-Task Learning - Age

Site Single Task Multi- Task

USM 14.07 (2.36) 11.67 (12.90)

SZ3 13.45 (5.320) 12.91 (5.51)

SZ6 11.57 (5.71) 8.21 (4.69)

Svip2 13.10 (5.00) 6.95 (2.88)

ADHD6 0.19 (0.09) 0.37 (0.21)

HSJ 21.97 (7.69) 26.17 (17.95)

SZ2 19.45 (9.52) 10.45 (7.75)

SZ1 23.76 (13.13) 22.56 (24.87)

UCLA_CB 5.71 (2.01) 8.33 (4.06)

Svip1 25.54 (12.55) 16.16 (6.69)

ADHD1 0.41 (0.09) 1.13 (0.40)

ADHD3 0.44 (0.23) 0.87 (0.84)

NYU 4.02 (1.03) 5.25 (3.44)

ADHD5 1.36 (0.57) 1.42 (0.76)

UCLA_DS1 13.41 (4.37) 11.27 (4.31)

UKBB11026 7.15 (0.95) 6.36 (0.64)

UKBB11027 6.25 (0.46) 4.94 (0.12)

UKBB11025 6.67 (0.57) 5.92 (0.55)

Mean 10.47 (3.98) 8.94 (5.48)
Table 6 - Performance of age prediction for each site using MLPs in single and multi-task learning. Loss is measured
in MSE, standard deviation is reported in parentheses. See Chapter 6.3.2.
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C.6 - Single vs Multi-Task Learning - Conditions

Condition Single Task Multi- Task

DUP 1q21.1 69.05 (5.43) 48.81 (8.16)

DEL 1q21.1 68.17 (9.05) 56.80 (8.48)

DUP 22q11.2 61.53 (6.51) 58.06 (10.23)

DUP 16p11.2 67.56 (17.09) 53.11 (18.25)

DEL 16p11.2 69.00 (4.09) 66.38 (9.55)

DEL 22q11.2 80.81 (6.16) 71.24 (7.58)

ASD 63.51 (1.38) 59.75 (1.77)

SZ 72.86 (3.70) 72.38 (2.77)

BIP 63.53 (2.75) 73.58 (5.87)
Table 7 - Accuracy of automatic diagnosis for each condition using MLPs in single and multi-task learning. Standard
deviation is reported in parentheses. See Chapter 7.3.1.


