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Résumé 

Les batteries aux ions lithium (BIL) sont considérées comme la technologie la plus 

prometteuse en matière de stockage d’énergie. Elles possèdent les plus hautes densités 

d’énergie connues, permettant la miniaturisation constante des appareils électroniques 

commercialisés. La recherche dans le domaine des BIL s’est plus récemment tournée vers leur 

implémentation dans les véhicules électriques, qui nécessitera de plus hautes densités d’énergie 

et de puissance1. Une manière concrète d’augmenter la densité d’énergie d’une BIL est d’en 

augmenter le voltage de cellule. Pour se faire, la nouvelle génération de batteries sera composée 

de matériaux d’électrode positive à haut potentiel (tel que LiMn1.5Ni0.5O4 avec un potentiel de 4.7 

V vs. Li+ /Li) et de lithium métallique en électrode négative. Néanmoins, l’introduction de ces 

matériaux d’électrode positive à haut potentiel est limitée par la stabilité électrochimique de 

l’électrolyte liquide conventionnel, composé d’un sel de lithium et de solvants organiques 

(typiquement LiPF6 + EC/DEC), qui s’oxyde autour de 4.2 V vs. Li+/Li2,3. L’utilisation du lithium 

métallique comme électrode négative est entravée par la nature liquide de l’électrolyte 

conventionnel, qui n’offre pas assez de résistance mécanique pour empêcher la formation de 

dendrites de lithium, causant à terme le court-circuit de la batterie. De tels courts-circuits 

présentent un risque d’incendie car les électrolytes liquides sont composés de solvants 

organiques inflammables à basse température, posant un sérieux problème de sécurité.  

Les électrolytes solides, de type céramique ou polymères, sont développés en alternative 

aux électrolytes liquides. Ils ne contiennent aucun solvant inflammable et sont stables à haute 

température. Ils constituent l’élément clé d’une nouvelle génération de batteries au lithium dite 

batteries au lithium tout-solide. Ces dernières sont développées pour répondre à des attentes 

élevées en termes de sécurité, de stabilité et de haute densité d’énergie. Les électrolytes solides 

doivent satisfaire un certain nombre d'exigences avant de pouvoir être commercialisés, 

notamment posséder une conductivité ionique élevée, une large fenêtre de stabilité 

électrochimique et une conductivité électronique négligeable. Ces propriétés constituent les 

critères les plus importants à prendre en compte pour la sélection de matériaux d’électrolytes 

solides. Cependant, on remarque dans la littérature que la majorité des études se concentre sur 

la conductivité ionique des électrolytes solides, reléguant au second plan l’exploration de leurs 

 
1 George E. Blomgren 2017 J. Electrochem. Soc. 164 A5019 
2 M. Doeff et al. Batteries for Sustainability. Springer, New York, 2012. 
3 A. Guéguen et al. 2016 J. Electrochem. Soc. 163 A1095 
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stabilité électrochimique et conductivité électronique. La fenêtre de stabilité électrochimique a 

longtemps été annoncée comme étant très large chez les électrolytes solides céramiques (au 

moins de 0 à 5 V vs. Li+/Li). Néanmoins, des études plus récentes tendent à démontrer que la 

valeur de cette fenêtre dépend grandement de la méthode électrochimique utilisée pour la 

mesurer, et qu’elle est de surcroit souvent surestimée. Dans ce contexte, le premier objectif de 

cette thèse a été de développer une méthode pertinente pour déterminer la fenêtre de stabilité 

des électrolytes solides avec précision. Cette méthode a été optimisée et validée sur des 

électrolytes solides céramiques phare comme Li1.5Al0.5Ge1.5(PO4)3, Li1.3Al0.3Ti1.7(PO4)3 et 

Li7La3Zr2O12. Quant à la conductivité électronique, elle est rarement étudiée dans les électrolytes 

solides, qui sont considérés comme isolants électroniques compte tenu de leur large bande 

interdite. Cela dit, de récentes études à ce sujet prouvent que malgré leur bande interdite, les 

électrolytes solides peuvent générer de la conductivité électronique par le biais de défauts, et que 

celle-ci, même faible, peut éventuellement mettre l’électrolyte en échec. Pour cette raison, le 

second objectif de ce projet de thèse a été d’explorer la formation de défauts dans les électrolytes 

solides afin de déterminer leur effet sur la génération de conductivité électronique. Pour avoir une 

vision d’ensemble, les premiers-principes ont été utilisés pour étudier six électrolytes solides 

largement utilisés notamment LiGe2(PO4)3, LiTi2(PO4)3, Li7La3Zr2O12, et Li3PS4.  

  

Mots-clés : Électrolytes solides, Fenêtre de stabilité électrochimique, PITT, Produits de 

décomposition, Conductivité électronique, Défauts, Limites de dopabilité. 
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Abstract 

Lithium-ion batteries (LIBs) are considered the most promising energy storage technology. 

LIBs electrode materials have the highest known energy densities, allowing the constant 

miniaturization of commercial electronic devices. Research in the field of LIBs has more recently 

turned to their implementation in electric vehicles, which will require higher energy and power 

densities4. A concrete way to increase the energy density of LIBs is to increase the cell voltage. 

To do so, the new generation of batteries will be composed of high potential positive electrode 

materials (such as LiMn1.5Ni0.5O4 with a potential of 4.7 V vs. Li+/Li) and metallic lithium in the 

negative electrode. Nevertheless, the introduction of these high potential positive electrode 

materials is limited by the electrochemical stability of conventional liquid electrolytes, composed 

of a lithium salt and organic solvents (LiPF6 + EC/DEC), which gets oxidized around 4.2 V vs. 

Li+/Li5,6. The use of metallic lithium as the negative electrode is also hindered by the liquid nature 

of the conventional electrolyte, which does not offer enough mechanical resistance to prevent the 

formation of lithium dendrites, ultimately causing a short-circuit of the battery. Such short-circuits 

are likely to lead to thermal runaway because liquid electrolytes are composed of organic solvents 

that are flammable at low temperature, posing a serious safety issue. 

Solid electrolytes, based on ceramics or polymers, are developed as an alternative to liquid 

electrolytes. They contain no flammable solvents and are stable at high temperatures. They are 

the key element of a new generation of lithium batteries called all-solid-state lithium batteries. 

These are developed to meet high expectations in terms of safety, stability and high energy 

density. Solid electrolytes must satisfy a number of requirements before they can be 

commercialized, including possessing a high ionic conductivity, a wide electrochemical stability 

window and negligible electronic conductivity. These properties are the most important criteria to 

consider when selecting solid electrolyte materials. However, the majority of studies found in the 

literature focuses on the ionic conductivity of solid electrolytes, overshadowing the exploration of 

their electrochemical stability and electronic conductivity. The electrochemical stability window has 

long been reported to be very wide in ceramic solid electrolytes (at least from 0 to 5 V vs. Li+/Li). 

Nevertheless, more recent studies tend to show that the value of this window depends greatly on 

the electrochemical method used to measure it, and that it is often overestimated. In this context, 

the first objective of this thesis was to develop a relevant method to determine the stability window 

of solid electrolytes with precision. This method was optimized and validated on flagship ceramic 

solid electrolytes such as Li1.5Al0.5Ge1.5(PO4)3, Li1.3Al0.3Ti1.7(PO4)3 and Li7La3Zr2O12. As for the 

 
4 George E. Blomgren 2017 J. Electrochem. Soc. 164 A5019 
5 M. Doeff et al. Batteries for Sustainability. Springer, New York, 2012. 
6 A. Guéguen et al. 2016 J. Electrochem. Soc. 163 A1095 
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electronic conductivity, it is scarcely studied in solid electrolytes, which are considered as 

electronic insulators given their wide band gaps. That being said, more recent studies on this 

subject proved that despite their band gap, solid electrolytes can generate electronic conductivity 

through defects, and that electronic conductivity, even if it is weak, can eventually cause the failure 

of the electrolyte. For this reason, the second objective of this thesis project was to explore the 

formation of defects in solid electrolytes in order to determine their effect on the generation of 

electronic conductivity. To get a better overview, first-principles were used to investigate six widely 

used ceramic solid electrolytes, including LiGe2(PO4)3, LiTi2(PO4)3, Li7La3Zr2O12, and Li3PS4. 

 

Keywords: Solid electrolytes, Electrochemical stability window, PITT, Decomposition products, 

Electronic conductivity, Defects, Dopability limits. 
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1. GENERAL INTRODUCTION 

 

 

 

 

 

The excessive consumption of fossil fuels, speculation around oil prices and ever-

increasing emission of greenhouse gases compel us to question the foundations on which our 

society has evolved since the industrial revolution. It stimulates us to reconsider our overall energy 

consumption and to start looking for alternative energy sources, based on renewable and clean 

energy. For instance, finding an alternative energy source to cover the domestic needs in 

electricity and heating and to power transportations will reduce the greenhouse emissions by 46% 

[1]. Several countries pursued the nuclear energy route to cover the domestic needs in electricity 

and heating but came short in finding safe and lasting options to store the subsequent nuclear 

waste. They also faced on several occasions the disastrous consequences of nuclear-related 

incidents [2], calling for the necessity of a cleaner and safer option to produce energy.  

Among renewable energy sources, solar, wind and hydroelectric energies are the most 

prominent options because of how abundant and versatile they are. However, they remain 

unreliable if used alone because their intensity is variable in time and diffuse in space [3]. A robust 

solution is to couple these energy sources to an intermediate energy storage system, which stores 

electrical energy in the form of chemical energy before converting it back into electrical energy 

when needed, like secondary batteries and supercapacitors. Alleviating the greenhouse gases 

emissions from transportations will also require switching from combustion engines to a ‘’greener’’ 

alternative like secondary batteries. They are considered the most promising option for the world-

scale democratization of electrified transportation [4]. Moreover, the secondary battery asserted 

itself as the most promising device to meet the energy needs of an increasingly mobile and 

technology-oriented society. In fact, it already plays a crucial role in today’s technology as they 

are implemented in most of the portable, computing, telecommunication, entertainment devices, 

and more recently in electric and hybrid vehicles, used in modern society.   
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1.1 – The basics of a secondary battery 

The three main components of a battery are the positive electrode, the negative electrode and 

the electrolyte. The two electrodes are connected externally through an electrical conduction 

system and internally through the ion conducting electrolyte as shown in Figure 1.1. Each 

electrode has a chemical potential that depends on its band structure and is related to its Gibbs 

free energy. The positive electrode has the highest potential and the negative electrode has the 

lowest potential. The difference of potential between the positive and negative electrodes defines 

the potential (or voltage) of the electrochemical cell. During the discharge of a battery, the 

electrons released from the oxidation reaction at the negative electrode spontaneously travel to 

feed a reduction reaction at the positive electrode. This transfer of negative charges is 

accompanied by a simultaneous transfer of positive charges through the electrolyte [5] as 

indicated in Figure 1.1. In a secondary battery, referred to as ‘’rechargeable battery’’, the redox 

reaction occurring during the discharge is reversible. This means that a current can be applied to 

force the electrons in the opposite direction, pushing the opposite redox reactions to happen.  

 

Figure 1.1 - Schematic representation of the functional principle of a lithium-ion battery. In this 

representation: the positive electrode is LiCoO2 and the negative electrode is graphite [6]. 
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1.1.1 – Performance metrics 

Several key metrics help assess the performance of batteries. The energy density is usually 

considered the first feature to be sought after but power density, long term stability, safety, 

production cost and recyclability are also important parameters to consider [7].   

1.1.1.1 – Energy density   

The energy density is global metric used to compare systems with one another. It is the 

amount of energy that can be stored in a given system, it is often normalized by the system’s mass 

and is referred to as the gravimetric (or specific) energy density, in W.h.kg-1 [8]. It can also be 

normalized by the system’s volume and is referred to as the volumetric energy density, in W.h.L-

1. The energy density (Ed) is derived from the coulombic capacity of a system (C) and its average 

voltage (V): 

𝐸𝑑 = ∫𝑉(𝐶)𝑑𝐶       Eq. 1.1 

The higher the energy density of a system, the greater the amount of energy it can store. In a 

battery, the energy density can be increased by increasing the capacity of its active materials 

and/or the cell voltage: 

1.1.1.1.1 – Capacity 

The capacity, expressed in A.h, is the total amount of electrical energy generated from 

electrochemical reactions and stored by a system. It corresponds to the number of electrons 

transferred between the negative and positive electrodes after the redox reactions occur. The 

capacity can be normalized by the mass of the system and referred to as the specific capacity, 

expressed in A.h.g-1. In a battery, the actors involved in the redox reactions are the positive and 

negative electrode materials, they are the components responsible for generating the electrical 

energy. The theoretical specific capacity C of these materials is calculated from their molecular 

weight (M), the number of electrons involved in the redox reaction (ne) and the Faraday constant 

(F), using the following relation: 

𝐶 =  
𝑛𝑒𝐹

𝑀
      Eq. 1.2 
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1.1.1.1.2 – Cell voltage 

The cell voltage, expressed in V, is the difference of potential between the positive and 

negative electrode. The energy density of a battery can be enhanced by increasing its cell voltage. 

For example: if the cell voltage of a battery is increased from 4.2 V to 5 V, the energy density 

would increase by 20% (considering the capacity of both electrode materials remains the same). 

However, the reduction potential of the negative electrode material needs to be higher than the 

reduction potential of the electrolyte while the oxidation potential of the positive electrode material 

needs to be lower than the oxidation potential of the electrolyte, as illustrated in Figure 1.2. 

Otherwise, the electrolyte will be reduced and/or oxidized before the negative and positive 

electrode materials. The difference between the oxidation and reduction potentials of the 

electrolyte is referred to as the electrochemical stability window (ESW) and the cell voltage needs 

inevitably to be comprised within it. For this reason, intense efforts are invested into developing 

high-voltage positive electrode materials and low-voltage negative electrode materials but also 

electrolytes with wide electrochemical stability windows. 

In order to efficiently estimate the energy density of a battery, all active and inactive 

components of the battery must be taken into account. The electrochemically inactive components 

are referred to as ‘’deadweight’’ and need to be minimized to increase the energy density of a 

battery [9].  

 

Figure 1.2 - Schematic representation of the cell voltage in a battery and the adequate 

electrochemical stability window of the electrolyte. 
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1.1.1.2 – Power 

The power measures how fast a battery can deliver energy. It’s the time rate of energy 

transferred from/to the system per volume unit (power density), given in W.L-1, or per mass unit 

(specific power), expressed in W.kg-1 [10]. The implementation of electric vehicles will require fast 

charging/discharging batteries, this need for higher currents will lead to the degradation of both 

electrodes, to the loss of energy in the form of heat and to the formation of lithium dendrites [11]. 

Therefore, electrode materials will need to have stable structures and fast redox kinetics with low 

activation energy barriers in order to withstand fast cycling rates [9].  

1.1.1.3 – Cycling life 

The cycling life is the ability of a battery to carry charging and discharging cycles without 

suffer from substantial performance loss. The cycling life depends on the long-term stability 

between the different components of a battery, such as the stability between positive electrode 

and electrolyte or negative electrode and electrolyte [9]. The cycling life also depends on the ability 

of the system to maintain its mechanical integrity as the volume and temperature change during 

cycling. The minimum cycling life that manufacturers expect from a battery is around 1000 cycles, 

equivalent to 3 years of daily use, but are actively working to increase it to 3000 cycles [9]. 

1.1.1.4 – Safety, cost and recyclability 

Thermal runaway, mechanical failure, short circuit and toxic leakage are all considered safety 

hazards and can be triggered by the constant increase in energy and power density. The 

performance and reliability of a battery will depend on the risk of these hazards happening. The 

cost in $/kW.h of energy storage capacity is a key parameter that will decide on the 

commercialization potential of a technology. For example, the target cost for any energy storage 

technology is 100 $/kW.h to be cost-competitive in the field of transportation [12]. Finally, the 

recyclability is the ability of a battery to be reprocessed, and its materials extracted and reused, 

to generate minimum waste. The recyclability of a battery is tightly linked to the environmental 

impact and cost of its recycling process.  

1.1.2 – A brief history of the battery 

The first battery was prototyped in 1800 when Alessandro Volta stacked disc electrodes of 

copper and zinc, each time separated by a cloth soaked in brine acting as the electrolyte (Figure 
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1.3A). Experimenting on the Volta’s ‘’voltaic pile’’ cell, Humphry Davy was able to establish a link 

between electric current and chemical reactions, followed by Michael Faraday who discovered 

electromagnetism, erecting the foundations of modern electrochemistry [13]. Since then, several 

battery prototypes have emerged, in particular the Daniell cell in 1836, consisting of two 

compartments of zinc and copper connected by a salt bridge (Figure 1.3B) [14]. In 1866, the 

French engineer Georges-Lionel Leclanché disclosed his battery based on zinc and manganese 

oxide rods as negative and positive electrodes, immersed in an aqueous ammonium chloride 

solution as the electrolyte. This cell was redesigned to give the alkaline battery in 1930 [15].  

 

Figure 1.3 - Picture and corresponding schematic representation of A) the Volta pile and B) the 

Daniell cell. 

Soon after, two other groundbreaking discoveries were made when Gaston Planté and 

Waldemar Jungner respectively invented the lead–acid and nickel-cadmium rechargeable 

batteries (Figure 1.4). The lead-acid battery operates through the oxidation of metallic lead at the 

positive electrode and the reduction of lead dioxide PbO2 at the negative electrode [16]. The lead-

acid battery was the first rechargeable battery to reach the market with a gravimetric energy 

density of 120 W.h.kg-1, it was effectively used in several industrial applications and is still used in 

combustion engine vehicles to this day. The nickel-cadmium was further improved and led to the 

nickel metal hydride (NiMH) battery with a gravimetric energy density of 80 W.h.kg-1. It operates 

following the reversible insertion of a proton into a NiO(OH) positive electrode, followed by the 

oxidation of a MHx negative electrode (Figure 1.4). NiMH batteries are extensively used in the 

automobile industry (Toyota, Honda, Ford and General Motors), they have much longer cycling 

life than lead-acid batteries but suffer from low gravimetric energy density [17]. In order to improve 
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the performances of the NiMH battery, several insertion ions have been tested to replace the 

proton, which offered high ionic conductivity but was limited to aqueous media. All the studies 

converged to what seemed to be the most promising candidate, the lithium ion. 

 

Figure 1.4 - Evolution of the battery chemistry over the years, from acid-lead to Li-ion [8]. 

1.2 – The lithium-ion battery 

The first rechargeable lithium-ion battery was patented by Whittingham et al. in 1977 and was 

first commercialized by Sony in 1991 [18, 19]. It now occupies an unprecedented place in the 

consumer market. All considered, lithium-ion batteries have outperformed all other energy storage 

technologies such as Pb-acid, Ni−Cd, and Ni−MH batteries and have proven to be an efficient 

energy storage technology [20]. State-of-the-art LIBs have the highest volumetric and gravimetric 

energy densities found on the market (100-265 Wh.kg-1 and 250-670 Wh.L-1) as shown in the 

Ragone plot of Figure 1.5A [21]. LIB cells deliver more than 3.6 V, three times higher than Ni-Cd 

or Ni-MH batteries and have low self-discharge rates (1.5-2% per month). Commercialized lithium-

ion batteries are generally composed of an insertion material as the negative electrode, a lamellar 

metal oxide based on lithium as the positive electrode and an inorganic lithium salt dissolved in 

organic solvents as the electrolyte. When a Li-ion battery is cycled, the lithium ion swings between 

the negative and positive electrodes, referred to as the “rocking chair” mechanism [22]. The 

revolutionary role played by Li-ion batteries in the modern world was acknowledged in 2019 when 

the Royal Swedish Academy of Sciences has decided to award the Nobel prize in chemistry to J. 

Goodenough, S. Whittingham and A. Yoshino, three pioneers in the development of today’s Li-ion 

battery (Figure 1.5B). 
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Figure 1.5 - A) Ragone plot comparing different battery technologies in terms of volumetric and 

gravimetric energy densities, placing the Li-ion batteries at the top of the performance list [23]. B) 

2019 Nobel prize laureates J. Goodenough (USA), S. Whittingham (UK) and A. Yoshino (Japan) 

for their pioneering contribution to the development of Li-ion batteries [24]. 

The increasing demand for powerful and reliable energy storage sources in the medical and 

military fields, together with the explosion of the consumer portable electronic market, have 

triggered a relentless quest to improve the Li-ion battery, focusing on its main components: the 

positive electrode, the negative electrode and the electrolyte. 
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1.2.1 – The positive electrode  

Stanley Whittingham first investigated chalcogenides as potential positive electrode 

materials for Li-ion batteries in 1977 [18, 25]. The LixTiS2 (0<x<1) material stood out given its great 

structural stability and was soon after commercialized by EXXON® (Figure 1.6A) [26, 27]. 

Lamellar oxide V2O5 followed as the next promising positive electrode material [28, 29]. Studies 

focused on the lithiated ω-LixV2O5 and hydrated HyV2O5●0.4H2O●C phases as they displayed the 

most promising properties [30-32]. Research extended to other lamellar oxides and was marked 

by the discovery of LiCoO2 in 1980 by Goodenough et al. (Figure 1.6B) [33]. Ten years later, the 

LiCoO2 positive electrode material was commercialized by SONY® in the first Li-ion battery [19]. 

LiCoO2-based batteries are still commercialized to this day. However, LiCoO2 capacity of 130 

mA.h.g-1, its low life cycle and the limited cobalt resources, make LiCoO2 an unreliable positive 

electrode material for  future generations of batteries. For this reason, research turned to other 

lamellar oxides such as NiO2 and its more stable substituted version LiNi0.7Co0.3O2 [34]. The latter 

displayed excellent properties and was commercialized by SAFT® [35]. A similar phase of 

composition LiNi0.8Co0.15Al0.05O2 (NCA) was also commercialized by Panasonic® and Tesla®, with 

an excellent capacity of 185 mA.h.g-1 and a good cyclability (Figure 1.6C) [36]. In the 1990s, a 

switch was operated from lamellar to spinel oxides with the discovery of LiMn2O4 material (Figure 

1.6D), preferred to cobalt-based materials for its reduced impact on the environment and its lower 

price [37]. Analogous compound LiMnO2, synthesized by Bruce and Delmas, also displayed 

promising properties but suffered from structural instability during cycling [38-40]. In order to solve 

this issue, Yoshio, Liu et al. introduced cobalt and nickel into the LiMnO2 structure, resulting in the 

successful synthesis of LiNi0.5Mn0.5O2, LiNi0.8Mn0.1Co0.1O2 (NMC811) and LiNi0.33Mn0.33Co0.33O2 

(NMC111), with capacities exceeding 150 mA.h.g-1 and an operating voltage of 3.7 V vs. Li+/Li 

[41, 42]. NMC positive electrode materials were commercialized by LG® and are nowadays 

implemented in electric vehicles, along with NCA materials. In parallel, researchers started looking 

for iron-based materials as a more affordable and abundant alternative to cobalt and nickel. This 

initiative led to the discovery of LiFePO4 by Padhi et al. in 1997 (Figure 1.6E) [43]. This olivine 

type compound has a promising theoretical capacity of 170 mA.h.g-1 and good cyclability but 

suffered from low intrinsic electronic conductivity. The problem persisted until Ravet et al. patented 

the process of coating LiFePO4 with carbon, significantly improving its conductivity [44]. LiFePO4 

has attracted increasing interest given its abundant, affordable and non-toxic elements. LiFePO4-

based batteries are now commercialized by several companies, including BlueSolutions®, Build 

Your Dreams® (BYD) and Contemporary Amperex Technology Limited® (CATL). 
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Figure 1.6 - Crystal structure of different positive electrode materials : A) TiS2 [45], B) layered-

type LiCoO2 [45], C) layered-type LiNixCoyAlzO2 (NCA) and LiNixMnyCozO2 (NMC) [46], D) spinel-

type LiMn2O4 [47] and E) olivine-type LiFePO4 [48]. 

1.2.2 – The negative electrode 

Li-based batteries use two types of negative electrodes: metallic lithium electrodes, where 

lithium is stripped and plated on the surface of the electrode (Li-metal batteries), and lithium-based 

active materials where Li ions are inserted or intercalated following a rocking chair mechanism 

(Li-ion batteries). Metallic lithium is the most sought-after negative electrode material because of 

its high electropositivity (-3.04 V vs. SHE) and its low molar mass (6.94 g.mol-1), resulting in one 

of the highest energy densities available (3862 mA.h.g-1) [49, 50]. Using lithium metal as the 

negative electrode instead of other negative electrode active materials could increase the energy 

density of Li-ion batteries by 70% compared to other negative electrode materials. However, its 

low potential of 0 V vs. Li+/Li makes conventional liquid electrolytes unstable against it, 
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systematically forming a passivation layer at the lithium metal/electrolyte interface. Moreover, as 

the cycling progresses, this passivation layer fractures due to an irregular deposition of lithium on 

the surface, giving rise to the formation of dendrites [51]. The dendrites keep growing due to the 

low transference number of liquid electrolytes. As they develop, these dendrites reach the positive 

electrode to form a bridge between the two electrodes, causing the battery to short-circuit.  

Graphite (C6) was also investigated as a negative electrode material (Figure 1.7A); it has 

a relatively low reduction potential (between 0.5 V and 2.1 V vs. Li+/Li) and a good specific capacity 

of 372 mA.h.g-1 when fully lithiated [52, 53]. Graphite material is the most commercialized negative 

electrode on the market today. Nevertheless, conventional electrolytes are not stable at LiC6 

potential neither. They break down to form a protective passivation layer that allows the C6 

negative electrode to keep functioning. In 1986, the company Matsushita® introduced lithium 

metal alloys (LixM) as an alternative to metallic lithium or graphite [54]. LixSi in particular showed 

a remarkable capacity of 4200 mA.h.g-1 but suffered from a large volume expansion (300%) that 

invariably caused the electrode to collapse [55]. In 1997, Fuji® introduced the STALION 

technology with tin oxides (SnOx) and intermetallic (SnxSb, SnxAgy) materials (Figure 1.7B) [56]. 

No commercialization was pursued given the restricted availability and high price of Sn and Ag 

elements. The search for stable negative electrode materials was more recently marked by the 

discovery and commercialization of insertion spinel-type material Li4Ti5O12 (Figure 1.7C), with an 

operational potential of 1.5 V vs. Li+/Li and an excellent cyclability [57]. It is commercialized as a 

negative electrode material.  

 

Figure 1.7 - Crystal structure of different negative electrode materials : A) lithiated graphite LixC6 

[58], B) STALION LiSnO2 materials [59] and C) spinel-type Li4Ti5O12 [60]. 

Positive and negative electrode materials were thoroughly explored over the past decades, 

they come from different structural families, they exhibit very diverse conduction mechanisms, 
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operating potentials and theoretical capacities. Figure 1.8 gathers most of the positive and 

negative electrode materials considered for Li-based batteries. In the figure, a significant 

difference in capacity is observed between Li metal and the other negative electrode materials, 

justifying the efforts to implement Li metal as the negative electrode in Li-ion batteries. 

 

Figure 1.8 - Potential as a function of the capacity for different positive and negative electrode 

materials of interest for Li-based batteries [48]. 

1.2.3 – The electrolyte 

The first electrolytes considered for Li-ion batteries consisted of inorganic lithium salts 

dissolved in organic solvents like carbonates. Their low viscosity allows adequate diffusion of 

lithium and their window of stability generally extends from 1 to 4.3 V vs. Li+/Li [61-65]. LiClO4 in 

propylene carbonate (PC) was the first electrolyte to be tested in a battery but was not considered 

a viable option given the toxicity of LiClO4 and its limited diffusion of lithium ions in addition to the 

exfoliating effect of PC on graphite negative electrodes [66]. It quickly gave way to LiPF6 lithium 

salt dissolved in linear and cyclic carbonates-based solvents such as diethyl carbonate (DEC), 

dimethyl carbonate (DMC) and ethylene carbonate (EC), introduced by Yamaki et al. [66]. This 

electrolyte shows an excellent ionic conductivity of 10-2 S.cm-1 and is used in most lithium-ion 

batteries commercialized today. However, carbonated organic solvents are extremely flammable 

with low temperature flash points (<60 °C), causing the LiPF6 salt to decompose and produce LiF, 

POF3 and HF gases in contact with moisture [67]. As an alternative, researchers developed a 



13 
 

vinylidene fluoride/hexafluoropropylene (PVDF/HFP) copolymer membrane impregnated with 

liquid electrolyte, the prototype led to the commercialization of the PLiON© technology by 

Bellcore® Laboratories in 1996 [68]. It is currently marketed under license in several storage 

systems but was not considered suitable to electric vehicles. Research has more recently focused 

on room temperature ionic liquids (RTIL) to replace conventional liquid electrolytes [69-71]. They 

have better thermal stability, but their high viscosity significantly reduces the conductivity of lithium 

ions. Imidazole and pyrrolidium based ionic liquids were found to be the most promising 

candidates but were neither stable nor affordable enough to enter the market [72]. The gelation of 

the conventional liquid electrolyte (LiPF6/EC-DMC) in a polymer matrix, like poly(acrylonitrile) 

(PAN) or poly methyl methacrylate (PMMA), were also investigated [73].  

Despite many efforts put into finding alternative solvents/salts combinations, the standard 

LiPF6 in carbonate-based organic solvents (EC, DEC, DMC) liquid electrolyte remains the state-

of-the-art in conventional Li-ion batteries. However, as mentioned above, these organic solvents 

are highly flammable, leading to a significant risk of thermal runaway, and their decomposition 

products at higher potentials include toxic gas HF [66]. In addition, the limited electrochemical 

stability window of carbonate-based organic liquid electrolytes [61, 64, 74, 75] (1-4.3 V) narrows 

the choice of positive and negative electrodes in LIBs [76-78]. For instance, liquid electrolytes 

react against lithium metal to form a passivation layer, referred to as a solid electrolyte interphase 

(SEI), stable in time that allows the battery to keep functioning. However, stripping/plating Li metal 

(negative electrode) with carbonate-based organic liquid electrolytes induce the inherent growth 

of lithium dendrites within the electrode material. With no physical barrier to stop their growth, 

these dendrites puncture the separator and cause a short-circuit, an overpressure and eventually 

the death of the battery. The formation of dendrites is also triggered by the liquid electrolytes’ low 

transference number (t+ < 0.3-0.5, to be defined later in the manuscript) [79]. On the other hand, 

high potential positive electrode materials, such as LiNi0.5Mn1.5O4[80], LiNi0.8Co0.15Al0.05O2 [81] and 

LiNixMnyCozO2 [82, 83], require the use of an electrolyte stable in the range of their operation 

potentials, i.e., with a wide enough electrochemical stability window. In this context, considerable 

effort was made to replace the flammable and reactive conventional liquid electrolyte with a safer 

and more thermally stable ceramic or polymer solid electrolyte (SE) [49, 84-86].  

1.3 – Solid electrolytes 

Ionic conductivity in solids was first observed by Faraday, through his work on Ag2S and PbF2, 

followed by Nernst on ZrO2 and other oxides but only at high temperature [87]. In 1967, Na+ and 

Ag+ conductivity was observed in Na-doped β-Alumina (Na1+xAl11O17+x/2) and RbAg4I5, making 
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them the first room-temperature solid super-ionic conductors [88, 89]. Super-ionic conductors 

have distinct crystal structures that allow them to conduct ions at 10-3 S.cm-1
 at RT. The ionic 

conductivity in such solids can originate from: 1) a phase transition that triggers the mobility of 

ions through the creation of Frenkel pairs, like it’s the case for AgI [87], 2) the presence of layers 

and tunnels in the structure that allow 1D, 2D or 3D transport pathways for ions, as seen in β-

alumina and Na1+xZr2P3-xSixO12 NASICON materials [90, 91], 3) a heavy doped and disordered 

structure that allows high concentrations of charge carriers, as often seen in fluorite structured 

materials such as RbBiF4, Y-doped CeO2 and rare-earth-doped CaF2 [92, 93], 4) the presence of 

mobile protons as seen in HUO2PO4-4H2O, materials with high proton mobilities are included in a 

separate class, owing to their distinctive transport mechanisms [87, 94]. Solid ionic conductors 

are extraordinarily diverse and include all sorts of materials. They are currently studied for several 

applications, including fuel cells and sensors, but mostly as solid electrolytes for batteries.     

Operating a battery require the solid electrolyte to have 1) a high ionic conductivity at room 

temperature (>10-3 S.cm-1), to efficiently transport Li ions, 2) a high transference number (t+ →1) 

with only lithium ions diffusing through an immobile framework, to prevent concentration gradients 

in the cell and sustain higher current densities, allowing shorter charging times, 3) a wide 

electrochemical stability window, to enable the use of metallic lithium as the negative electrode 

and high-potential positive electrodes, 4) a negligible electronic conductivity (<10-12 S.cm-1), to 

prevent self-discharge and short-circuits [95], 5) a good thermal stability, to ensure safety in case 

of overheating, 6) a good chemical stability against electrode materials, especially against metallic 

lithium and the positive electrode materials of interest, also a good chemical stability against 

air/moisture, to facilitate and reduce the costs related to handling and processing, 7) mechanical 

strength, to prevent the formation of lithium dendrites while maintaining mechanical integrity 

following the volume expansion of the electrodes, and 8) a low impact on the environment, ideally 

using abundant and affordable elements.  

The solid electrolyte is processed with the positive and negative electrodes to form a new 

generation of batteries, the all-solid-state battery (ASSLB) [96-98]. ASSLBs have attracted 

growing interest over the past decade, being the subject of an increasing number of publications 

each year (Figure 1.9A), mostly because they could enable the use of metallic lithium as the 

negative electrode. The latter would significantly increase the gravimetric and volumetric energy 

densities of the battery (at the cost of considerable processing challenges), making it ever more 

performant for modern applications (Figure 1.9B). Several families of solid electrolytes were 

investigated through the decades, they are divided into two major groups, organic polymers and 

inorganic ceramics. 
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Figure 1.9 - A) Number of published papers on solid-state lithium metal batteries from 2000 to 

2020 [99]. B) Architectures for the conventional lithium-ion and all-solid-state batteries. The 

volumetric and gravimetric energy densities are represented by Ed,vol and Ed,grav, respectively. With 

a lithium-metal negative electrode, which has a theoretical energy density of 3700 mA.g−1, ASSLB 

can achieve a significant gain in energy density [7]. 
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1.3.1 – Organic polymer solid electrolytes 

Ion conducting polymers are typically prepared by dissolving monovalent ion salts in 

polyethers. In typical Li-ion conducting polymers, Li+ cations are solvated by the O2- anions of the 

polyether to form ionic pairs, high mobility of the Li ions requires an amorphous polymer framework 

[87]. Polymer solid electrolytes have attracted considerable attention because they feature low 

elastic moduli, making them flexible and adaptable to volume expansion during cycling, also 

providing them with a good interfacial contact against electrode materials [100]. Polymer-based 

SEs have also demonstrated the best results against lithium metal, especially polyethylene oxide 

(PEO) with lithium bis(trifluoromethanesulfonyl)-imide salt (LiTFSI) [101]. Fenton and Wright first 

discovered that PEO was an ionic conductor [102, 103]. Armand et al. later suggested it could be 

used, combined with a lithium salt, as a solid electrolyte in electrochemical devices [104]. PEO 

polymer has a good chemical compatibility with electrodes, a reasonable electrochemical stability 

and strong dissociation capacity for lithium salts. ASSLBs using PEO-LiTFSI as the electrolyte, 

metallic lithium as the negative electrode and LiFePO4 as the positive electrode are currently 

commercialized by Blue Solutions® [105].  

Nevertheless, PEO-LiTFSI has limited thermal stability and limited stability toward high 

potentials (it reacts at 3.8 V vs. Li+/Li). Furthermore, PEO-LiTFSI only achieves a full-potential 

ionic conductivity in its amorphous state, above the melting temperature (Tm) and needs to operate 

at rather high temperatures (> 60 °C). At its melting point, PEO becomes liquid and starts creeping, 

losing all mechanical strength. Additionally, its low transference number (t+ ≈ 0.2), due to its highly 

mobile counter-ions, and low-rate capability hinder the possibility of fast charging and the access 

to high energy-density batteries [106-110]. To optimize the ionic conductivity and mechanical 

strength of PEO at RT, researchers have explored many strategies such as grafting [111], 

copolymerization [112], blending [113], adding plasticizers [114], adding inorganic and nanosized 

fillers [115]…etc. Several polymers have been investigated to replace PEO, like polyvinylidene 

fluoride (PVDF) [116, 117], polyacrylonitrile (PAN) [118], cyanoethyl polyvinyl alcohol (PVA-CN) 

[119, 120], polytetrahydrofuran (xPTHF) [121], etc … Nonetheless, an upper limit of 10−4 S.cm-1 

at RT has been reached so far for polymer electrolytes, often followed by a significant reduction 

in mechanical properties [122, 123]. To compensate for polymers’ low ionic conductivity at RT, 

researchers suggested to take advantage of the high ionic conductivity (>10-4 S.cm-1 at RT) and 

thermal stability of ceramic solid electrolytes combined with polymers’ excellent deformability and 

wetting properties to develop hybrid composite SEs [124, 125]. However, the relevance of hybrid 

composite solid electrolytes is still a subject of heated debate.  
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Given the scope of this manuscript and for the sake of conciseness, we will not consider 

polymer, amorphous, gel or hybrid SEs in greater detail. Instead, we will focus on the exploration 

of inorganic ceramic solid electrolytes. 

1.3.2 – Inorganic ceramic solid electrolytes 

Ceramic solid electrolytes are considered a promising alternative based on the following 

accounts: 1) they can exhibit high ionic conductivity (>10-3 S.cm-1) at RT, while polymer 

electrolytes need higher temperatures to become super ionic conductors, 2) they have high elastic 

moduli and could act as a mechanical barrier on the growth of dendrites, 3) their rigid nature can 

prevent parasitic cross-overs of redox reactants between the positive electrode and the negative 

electrode and prevent redox shuttle phenomena, avoiding capacity fade and short-circuit [126], 4) 

they should allow the design of high voltage bipolar stacked batteries as illustrated in Figure 

1.10A, effectively decreasing the dead space between single cells as it enables the use of thinner 

or no current collector and bypass the separator since SEs act as the electrolyte but also as a 

separator (Figure 1.10B), 5) they possess greater transference numbers than liquid and polymer 

electrolytes because the only charge carriers are lithium cations, therefore, they could give access 

to higher current densities and faster charging than conventional LIBs [7]. 6) they could operate 

at low and high temperatures, from –50 to 200 °C or higher, at which conventional liquid 

electrolytes would freeze or decompose [127]. 7) some of them show promising electrochemical 

stability against lithium metal at 0 V vs. Li+/Li or at high potentials, up to 5 V vs. Li+/Li, enabling the 

use of high-potential positive electrode materials and lithium metal as the negative electrode, 

increasing the energy density in a battery by 25% if we consider a very thin and dense SE layer 

[128-131].  

Given their potential application in ASSLBs, inorganic ceramic-based SEs have been 

developing very rapidly, they divide in different families depending on their elemental composition 

and crystal structure, some are oxide-based and others sulfur-based: 
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Figure 1.10 - A) Bipolar stacking configuration possible with ASSLBs, where the electrode 

materials are coated on the two sides of the current collector, reducing the weight and volume of 

the battery package. B) Schematic representation of a graphite-based ASSLB [49].   

1.3.2.1 – NASICON-type ionic conductors 

NAtrium Super Ionic CONductor (NASICON) solid electrolytes were first synthesized by 

Goodenough et al. in 1976 [91]. The crystal structure belongs to the rhombohedral R-3C space 

group, based on the general formula Na1+xZr2P3−xSixO12 (0<x<3), Na+ ions, located in interstitial 

sites, are mobile along the c-axis and can be replaced by Li ions. Numerous studies have been 

conducted on Li-analogues to NASICON-type conductors with the general formula of LiM2(PO4)3 

(M= Ge, Zr, Ti, Al, …) as illustrated in Figure 1.11A [132], mainly LiTi2(PO4)3 (LTP), LiGe2(PO4)3 

(LGP) and LiZr2(PO4)3 (LZP). The NASICON structural frame hosts 3D interconnected channels 

for Li diffusion [133]. Increasing their ionic conductivity was possible through a partial substitution 

of M in the initial structure to give Li1+xMxX2−x(PO4)3 [134, 135]. Indeed, the ionic conductivity of the 

LTP, LGP and LZP has been considerably enhanced by substituting Ti4+, Ge4+ and Zr4+ with Sc3+, 

Al3+, Y3+, Ga3+, Fe3+, Lu3+, In3+, La3+ and Cr3+, or by substituting P5+ with Si4+ [136-138]. More 

specifically, Al3+ substitution has been demonstrated to be the most effective, leading to the 

syntheses of Li1.3Al0.3Ti1.7(PO4)3 (LATP) and Li1.5Al0.5Ge1.5(PO4)3 (LAGP) [139]. LATP and LAGP 

were widely investigated  for their ionic conductivities up to 1.09 10−3 S.cm-1 and 5.08 10-3 S.cm-1 

at RT respectively [140, 141]. LATP and LAGP are reported to be stable against air/moisture [142, 

143], and to have wide electrochemical windows (up to 6 V vs. Li+/Li) but to react against lithium 

metal due to the reduction of Ti4+ to Ti3+ and Ge4+ to Ge3+ as a compensation to the Li insertion 

[128, 129, 144-149]. These reactions become notably exothermic above 250 °C [150]. A Cr-doped 

version of LAGP, Li1.5Al0.4Cr0.1Ge1.5(PO4)3, displayed an ionic conductivity of 6.65 10−3 S.cm-1 at 

RT, the highest reported for NASICON-type SEs, and a stated ESW ranging from 0 to 7 V vs. 

Li+/Li [151].  
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1.3.2.2 – Garnet-type ionic conductors 

The garnet structure crystallizes in a face-centered cubic system (Ia-3d space group), with 

the general formula A3B2X3O12 (A = Ca, Mg, Y, La or Ln; B = Al, Fe, Ga, Ge, Mn, Ni, V; X = Si, Ge, 

Al). Garnets are also found in the less common and less conducting tetragonal system (I41/acd 

space group). The most interesting garnets investigated in electrochemistry are the Li-rich garnets, 

where Li is introduced in excess [152]. Thangadurai et al. first reported Li-rich garnets Li5La3M2O12 

(M= Nb, Ta) capable of conducting lithium ions [153]. La and M sites can be partly substituted by 

lithium to give Li-rich garnet-type solid electrolytes such as Li7AxLayMzO12 (A = Mg, Ca, Sr, Ba and 

M = Zr, Sn, Ta) phases [154-161]. Thangadurai et al. divide garnet-type Li-rich ion conductors into 

four categories, according to the number of lithium added to the initial garnet-structure: 1) Li3-

phases like Li3Ln3Te2O12 (Ln = Y, Pr, Nd, Sm–Lu) and Li3+xNd3Te2-xSbxO12 (x = 0.05–1.5), 2) Li5-

phases with the general formula Li5La3M2O12 (M = Nb, Ta, Sb), 3) Li6-phases such as Li6ALa2M2O12 

(A = Mg, Ca, Sr, Ba; M = Nb, Ta) and 4) Li7-phases including Li7La3M2O12 (M = Zr, Sn) [162]. Li3-

phases structures are characterized with a low ionic conductivity at RT (10-7 – 10-8 S.cm-1) [163, 

164] suggesting that increasing the amount of lithium to Li5,6,7-phases should increase the ionic 

conductivity. Li5-phases were the first Li-rich garnet-type phases to be discovered with an excess 

Li incorporated. Ionic conductivities were therefore increased for garnets to 10-5 – 10-7 S.cm-1 at 

RT. Li6-phases were successfully synthesized substituting the trivalent La3+ with divalent ions such 

as Mg, Ca or Sr, which resulted in an increased ionic conductivity to 10-4 – 10-6 S.cm-1 at RT. The 

first Li7-rich garnet-type SE was the cubic phase Li7La3Zr2O12 (LLZO), synthesized by Murugan et 

al. (Figure 1.11B) and characterized by a high ionic conductivity at RT of 2.44 10−4 S.cm-1 [159]. 

Synthesized at lower sintering temperatures, Li7La3Zr2O12 was reported to form a less conductive 

tetragonal polymorph [160]. Nevertheless, Al-doping during synthesis at lower temperatures was 

proven to stabilize Li7La3Zr2O12 in its cubic phase [165, 166]. Partially substituting Zr4+ by Ta5+ or 

Te6+ in Li7La3Zr2O12 to give Li6.4La3Zr1.4Ta0.6O12 and Li6.5La3Zr1.75Te0.25O12 was reported to 

significantly increase ionic conductivity to 1–1.6 10-3 S.cm-1 at RT [167, 168]. LLZO was reported 

to be electrochemically stable against lithium metal [130, 159, 169], but this conclusion was more 

recently challenged by others [170-173]. Initial studies on LLZO found it to be stable up to 5 and 

9 V vs. Li+/Li [130, 174], but it was more recently reported to react early at high potentials according 

to F. Han et al. (4 V vs. Li+/Li) [175], making LLZO’s stability at low and high potentials a subject 

of controversy. LLZO-type structures are also limited by their sensitivity to ambient air, more 

specifically by their reactions with adsorbed H2O or CO2, leading to the formation of highly resistive 

Li2CO3 [176].  
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1.3.2.3 – Perovskite-type ionic conductors 

Perovskite-type SEs were initially reported by Takahashi et al. in 1971 [177]. The crystal 

structure of perovskites belongs to cubic Pnma space group, with the general formula ABO3 (A = 

La, Sr, Ca and B = Al, Ti). Li+ can be introduced in the perovskite structure on the A site to become 

an ionic conductor, creating the Li3xLa2/3−xTiO3 (LLTO) structure (Figure 1.11C) [131]. The ionic 

conductivity is particularly temperature-dependent in this material given that a crossover from 2D 

to 3D diffusion pathways is observed at 200 K [178, 179]. The ionic conductivity also relies on the 

concentrations of both Li ions and vacancies on the A site. Vacancy-doped structure Li0.33La0.56

0.11TiO3 displayed the highest ionic conductivity reported in perovskite-type SEs (1.4 10−3 S.cm-1 

observed at RT) [180]. Doping the A site in the formula Li0.5M0.5TiO3 with metal ions (M = Sm, Nd, 

Pr, and La) also allows improving the ionic conductivity. For instance, Li0.34La0.56TiO3 displayed a 

bulk ionic conductivity of 10−3 S.cm-1 at RT [180, 181]. LLTO and its doped versions are 

characterized by a high bulk conductivity, excellent thermal stability (>1300 °C) and stability in 

air/moisture [182-184]. However, LLTO-type structures suffer from high grain boundary 

resistance, significantly affecting the total conductivities in polycrystalline ceramic samples. LLTO 

electrochemical stability window is reported to stretch to high potentials (up to 8 V vs. Li+/Li) but 

to react early at low potentials, due to the reduction of Ti4+ ions to Ti3+ (1.8 – 1.5 V vs. Li+/Li), and 

being chemically unstable against lithium metal [131, 169, 185, 186]. The family of anti-

perovskites, with the general formula Li3OX (X = Cl, Br), was also investigated as solid electrolytes 

[187-189]. Li3OCl, Li3OBr, Li3OCl0.5Br0.5 and Li3OCl0.2Br0.8 anti-perovskite materials were reported 

to have conductivities as high as 8.5 10−4 and 1.94 10−3 S.cm-1 at RT [190]. Anti-perovskite SEs 

are characterized by low melting points and minimal grain boundary resistance but are still in the 

early stages of development as to be applied in ASSLBs [191].  

1.3.2.4 – Borates and phosphate-type ionic conductors 

Borates and phosphates like Li2B4O7, Li3PO4, Li4P2O7 and LiPO3 were widely investigated 

for their good manufacturing reproducibility and wide electrochemical stability but suffer from very 

low ionic conductivity (10−7−10−6 S.cm-1 at RT) [192]. For instance, the ionic conductivity of LiPO3 is 

around 10−8 S.cm-1 at RT but can be increased by doping, it is the case for (LiI)0.3(LiPO3)0.7 which 

displays an ionic conductivity of 10−6 S.cm-1 [193]. Li3PO4 sparked a lot of interest for applications 

in thin film all-solid-state batteries [194]. N-doped Li3PO4 was first synthesized in thin films at Oak 

Ridge National lab to give lithium phosphorous oxynitride Li3+xPO4-yNz (LIPON) depicted in Figure 

1.11D. They used several deposition methods, such as metal–organic chemical vapor deposition 

□ 

https://www.sciencedirect.com/topics/earth-and-planetary-sciences/thin-films
https://www.sciencedirect.com/topics/materials-science/solid-state-battery


21 
 

(CVD), atomic layer deposition (ALD) or magnetron sputtering, to deposit a thin layer of Li3PO4 

under an N2 atmosphere [195]. LIPON thin films have a rather low ionic conductivity as compared 

to other oxide-based solid electrolytes (2.3 10−6 S.cm-1 at RT) [196, 197] but display a wide 

electrochemical stability window (0 to 5 V vs. Li+/Li) [198]. Additionally, LiPON thin films have the 

advantage of forming good interfacial contact with electrodes but on the other hand suffer from 

poor mechanical properties. LIPON thin film is the only ceramic SE currently used in a 

commercialized ASSLB (microbattery), first developed by Bates et al. in 1992 [199].  

 

Figure 1.11 - Crystal structure of different oxide-based solid electrolytes : A) NASICON-type 

LiM2(PO4)3 (M = Ti, Ge, Zr) [200], B) garnet-type cubic-phase Li7La3Zr2O12 [201], C) perovskite-

type Li3xLa(2/3)-xTiO3 [162] and D) N-doped Li3PO4 (Li3+xPO4-yNz or LiPON) [202]. Different colors of 

the same element indicate different crystallographic sites (e.g., green and orange Li in LiM2(PO4)3). 



22 
 

1.3.2.5 – Thio-LISICON-type ionic conductors 

Thio-LISICON solid electrolytes were introduced by Kanno et al. [203, 204] when they 

substituted the oxygen atoms in the initial γ-Li3PO4 LISICON structure with S2- anions. The 

LISICON initial phase has an ionic conductivity around 10−7 S.cm−1 at RT as the lack of lithium 

disorder in the structure prevents a significant ionic diffusion [205]. Nevertheless, because of its 

high polarizability, large ionic radius and low electronegativity, S2- interacts less with lithium ions, 

facilitating the Li-ion diffusion through an original 3D framework structure and therefore increasing 

the ionic conductivity [206]. The thio-LISICON ionic conductor family includes several phases 

derived from the general formula LixA1-yByS4 (A = Si, Ge and B = P, Al, Zn, Ga, Sb) such as Li3PS4, 

Li4SiS4, Li4SnS4, Li2SiS3 and Li4P2S6, with ionic conductivities ranging from 10-7 to 10-3 S.cm-1 [203, 

207]. The highest conductivity recorded for thio-LISICONs is reported  for Li10Ge(PS6)2 (LGPS) 

with an ionic conductivity of 1.2 10-2 S.cm-1 (Figure 1.12A) [203, 206], which is comparable to the 

conductivity of liquid electrolytes currently used in LIBs.  

However, thio-LISICONs are known to suffer from a limited electrochemical stability 

window and a problematic stability against metallic lithium due to the reactivity of germanium. 

Studies focused on substituting Ge4+ with Sn4+ but the resulting Li10Sn(PS6)2 material displayed 

lower ionic conductivity [208, 209]. Krauskopf et al. investigated Li10Sn(PS6)2 and proved that 

increasing the amount of Sn4+ in Li10Ge1-xSnx(PS6)2 leads to a smaller bottleneck along the 

diffusion channels, causing a stronger interaction between Li+ and S2-, consequently increasing 

the energy activation barrier to the lithium diffusion [210]. The thio-LISICON Li11Si2PS12 was 

investigated using NMR and displayed a remarkable conductivity of 2 10-2 S.cm-1 at RT but which 

was only achievable under high pressure [211]. Kato et al. discovered the two materials 

Li9.54Si1.74P1.44S11.7Cl0.3 and Li9.6P3S12 and reported an ionic conductivity of 2.5 10-2 and 1.2 10-3 

S.cm-1 at RT respectively [212]. They determined the electrochemical stability window of Li9.6P3S12 

to range from 0 to 5 V vs. Li+/Li, a value that has yet to be confirmed. Thiophosphate LISICON 

materials demonstrate the best ionic conductivities, they have the advantage of being malleable 

and exhibit a low grain boundary resistance. This makes them easy to process into composites 

with electrode materials at low temperatures [213], a valuable asset given that processing solid 

electrolytes in ASSLBs is one of the biggest challenges met today. However, they suffer from poor 

chemical and electrochemical stability [175, 214]. They decompose in contact with air to give 

neurotoxic H2S gas, making them challenging to process and prone to safety hazards. 
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1.3.2.6 – Argyrodite-type ionic conductors 

The family of argyrodites was first introduced by Deiseroth et al. [215],  they are derived 

from the Li2S–P2S5 phase diagram and described by the formula Li12-xMA4-xXx (with M = Si, Ge, 

Sn, P, As; A = O, S, Se, Te and X = Cl, Br, I; 0 ≤ x ≤ 2) [214]. Argyrodites come in both crystalline 

and amorphous phases. The ionic conductivity of the amorphous phases varies depending on the 

synthesis, including the ratio of both Li2S and P2S5 precursors. Among them, the glass–ceramic 

Li7P3S11 (70Li2S–30P2S5) synthesized by melt process and heat treatment displays the highest 

ionic conductivity in the family (1.7 10−2 S.cm−1) [216]. It was justified by the high amount of Li2S 

in the amorphous matrix, the absence of grain boundaries in Li7P3S11 crystals [217] and the 

presence of a 1D conduction path along the c-axis that allows a fast diffusion of Li ions.  

The substitution of sulfur with halides in argyrodites was proven to increase their ionic 

conductivity. For example, the addition of halides in the parent phase Li7PS6 to form Li6PS5X (X = 

Cl, Br, I) phases [215], shown in Figure 1.12B, increases the ionic conductivity to 10-3 S.cm-1 

[214]. Studies showed that the substitution of sulfur with a halogen creates disordered Li vacancies 

to ensure charge compensation, increasing the local Li-ion diffusivity, especially in Li6PS5Cl and 

Li6PS5Br [218]. Argyrodites have generally limited electrochemical stability and are very sensitive 

to moisture, making their processing and synthesis strenuous, but remain one the most promising 

families of SEs for commercial applications [219-222].  

1.3.2.7 – Hydride-type ionic conductors 

Hydrides are regarded as reliable solid electrolytes due to their high stability against lithium 

metal, high mechanical strength and excellent flexibility, leading to low grain boundary resistance. 

Hydride compounds with high ionic conductivity are derived from the general formula LixAHy (A = 

B, N, Al), they were first discovered by Matsuo et al. when they investigated the LiBH4 compound 

(Figure 1.12C) and proved that it could be a super-ionic conductor in the P63mc phase [223]. The 

most promising hydrides explored are the borohydrides, based on [BH4]- or [BnHn]2- anionic 

moieties [224]. LiBH4, Li2B12H12 and Li2B10H10 were all the subject of great interest because of 

expected and observed high ionic conductivities around 10−3 S.cm−1 at RT, exceeding 10–1 S.cm–

1
 at higher temperatures (>100 °C) [223, 225, 226]. The electrochemical stability window of LiBH4 

ranged from 0 to 5 V vs. Li+/Li when assessed using cyclic voltammetry (CV) but has yet to be 

confirmed [227, 228]. Experiments exposing LiBH4 to LiFePO4 and LiCoO2 positive electrode 

materials concluded on LiBH4 instability at their interfaces. On the other hand, LiBH4 is proved to 
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be stable against metallic lithium through the formation of a stable solid electrolyte interphase 

(SEI) at the interface [228].  

Although other hydrides like LiNH2, Li3AlH6, and Li2NH generally exhibit lower ionic 

conductivities than borohydrides, Matsuo et al. developed two hybrid compounds 

Li(BH4)0.25(NH2)0.75 and Li(BH4)0.5(NH2)0.5 which exhibited promising ionic conductivities around 

10−4 S cm−1 at RT, higher than those of both parent LiBH4 and LiNH2 hydrides [229].   

Tang et al. first explored carba-closo-borohydrides LiCB9H10, LiCB11H12 and NaCB11H12 

materials as a new class of solid electrolytes and observed ionic conductivities as high as 

1.5 10−1 S.cm−1 at 130 °C [230]. However, these materials are hard to stabilize and suffer from 

low ionic conductivity at RT [230]. Hybrid hydride-sulfide systems were also investigated; the two 

materials 67(0.75Li2S·0.25P2S5)·33LiBH4 and 90LiBH4·10P2S5 were successfully synthesized by 

mechanochemical method and exhibited excellent conductivities of 10−3 S.cm−1 at RT, attributed 

to a reduced electrostatic interaction between anions and lithium cations caused by the 

S2−/[BH4]- random distribution [231-233].  

1.3.2.8 – Halide-type ionic conductors 

Halides superionic conductors are derived from the general formula of Li3MX6 (M = trivalent 

rare earth metal, X = F, Cl, Br, I). Halides were interesting to explore as solid electrolytes because  

they are characterized by a weak coulombic interaction between large halogen atoms and lithium 

ions, ensuring a good diffusion of lithium atoms. Halide anions (especially for F− and Cl−) were 

also expected to have high electrochemical redox potentials [234-236]. Liu et al. investigated the 

material Li3Y(BrCl)3 (Figure 1.12D) and estimated its ionic conductivity to reach 7.2 10-3 

S.cm−1 after hot pressing, although this value was proved to be strongly dependent on the 

synthesis and testing conditions [237, 238]. Fluoride-based halides display the widest 

electrochemical stability windows but demonstrate the lowest ionic conductivities at RT, which 

limits their use as solid electrolytes [236]. In general, all halides are reported to suffer from poor 

air and moisture stability [236]. 

More recent studies investigated hybrid halide-hydride systems. For instance, Maekawa 

et al. synthesized Li4(BH4)3I and Li(BH4)0.7Br0.2Cl0.1 hybrid materials with a fair ionic conductivity of 

10−5 S.cm−1 at RT [239]. These halide-hydride systems were also coupled to argyrodites in order 

to improve their ionic conductivity at RT; Li(BH4)0.75I0.25·(0.75Li2S·0.25P2S5) was the first material 

of this kind introduced by Kharbachi et al. with a great ionic conductivity averaging 10−3 S.cm−1 at 

RT and an apparent wide electrochemical stability window ranging from 0 to 5 V vs. Li+/Li [240].  
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Figure 1.12 - Crystal structure of sulfur, hydride and halide solid electrolytes : A) LISICON-type 

Li10Ge(PS6)2 [206], B) argyrodite-type Li6PS5X (X = Cl, Br, I, F) [241], C) hydride-type borohydride 

LiBH4 [242] and D) halide-type LiY(BrCl)3 [243]. Different colors of the same element indicate 

different crystallographic sites (e.g., red and orange Li atoms in Li10Ge(PS6)2). 
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1.4 – Properties of solid electrolytes 

All the different families of inorganic ceramic solid electrolytes investigated showed both 

advantages and drawbacks with regards to two types of properties: 1) intrinsic properties, which 

characterize an inherent feature of the solid electrolyte, regardless of its environment, and 2) 

extrinsic properties, which are the properties of the solid electrolyte when processed in a system 

(e.g., in an ASSLB). For a long time, the focus was put on optimizing the intrinsic properties of 

SEs, essentially increasing the ionic conductivity, but researchers have more recently 

acknowledged the equal importance of extrinsic properties in the development of ASSLBs. 

1.4.1 – Intrinsic properties 

1.4.1.1 – Bulk ionic conductivity 

The ionic conductivity in a solid electrolyte is related to its crystal structure, which is usually 

composed of a face-sharing polyhedral frame supporting a network of mobile elements. The 

presence of a 3D network structure is favored over 1D and 2D frameworks because it allows the 

fast conduction of mobile species through continuous and interconnected networks, this structural 

trait is characteristic of most super-ionic conductors such as NASICON, perovskite and LISICON-

type SEs [244, 245]. The ionic conductivity is possible when vacancies are distributed within the 

polyhedral framework, creating conduction channels to allow the mobile ions to hop from a 

vacancy to another with low migration barriers [210]. Ionic diffusion mechanisms also happen 

through Schottky interstitials, and interstitial-antisite exchanges, by continuously displacing the 

mobile ion to the next available site [246]. Both mechanisms are illustrated in Figure 1.13A. 

Therefore, the concentration and distribution of defects in a crystal structure will determine the 

diffusion types and pathways. More specifically, the ionic conductivity (σionic) in solids is governed 

by the concentration of mobile ion carriers (n), the activation energy (Ea) and the mobility of mobile 

ion carriers (μ) following equations 1.3 and 1.4: 

𝜎𝑖𝑜𝑛𝑖𝑐 = 𝑛. 𝑞. 𝜇  Eq. 1.3  with   𝜇 ∝  𝑒
−𝐸𝑎
𝑘𝐵𝑇   Eq. 1.4 

where q is the charge of the mobile ions, kB is the Boltzmann constant and T is the temperature. 

Equations 1.3 and 1.4 show that low activation energies and high concentration of mobile ion 

carriers (vacancies and/or interstitials) are necessary to score a high ionic conductivity. Moreover, 

to yield high ionic conductivity, the conduction channels need to be neither too narrow, because it 
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would create a restrictive bottleneck with a very high activation energy, nor too wide, because it 

would decrease the polarizing effect of the anions on the mobile cation and impair its motion [247].  

Strategies to increase the ionic conductivity in SEs include 1) doping the materials with 

aliovalent elements to increase the concentration of defects: higher-valence cations, to form cation 

vacancies and anion interstitials, and lower-valence cations, to form cations interstitials and anion 

vacancies [49, 248], 2) using materials with a highly polarizable anion in the sublattice, such as 

S2-  and halogen anions, that create softer bonds with the mobile cation, lowering the activation 

barrier and encouraging the cation mobility [249]. For these reasons, the best ionic conductivities 

at RT are reported for doped and sulfide-type solid electrolytes. The ionic conductivities for all the 

different SEs are reported in Figure 1.13B to illustrate this fact. For instance, doping NASICON-

type materials by partially substituting Ti4+ in LiTi2(PO4)3 or Ge4+ in LiGe2(PO4)3 with Sc3+, Fe3+, 

La3+ and especially Al3+ effectively increased the bottleneck size in the structure, increasing 

significantly their ionic conductivities from 10−8 to 10-4/10-3 S.cm-1 at RT [139-141, 250]. One of the 

best oxide Li-ion conductors is the doped perovskite-type material Li0.33La0.56 0.11TiO3 with an 

ionic conductivity of 1.4 10−3 S.cm-1 [180]. In addition, argyrodites and thio-LISICON are better 

ionic conductors than oxide-based solid electrolytes thanks to the presence of large and highly 

polarizable S2-
 anions, the best examples being Li10Ge(PS6)2 (σ = 1.2 10-2 S.cm-1 at RT) [203, 206] 

and Li7P3S11 (σ = 1.7 10−2 S.cm−1 at RT) [216]. Higher ionic conductivities are also obtained from 

the joint contribution of doping and the presence of a halogen anion sublattice, like it is the case 

for anti-perovskite-type material Li3OCl0.2Br0.8 (σ = 1.94 10−3 S.cm-1 at RT) [190].  

 

 

□ 
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Figure 1.13 -  A) Common lithium migration mechanisms: vacancy, direct interstitial and 

correlated (interstitialcy) involving a single site (blue arrow) or multiple sites (red arrow) [127]. B) 

Reported total ionic conductivity for several solid electrolytes at RT [134]. 

1.4.1.2 – Stability against air 

The stability of solid electrolytes against ambient air is crucial given the fact that air-stable 

materials would significantly lower the manufacturing cost compared to air-sensitive ones. 

Processing air-sensitive materials at an industrial level requires the use of clean and dry rooms, 

which is possible at the cost of heavy investments. Sulfide-based LISICONs and argyrodites have 

the highest ionic conductivities, but they are hygroscopic and require to be handled in inert 

atmospheres, otherwise the hydrolysis of sulfides with air moisture generates toxic H2S gas [251]. 

The most stable sulfide-based material against air and moisture is the 75Li2S–25P2S5 glass-

ceramic. The addition of metals into Li2S–P2S5 systems such as Bi, Sn, Fe or Zn proved to 

increase the stability of sulfides against air via an H2S absorption mechanism [252]. Hydrides 

display the same instability against ambient air. For example, LiBH4 generates flammable H2 gas 

when exposed to moisture, making the material too dangerous for large-scale production 

[253]. Encapsulating LiBH4 in a SiO2 matrix stabilizes it against ambient moisture and helped 

increase its ionic conductivity to 10-4 S.cm−1 at RT [254]. Although sulfide and hydride-based 

materials are the most problematic regarding the stability against air/moisture, some oxide-based 



29 
 

materials also display a subtle yet existing instability against moisture and CO2. It’s the case for 

garnet and perovskite-type materials such as LixLa3M2O12 (M = Zr, Sn, Nb and Ta) and Li2SrTa2O7. 

More specifically, Li7La3Zr2O12 is reported to form LiOH and resistive Li2CO3 at the surface when 

exposed to moisture and CO2, hindering its ionic conductivity. Nevertheless, none of these 

decomposition products represent any health or environmental hazard, unlike H2S produced in 

sulfur-based SEs. On the other side, NASICON-type materials are reported to be stable against 

air and moisture [143, 255-257].  

1.4.1.3 – Electrochemical stability window 

The electrochemical stability window (ESW) is the potential range within which the solid 

electrolyte is neither reduced nor oxidized. A narrow electrochemical window is a critical problem 

to overcome because it is the main limitation to the cell voltage, as previously mentioned in section 

1.1.1.2 [258]. The reduction potential of a solid electrolyte is often determined by the reduction 

potentials of the cationic elements composing the SE. For example, the oxide-based SEs LLTO, 

LATP and LAGP have their reduction potential when Ge4+ and Ti4+ are reduced to Ti3+ and Ge2+ 

respectively [147, 186]. On the other end, the oxidation potential of a solid electrolyte is usually 

set by the anion framework, typically limited by the anion with the lowest ionization potential 

following the order N3− < P3− < H− << S2− < I− < O2−< Br− < Cl− << F− [259]. Above elemental 

considerations, the specific structure and bonding characteristics will also influence the ESW. For 

example, P atoms will be easier to reduce if they are weakly bonded to sulfur atoms compared to 

strongly bonding O atoms, as portrayed by the increased stability of Li3PO4 compared to Li3PS4 

[259]. For this reason, sulfide-type solid electrolytes are known to have much narrower ESWs than 

their oxide-type counterparts. The ESW can be improved in solid electrolytes by creating stronger 

interactions between the atoms within the structure. For example, the stability of sulfide-based 

SEs LGPS was improved by partially substituting  Li+ with Ba2+ to form Li9.4Ba0.3GeP2S12. The 

strong interaction between Ba2+ and S2- anions in the sublattice led to an enhanced stability [260]. 

However, such substitutions will most of the time hinder the ionic conductivity. 

The stability window of solid electrolytes is traditionally characterized by CV, where the 

current is reported as a function of a sweeping voltage. CV curves provide us with information on 

the chemical reactions happening and on the material’s cycling reversibility. However, these 

experiments may not reflect the concrete situation of a battery for two reasons: first, the ESW is 

overestimated when a conventional planar Li/SE/Inert blocking electrode cell configuration is 

used, in which the contact area between the SE and the inert blocking electrode is limited, resulting 
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in small redox current signals and even slower kinetics of the electrolyte’s decomposition reaction. 

For example, LGPS’s ESW was reported to be of 0 - 5 V vs. Li+/Li using CV in a planar cell 

configuration at a 1 mV.s-1 scan rate [206]. However, the use of a Li/LGPS/LGPS+C composite 

cell configuration concluded on a much narrower window of 1.7 - 2.1 V vs. Li+/Li [175]. The same 

was observed for LLZO [175]: LLZO’s stability window was initially assessed using a planar 

configuration Li/LLZO/Pt and was reported to range from 0 to 5 V vs. Li+/Li as seen in Figure 

1.14A [206]. However, in a composite configuration Li/LLZO/ LLZO+C, the apparent oxidation of 

LLZO was observed as early as 4.0 V (Figure 1.14B). The same was observed for LIPON solid 

electrolyte [261]. More details regarding the ESW will be given in chapters 3 and 4. Second, the 

electrochemical stability window is usually overestimated when fast rate CV is used to probe the 

solid electrolyte. It is too fast to detect the sluggish decomposition reactions happening. The 

voltage sweeping causes a constant perturbation of the system, which never reaches equilibrium. 

Done this way, the observed stability might be due to kinetic limitations of the redox reaction rather 

than its real thermodynamic stability. Most decomposition products at high voltages are 

electronically insulating and/or are only formed at large overpotentials (especially when gas is 

produced). Therefore, fast rate CV does not allow enough time for these reactions to happen, 

giving way to an apparent stability [262].  

 

Figure 1.14 - Comparison of two ESWs assessed for LLZO using cyclic voltammetry on A) a 

planar configuration Li/LLZO/Pt between −0.3 and 5 V at a scanning rate of 0.1 mV.s−1 [263] and 

B) a composite configuration Li/LLZO/LLZO+C/Pt between 2.6 and 10.0 V at a scanning rate of 

0.01 mV.s−1 [175]. 



31 
 

1.4.1.4 – Electronic conductivity 

A very characteristic issue in solid-state super-ionic conductors is the occurrence of 

electronic conduction. However, even though preferentially very small, it is never zero due to 

diffusive motion of the ions [87]. Electronic conductivity must be negligible, if not inexistent, in solid 

electrolytes. Even very small electronic conductivities can lead to perceptible self-discharge and 

cause parasitic chemical reactions within the battery [262]. The electronic conductivity in solid 

electrolytes must not exceed 10−6 S.cm-1 at any temperature [264]. Ideally, it should be around 

10−12 S.cm-1 or remain at least four orders of magnitude smaller than the ionic conductivity [95]. 

Here, we define the ionic conductivity to be the value calculated exclusively from the concerted 

diffusion of mobile Li+ ions through the structure. Not to be confused with the conductivity of other 

ions in the structure (nor the ones that originate from defects). 

Electronic conductivity occurs intrinsically, by drift of free charge carriers, and extrinsically, 

brought by impurities and defects. Charge carriers, and therefore electronic conductivity, are 

generated by thermal excitation of electrons to current-carrying states. The electronic conductivity 

is deduced from the charge carrier concentrations and their mobility [265]: 

𝜎𝑒 = 𝑒(𝑛𝜇𝑒 + 𝑝𝜇ℎ)     Eq. 1.5 

where σe is the electronic conductivity, e is the elementary charge, n and p are the charge carrier 

concentrations of electrons and holes respectively. μe and μh are the mobilities of electrons and 

holes respectively. The mobility is related to the carrier effective mass [266]:  

𝜇 =  
𝑒

𝑚∗
𝜏̅       Eq. 1.6 

where m* is the effective mass of the material and �̅�  the scattering time.  

The electronic conductivity is determined experimentally in solid electrolytes via DC polarization 

measurements, using cells in a symmetric configuration with ion blocking Au electrodes. 

The ionic conductivity in solid electrolytes was extensively investigated in order to achieve 

liquid electrolyte-like ionic conductivity. In the process, other properties such as the electronic 

conductivity were considered of secondary importance. However, studies recently established a 

link between electronic conductivity in solid electrolytes and the formation of lithium dendrites in 

ASSLBs, proving that the plating of Li in SEs was proportional to the increase of their electronic 

conductivity [267]. In the context of this study, the electronic conductivity was measured for LLZO 

and Li2S-P2S5 to be 5.5 10-8 and 2.2 10-9 S.cm-1 respectively. These values are far above the ideal 

threshold of 10-12 S.cm-1. Moreover, another study showed that the electronic conductivity of LLZO 

increased from 1.2 10−7 to 1.1 10−6 S.cm−1 after LLZO is reduced [268], proving that electronic 

https://www.sciencedirect.com/topics/engineering/thermal-excitation
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conductivity can be an electrochemically activated process (in which case an extrinsic dimension 

could be considered for the electronic conductivity). These studies highlight the importance of a 

negligible electronic conductivity in SEs and of identifying the sources for high electronic 

conductivity. More details regarding the electronic conductivity in solid electrolytes will be provided 

in chapter 5. 

1.4.1.5 – Mechanical properties 

The mechanical properties of solid electrolytes are defined by three metrics: 1) the 

elasticity, related to the atomic bonding of the material, corresponds to the elastic deformation of 

the material under applied stress and is derived from its Young modulus, 2) the plasticity, related 

to the hardness of a material, depends on the microstructure, the phase composition and the 

Young modulus of the material. It describes its resistance and rigidity to non-elastic deformations 

and is derived from the shear modulus of the material. 3) the fracture toughness, which describes 

the ability of a material to resist crack growth, depends on the volume, porosity and existing defects 

in the material [269].  

An isotropic distribution of mechanical properties along all directions is desired for SEs 

[270]. Rhombohedral R3c phases, such as NASICONs, possess anisotropy mechanical properties 

while materials with higher symmetry (e. g., cubic like garnets and perovskites) possess more 

isotropic mechanical properties [271]. Typically, inorganic ceramics exhibit a higher hardness than 

that of organic polymers. Among ceramic solid electrolytes, sulfide-based SEs such as LISICONs 

and argyrodites have much smaller Young moduli than oxide-based SEs (<40 GPa for sulfides vs. 

>100 GPa for oxides), giving them the advantage over oxides of being more compliant to 

deformation [272-276]. A low Young modulus allows the ceramics to be processed more easily, 

with low sintering temperatures. The ability of processing materials at low temperatures is a crucial 

property in SEs because it circumvents the reactivity and decomposition issues encountered at 

high temperatures. SEs with high Young moduli were advertised as the solution to prevent the 

formation of dendrites at the interface with metallic lithium [277, 278]. However, dendrites were 

later reported to form between the cracks at the surface of SEs regardless of their Young moduli 

[279]. On the other side, oxide-based materials exhibit higher fracture toughness values than 

sulfur-based materials (around 0.1 MPa.m1/2 for argyrodites vs. ≈ 1 MPa.m1/2 for oxides) [272, 273, 

275], making them more resistant to crack growth. It is worth mentioning that even oxide-based 

SEs appear rather brittle compared to metals with fracture toughness ranging from 20 to 100 

MPa.m1/2 [280]. 
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1.4.2 – Extrinsic properties 

To ensure the concerted electronic and ionic transfers through a battery, sufficient contact 

and cohesion are required between the solid electrolyte and the electrodes. This prerequisite is 

easily fulfilled with conventional electrolytes because their liquid nature provides a perfect wetting 

of the electrodes. In ASSLBs, the electrode materials need to be processed with the solid 

electrolyte into very dense composite electrodes in order to ensure sufficient contact between the 

two. To ensure the electronic insulation, ideally a thin and dense solid electrolyte layer should be 

placed between the two composite electrodes, with a large area in order to obtain a low internal 

resistance. The abilities of solid electrolytes to be processed in ASSLBs are referred to as extrinsic 

properties. Figure 1.15 summarizes the extrinsic properties that solid electrolytes need to possess 

in order to be processed in ASSLBs. The figure demonstrates that extrinsic properties in solid 

electrolytes are mostly related to interfaces, including interfaces within the solid electrolyte layer 

and interfaces between the SE and the composite electrodes. These extrinsic properties are 

detailed in the following sections. 

 

Figure 1.15 - Schematic illustration and brief summary of the extrinsic properties to take into 

account in order to implement solid electrolytes in all-solid-state batteries [126]. 
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1.4.2.1 – Chemical stability against positive and negative electrodes 

The behavior of solid electrolytes at their interface with electrode materials often present major 

deviations from their behavior in the bulk materials. The formation of hardly characterizable 

decomposition products at the interface, often ionic insulators and/or electronic conductors, hinder 

the performance of solid electrolytes. Stabilizing these interfaces is crucial to the development of 

solid electrolytes and establishing viable SE/electrode material combinations for all-solid-state 

batteries. The term ‘’interface’’ refers to the area of contact between the solid electrolyte and 

electrode material phases. On the other hand, ‘’interphase’’ refers to the new phase that is formed 

at the interface due to chemical and electrochemical reactions [127]. 

1.4.2.1.1 – SE/negative electrode material 

The introduction of Li metal as the negative electrode in ASSLBs is considered possible 

thanks to solid electrolytes. However, overwhelming evidence showed that most relevant solid 

electrolytes are not thermodynamically stable against metallic lithium. Perovskite LLTO and 

NASICON LATP solid electrolytes were proven to react in contact with metallic lithium, with the 

reduction of Ti4+ by Li metal [281, 282]. NASICON-type materials LAGP and LZP are not stable 

against Li metal neither [283-285]. Recent studies shed light on the instability of garnet Al, Ta, Nb 

and W doped-LLZO against lithium metal at high temperature, as seen on Figure 1.16A [170]. Ma 

et al. used aberration corrected scanning transmission electron microscopy to observe the phase 

transition of a thin layer of cubic-LLZO into tetragonal-LLZO at the interface with Li metal [286]. 

LiPON was also reported to be reduced by Li metal to from Li3P, Li3N, and Li2O decomposition 

products that act as a passivation layer [261]. Sulfide-type solid electrolytes are also known to be 

unstable against Li metal. Argyrodite Li2S-P2S5 and LISICON-type LGPS solid electrolytes react 

in direct contact with Li metal to form a highly resistive interphase. The decomposition of LGPS at 

the interface with Li metal into Li3P, Li2S and Li–Ge alloys was observed using in situ X-ray 

photoelectron spectroscopy (XPS) combined with time-resolved electrochemical measurements 

by Wenzel et al. [287]. 
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Figure 1.16 - A) Optical images of Ta, Al, Nb and Ga/W-doped LLZO pellets in contact with Li 

metal at 200 °C over time after assembly under a cold-isostatic pressure of 250 MPa [170]. B) 

TEM cross-section image and the corresponding EDS line profile of an LLZO/ LiCoO2 thin-film 

interface, an intermediate layer of ≈50 nm thickness of La2CoO4 was formed due to mutual 

diffusion [288]. C) Comparison of two TEM cross-section images of pristine LLZO and 

LLZO/LiCoO2 powders and their corresponding electron diffraction patterns. The electron 

diffraction pattern of the garnet surface in LLZO/LiCoO2 is assigned to tetragonal-LLZO [289]. 

Solid electrolytes that are ‘’pseudo-stable’’ against lithium include LiPON, Li3PS4 and 

Li4PS4I due to kinetic stabilization. The decomposition products at the interface Li2O, Li2S, Li3P, 

Li3N and LiI, which are all electronically insulating and thermodynamically stable against metallic 

Li, have no thermodynamic driving force to form deeper in the bulk. The resulting reducing 

interphase stabilizes the solid electrolyte [49], the same phenomenon is not observed when the 

decomposition products are mixed conductors, like it’s the case for LATP and LLTO.  

1.4.2.1.2 – SE/positive electrode material  

The use of high potential positive electrodes will require stable interfaces between positive 

electrode materials and solid electrolytes. Oxide-based solid electrolytes tend to be more 

thermodynamically stable against positive electrode materials than sulfide-based SEs [290]. The 

exception being LLZO, which instability against positive electrode materials like LiCoO2, NMC and 

NCA was reported [288, 291]. Kim et al. observed the formation of La2CoO4 at the interface 

(Figure 1.16B) while Park et al. noticed the formation of tetragonal-LLZO (Figure 1.16C) [288, 

289].  Side reactions were also observed between LiPON and LiCoO2, where an ultrathin layer of 

nitrogen-containing species NO2− and NO3− was formed when LiPON was sputtered onto LiCoO2, 



36 
 

but the interphase is considered stable and therefore not detrimental to the battery’s operation 

[292].  

Sulfur-based solid electrolytes are almost all thermodynamically unstable against oxide-

based positive electrode materials. When sulfur-based SEs are in contact with oxide-based 

positive electrode materials, a space-charge layer is formed in the interface. This space-charge 

layer is created because Li ions in SEs are strongly attracted to highly electronegative oxygen 

atoms in the oxide-based positive electrode materials, leading to the depletion of Li ions in the 

solid electrolyte layer at the interface [293]. Particularly, LISICON-type solid electrolyte LGPS was 

reported to be chemically unstable with most of the relevant positive electrode materials such as 

LiCoO2, LiMn2O4 and LiFePO4 [259, 294]. Hydride SEs have high reducing capability and reduce 

most positive electrode materials. The combination of LiBH4 and LiCoO2 was investigated and the 

formation of LiBO2, Li2O, Co3O4 and CoO(OH) decomposition products was observed [295] 

To solve the interfacial instability, addition of buffer layers and surface modifications have 

been reported on the solid electrolyte and the positive electrode material. Coating of stable oxide-

type materials such as LiNbO3, Li2SiO3, Li3PO4, Li4Ti5O12, Al2O3, BaTiO3 and Li2O-ZrO2 surface is 

a popular approach for preventing side reactions and for stabilizing sulfur and oxide-based solid 

electrolytes alike with oxide positive materials [206, 294, 296-303]. For example, Sakuda et al. 

used Li2SiO3 coating on the surface of LiCoO2 to successfully stabilize its interface with Li2S–P2S5 

material [294]. 

1.4.2.2 – Grain boundary ionic conductivity 

The grain boundary conductivity is specific to ceramic solid-state materials. The grain 

boundary is the interface between two grains, or crystallites, in a polycrystalline material, they are 

considered 2D defects in the crystal structure. In heterogeneous systems such as ceramic SEs, 

the contribution of the interfaces is significant to the total conductivity of the material. In fact, 

because the percolation of mobile Li-ions is interrupted by the distortions created by the 

misalignment of grains [304], the grain boundary resistivity hinders the total ionic conductivity of 

many SEs as it is often several orders of magnitude greater than the bulk resistivity [305].  

In general, SEs powders need to be processed into high-aspect-ratio membranes or 

pellets, regardless of the synthesis method used [127]. High densification is necessary to 

percolate the grains and can be achieved through a combination of high temperature sintering and 

pressing [306]. Many factors will influence the grain boundary ionic conductivity, among them the 
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grain and particle sizes, the bulk density, the sintering time and temperature, the pressure applied. 

In general, larger grain size, smaller particle size, smaller grain boundaries  and high bulk density 

lead to higher ionic conductivities, although better conductivities were obtained for LLZO, LiNbO3, 

Li4Ti5O12, ZrO2, CeO2 and TiO2 when their grain size reached the nano scale [307-312]. This 

phenomenon is justified by a lower impurity segregation (impurities act to block Li-ion conduction) 

on the grain boundaries of nanocrystalline materials [309].  

Thanks to their high machinability and softness, sulfide-based and borohydride solid 

electrolytes have a grain boundary resistivity that can be easily reduced by cold-pressing, allowing 

a high total ionic conductivity at RT [313]. On the other hand, oxide-based solid electrolytes suffer 

from high grain boundary resistivity. Based on the Schottky barrier model, the grain boundary 

resistivity has been attributed to the creation of a space charge layer between the grains and the 

Li+ depletion at the grain boundary [314, 315]. Garnet-type LLZO is the oxide-based solid 

electrolyte with the lowest grain boundary resistivity thanks to its three-dimensional lithium paths 

connecting the grains [316]. Strategies were explored to decrease the grain boundary resistivity 

in solid electrolytes, especially in oxide-based SEs. The explored routes mainly gravitate around 

high temperature sintering, such as the use of spark plasma sintering (SPS), which enables a 

precise control of the microstructure [317-319].  Adding excess Li during sintering was suggested 

to compensate for the depletion of Li+ at the grain boundaries of LLTO solid electrolyte and 

decrease the grain boundary resistivity [320]. Filling the grain boundaries with additives such as 

amorphous silica or sintering agents yielded positive outcomes for LLTO, LAGP and LATP [320-

322].  

1.4.2.3 – Resistance at the interface 

The interfacial resistance between the solid electrolyte and the electrodes is a property 

that needs to be optimized before a large-scale commercialization of ASSLBs is possible. Poor 

interfaces obstruct the large-scale transfer of ions in a battery and significantly hinder its cycling 

performance. This resistance is due to an insufficient contact area between the SE and the 

electrodes in ASSLBs, unlike conventional Li-ion batteries, where a perfect wetting of the 

electrodes by the liquid electrolyte is observed. Like for grain boundary resistivity, the interface 

resistivity problem mainly occurs in rigid oxide-based SEs, while soft and deformable sulfide or 

hydride-type SEs avoid it. Many strategies were explored to decrease the interfacial resistance on 

oxide-based solid electrolytes: 1) applying external pressure on the ASSLB to enforce intimate 

contact [323], 2) co-sintering the electrode material and the solid electrolyte or soldering them 
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together to provide an intimate contact [319, 324-326], 3) dry or wet polishing the surface of the 

solid electrolyte to remove impurities and ensure a perfectly flat surface [327, 328], as 

demonstrated with LAGP in Figure 1.17A, 4) depositing Li, Si, Al, In, Au or Nb metal layers 

between the lithium negative electrode and the solid electrolyte (e.g., Al-coated LLZO in Figure 

1.17B and C) [289, 329-333], similar results were achieved with oxide compounds such as Li3PO4 

[334], ZnO [335], ZrO2 [336], Li3BO3 [337], LiNbO3 [338], BaTiO3 [339], TaO3 [340], LiAlO2 [341], 

Li2CO3 [342], Al2O3 [343], amorphous C [344] and polyethylene oxide-based polymer interlayers 

[148, 345, 346], 5) melting the solid electrolyte on the electrode material or vice versa to increase 

the wetting  [347, 348], 6) building 3D structured components to increase the contact between the 

electrolyte and electrodes [349], 7) using sacrificial polymer matrix to embed interspersed solid 

electrolyte and positive electrode particles [350] and 8) growing solid electrolyte and electrode 

particles in the same orientation to decrease the lattice mismatch between the two and facilitate 

the migration on Li ions [351]. 

 

 

Figure 1.17 - A) Photograph and SEM images of LAGP pellets showing the surface and 

microstructure (a) before and (b) after polishing [352]. B) Schematic representation of a solid 

electrolyte and metallic lithium interface with and without Al-coating [329]. C) EIS measurements 

of a Li/LLZO/Li and Li/Al-LLZO-Al/Li interface at RT, Rint decreased from 950 to 75 Ω.cm-2 [329]. 
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1.4.2.4 – Mechanical integrity during cycling  

Solid electrolytes are rigid materials and run the risk of mechanical fracture, delamination 

and a loss of physical contact following the volume change of electrodes upon cycling [353-357]. 

Indeed, reversible insertion of lithium ions in and out of the electrodes’ active materials causes a 

volume expansion and contraction of the electrodes. The SE particles cannot sufficiently suppress 

this volume change, and the continuous mechanical stress during cycling generates cracks that 

propagate in the solid electrolyte as illustrated in Figure 1.18A [353, 355]. Such phenomenon was 

even observed with ductile solid electrolytes like argyrodite-type material 75Li2S·25P2S5 after 

cycling (Figure 1.18B). Another important mechanical issue with all solid electrolytes is the growth 

of lithium dendrites along the grain boundaries despite the high young and shear moduli of solid 

electrolytes, as seen many times through optical and electronic microscope observations, 

including for LLZO and LIPON SEs, displayed in Figure 1.18C [358]. Solid electrolytes were 

initially expected to be immune to this dendrite-induced failure by virtue of their mechanical 

strength, but recent studies have demonstrated the ability of metallic Li to penetrate into even 

sintered solid electrolytes [359]. Ceramic solid electrolytes all suffer from mechanical failure and 

loss of physical contact upon cycling, the development of effective strategies to alleviate this issue 

is imperative in the engineering of ASSLBs. 

 

 



40 
 

 

Figure 1.18 - A) Schematic representation of an inhomogeneous Li deposition on the SE surface: 

imperfect contact and interphase formation (brown) cause current hotspots (left). The preferential 

Li deposition in grain boundaries and within grains creates localized stress resulting in cracks 

(right) [127]. B) Cross-sectional SEM micrograph of a graphite/75Li2S·25P2S5 interface after 

cycling. The SE particles cannot suppress the volume change in graphite, and the continuous 

mechanical stress during cycles results in the generation of partial cracks in SE particles [360]. C) 

Reports of Li metal transverse dendrite grown in SEs: (a) Ga-doped LLZO cycled with Li metal 

[361], (b) Al-doped LLZO samples after symmetric Li plating [348] and (c) cross section SEM 

image of Li metal microstructure at a LiPON-Li interface showing the formation of dendrites [362].  

 

The exploration of these intrinsic and extrinsic properties has been at the heart of the 

development of ASSLBs for several decades. Despite impressive advancements, none of the 

reported SEs can meet all the requirements to be implemented in ASSLBs. Figure 1.19A 

compares different SE families with regard to general aspects that are redox stability, ion 

selectivity, electronic and ionic resistances, device integration, processing cost, mechanical 

strength, thermal and chemical stability. The figure shows that none of the solid electrolyte families 

covers the entire radar plot. These specific criteria are not all fulfilled at once because intrinsic 

properties such as a high ionic conductivity, a chemical and electrochemical stability against high-

potential positive electrode materials and metallic lithium negative electrode and chemical stability 

against air/moisture/CO2 cannot all be found in one unique SE. In addition to these essential 

materials properties, ASSLBs also face many further challenges largely associated with solid-solid 
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interfaces, such as the lack of contact at the electrolyte/ electrodes interface and the mechanical 

failures following the electrodes’ volume expansion upon cycling. As a result, no ASSLB has 

managed to reach the performances of a commercialized conventional Li-ion battery, as 

highlighted in Figure 1.19B.  

 

The study of solid electrolytes is tedious because the characterization of the solid-solid 

interface is complicated. Interfaces are concealed within the SE and the electrodes or between 

the SE’s grains. Therefore, characterizing short-range interactions, atomistic mechanisms and 

diffusion phenomena at the interface is complex and delicate. In addition, reactions often occur 

on a small fraction of the surface and can hardly be observed or characterized experimentally, 

making the results reported on the matter controversial because difficult to reproduce. 

Understandably, it is rather difficult to address all these challenges using only the conventional 

experimental trial-and-error approach. Computational modeling intervenes in this context as a key 

element, it complements experiments by simulating localized phenomena at the atomistic level 

and providing valuable understanding of the underlying mechanisms occurring in ASSLBs.  
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Figure 1.19 - A) Radar plots of performance properties of different solid electrolyte families: a) 

oxides, b) sulfides, c) hydrides, d) halides, e) thin-films like LIPON and f) polymer solid electrolytes. 

ASR stands for area-specific resistance. B) Ragone plots for ASSLBs cycled at a) room 

temperature (20–30 °C) and b) higher temperatures (50–100 °C). Dashed lines indicate targets 

for specific energy and C-rate. The specific energy and power are normalized to the cell mass. 

Filled symbols indicate data of cells that were charged and discharged at equal current density. 

Empty symbols indicate cycling data in which the rate test was only applied to discharge, whereas 

charging was carried out at lower current [363]. 

1.5 – First-principles for all-solid-state lithium batteries 

First-principles computations are based on the fundamentals of quantum mechanics. One of 

the most widely used approach relies on density functional theory (DFT). DFT calculations deal 

with the ground states of the electrons in a system. The wavefunctions of the electrons are 

determined by solving the Schrödinger equation in many-body quantum mechanics resorting to 

various approximations [364]. First-principles calculations have become the most reliable 

approach to model the atomic scale. Computational modeling based on DFT calculations has 

been developed to compute the energies of SEs structures and obtain fundamental understanding 
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of their properties at an impressively large scale [365]. Comprehensive materials databases were 

created to gather and redistribute all these computed data, encouraged by the materials genome 

initiative (MGI) [366]. Such databases were built to systematically produce, organize and share 

data to supply computational tools that will screen, optimize and predict materials at very large 

scale and rate [367-369]. One of the most developed databases is the Materials Project®, 

launched by researchers from the Massachusetts institute of technology and further developed in 

the Lawrence Berkeley National Laboratory [370], it provides thermodynamic data and quantities 

that can be used to compute several properties of solid electrolytes.  

Computational modeling has proved to be extremely useful not only at anticipating and 

resolving all the challenges faced with SEs mentioned in the previous sections, but also in 

predicting and designing new materials with great potential application in ASSLBs.   

1.5.1 – Ionic diffusion in solid electrolytes 

1.5.1.1 – Simulating and understanding ionic conductivity  

A high ionic conductivity is a single property that only a handful of candidates possess 

among solid materials, understanding the fast Li+ diffusion mechanisms in super-ionic conductors 

like LGPS or LLTO is important in order to screen and design for novel solid electrolytes. Ionic 

diffusion in materials can be studied using the nudged-elastic-band (NEB) method [371]. The NEB 

method is used to compute the transition state and activation energy needed for a mobile ion to 

migrate along a predetermined path, from one equilibrium site to another via vacancies and 

interstitial sites. To run a NEB calculation, it is necessary to provide as input data the initial and 

final migration sites as well as an initial migration path. In general, NEB calculations are suited to 

study materials with well-defined hopping sites and migration pathways [247, 372]. When the initial 

migration path cannot be guessed, the use of ab initio molecular dynamics (AIMD) is preferred to 

NEB. In AIMD, the atomic forces from first-principles methods are used to propagate the atoms in 

the system according to the laws of classical mechanics [372]. These simulations are performed 

to directly observe migration mechanisms of all ions in real-time, allowing to identify the precise 

diffusion mechanisms and migration pathways without having to assume diffusion pathways [373]. 

However, they require heavy computational power, with each step, of the tens of thousands 

necessary to converge the simulation, being a separate DFT calculation. The first diffusional 

feature extracted from AIMD simulations is the mean-squared displacement (MSD) of a mobile 

ion (e.g., Li+) expressed in equation 1.7 [374]: 
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𝑀𝑆𝐷𝜎
𝐿𝑖(𝑡) =

1

𝑁𝐿𝑖
 ∑ 〈[𝑹𝑖(𝑡

′ + 𝑡) − 𝑹𝑖(𝑡
′)][𝑹𝑗(𝑡

′ + 𝑡) − 𝑹𝑗(𝑡′)]〉
𝑁𝐿𝑖
𝑖,𝑗    Eq. 1.7 

 with NLi is the number of Li ions in the system, t is the time,  Ri is the position of the ith Li ion, Rj is 

the position of the jth counter-ion and the brackets <…> represent the average over many starting 

times t’ [375, 376]. The MSD is the distance traveled by an ion in a certain period of time. The 

collective diffusion coefficient DLi
σ of the mobile ion Li is quantified by fitting Einstein’s relation 1.8: 

𝐷𝜎
𝐿𝑖 = 𝑙𝑖𝑚

𝑡→∞

𝑀𝑆𝐷𝜎
𝐿𝑖(𝑡)

2𝑑𝑡
      Eq. 1.8 

d is the system’s dimension (d=3 for 3D materials). The ionic conductivity (σionic) is derived from 

the collective diffusion coefficient using a corrected Nernst-Einstein relation 1.9 [377]: 

𝜎𝑖𝑜𝑛𝑖𝑐(𝑡) =
𝑁𝐿𝑖𝑍

2 𝑒2

𝑉𝑘𝐵𝑇
𝐷𝜎
𝐿𝑖     Eq. 1.9  and  𝜎𝑖𝑜𝑛𝑖𝑐 = 𝐴𝑒

−
𝐸𝐴
𝑘𝐵𝑇    Eq. 1.10 

where NLi is the number of Li ions in the system, e is the elementary charge of an electron, Z is 

the charge of the mobile Li ion, V is the volume of the cell, kB is the Boltzmann constant and T the 

temperature. The activation energy of Li diffusion EA can be derived from the ionic conductivity 

following Arrhenius’s equation 1.10, where A is a constant related to the attempt frequency [374]. 

The ionic conductivity and activation energy computed for solid electrolytes using AIMD 

are in excellent agreement with the experimentally measured ionic conductivity for many solid 

electrolytes such as LATP, LLZO and LGPS (1.4 10-2 S.cm-1 calculated vs. 1.2 10-2 S.cm-1 

measured at RT) [378, 379]. AIMD also allowed the first observation of the 3D conduction 

mechanism of Li+ ions in LGPS, later confirmed by neutron diffraction [378, 380], and the first 

observation of a concerted migration of Li+ ions in the material (multiple Li ions hopping to the 

nearest sites) [381]. The concerted migration of Li+ is illustrated in Figure 1.20A, and was proven 

using NEB to decrease the activation energy barrier in solid electrolytes, as exemplified with LATP 

in Figure 1.20B. The concerted migration was later confirmed as a diffusion mechanism in several 

other materials such as LLZO, LiZnPS4, Na10SnP2S12, and LiTaSiO5 [373, 382-384]. 

https://www.sciencedirect.com/topics/engineering/einsteins-relation
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Figure 1.20 - A) Diffusion mechanisms and their corresponding energy profiles for single-ion 

migration (pink) and a multiple-ion concerted migration (blue) in SEs [385]. (B) Comparison 

between the energy barrier of a single Li+ migration (upper) and a concerted migration (lower) in 

LATP solid electrolyte, calculated using NEB [385]. 

1.5.1.2 – Screening for novel super-ionic conductors  

First-principles computations using NEB and AIMD on solid electrolytes enabled the 

distinction of structural features associated with good ionic conductivity: 1) polarizable anions like 

S2- that allowed Li ions to migrate with a lower activation energy, 2) a body-centered cubic anion 

sublattice, 3) the presence of medium-sized open and interconnected diffusion channels and 4) a 

high mobile Li-ion carrier concentration (defects and disordered phases) [247]. Richards et al. 

used these sought-after properties as criteria to screen materials, on the lookout for undiscovered 

super-ionic conductors. They singled out a new potential super-ionic conductor Li1+2xZn1−xPS4 

(0<x<0.75) with a computed ionic conductivity of 10−2 S.cm−1 at RT [382]. These materials were 

later successfully synthesized and displayed a good ionic conductivity ranging from 10−4 to 10−3 

S.cm−1 (0.5<x<0.8) [386, 387]. First-principles calculations also allow the design of new super-

ionic conductors by modifying an initial structure for it to meet the requirements for high ionic 

conductivity. He et al. successfully did so by designing the super-ionic conductor 

Li1.25Ta0.75Zr0.25SiO5 with an ionic conductivity of 10−3 S.cm−1 at RT from the initial LiTaSiO5 

structure [373]. The material was later synthesized and tested experimentally with an ionic 



46 
 

conductivity of 2.97 10−5 S.cm−1 at RT, two orders of magnitude higher than the pristine LiTaSiO5 

[388]. Another example is the one of thio-LISICON Li10Sn(PS6)2, modeled by substituting Sn for 

Ge in the LGPS structure [379]. The AIMD simulated ionic conductivity was of  6 10-3 S.cm−1 at 

RT, this material was later synthesized experimentally with a concordant ionic conductivity of 7 

10-3 S.cm-1 [389]. The simulated thio-LISICON Li10Si(PS6)2 was also predicted to have an excellent 

ionic conductivity of  2.3 10-2 S.cm-1 at RT and inspired the synthesis of the Cl-doped version 

Li9.54Si1.74P1.44S11.7Cl0.3, with an outstanding measured ionic conductivity of 2.5 10-2 S.cm-1 [379, 

390]. These examples of super-ionic conductors, modeled based on simple structural 

prerequisites with experimentally confirmed excellent ionic conductivity, show the span of the 

predictive power of first-principles computations. 

1.5.2 – Electrochemical stability window 

The elaboration of computational databases like the Materials Project® made available DFT 

computed energies of hundreds of thousands of inorganic structures, allowing the construction of 

entire phase diagrams. Moreover, first-principles enabled the construction of phase diagrams 

open to one element. Such phase diagrams represent phase equilibria in an isothermal, isobaric 

system that is open to an element [391]. To keep an element open means that the chemical 

potential of this element (μ) can be changed. This type of phase diagram, referred to as grand 

potential phase diagram (GPPD), simulates external conditions depending on the element kept 

open. For example, a GPPD that is open with respect to μLi simulates the phase equilibria under 

an applied potential vs. Li+/Li via equation 1.11:  

𝑽 = −
𝝁𝑳𝒊−𝝁°𝑳𝒊

𝑒
       Eq. 1.11 

Where V is the applied potential vs. Li+/Li, μLi is the chemical potential of lithium, μ°Li is the standard 

computed energy for lithium metal and e is the elementary electron charge. More details regarding 

the GPPD are given in chapters 2 and 3.  

Using the GPPD, is it possible to predict the thermodynamic stability of solid electrolytes 

as a function of an applied potential vs. Li+/Li, translating to their thermodynamic electrochemical 

stability windows. Figure 1.21 displays the GPPD computed for LLZO. The (Li)open-La-Zr-O phase 

diagram is kept open to lithium. The thermodynamic electrochemical stability window was 

computed for LLZO to be ranging from μLi = -0.05 eV to μLi = -2.91 eV, which corresponds to the 

range of μLi within which LLZO is a stable phase of the phase diagram. To illustrate this concept, 

four examples are presented: μLi = 0 eV corresponding to Li metal (Figure 1.21A), μLi = -0.06 eV 
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which is right in LLZO’s ESW (Figure 1.21B), μLi = -1.23 eV which is deep in LLZO’s ESW (Figure 

1.21C) and μLi = -3.20 eV which is outside of LLZO’s ESW (Figure 1.21D). In the figure, we see 

that LLZO appears as a stable phase in the La-Zr-O diagram when -2.91 < μLi< -0.05 eV.         

 

Figure 1.21 - GPPD of the Li-La-Zr-O system, open to Li, showing the phase equilibria of LLZO 

at different Li chemical potentials (normalized by the chemical potential of Li metal): A) μLi = 0 eV 

corresponding to Li metal, B) μLi = -0.06 eV, C) μLi = -1.23 eV and D) μLi = -3.20 eV. The 

thermodynamic ESW of LLZO ranges from -0.05 to -2.91 eV, within which LLZO is a stable phase 

of the diagram (B and C). Outside this window, LLZO is not reported on the GPPD as a stable 

phase (A and D) [332]. 

As mentioned in section 1.4.1.3, the ESW of solid electrolytes was hitherto severely 

overestimated using CV and planar cell configurations. Measured this way, most ESWs of solid 

electrolytes ranged from 0 to 5 or 6 V vs. Li+/Li. On the other hand, thermodynamic ESWs 

computed using the GPPD were much narrower than the experimentally measured ones [175, 

259, 392-394]. The significant discrepancy between theoretical and experimental values of ESWs 

put several research groups on track to figure out that inappropriate experimental setup and 

characterization technique were the origin of overestimated experimental ESWs. For example, the 

thermodynamic ESW of LGPS was computed to be [1.71 V - 2.42 V] vs. Li+/Li (Figure 1.22A), far 

less than the [-0.5 - 5] V vs. Li+/Li range first announced experimentally by Kamaya et al. using 

CV and a Li/Li10GeP2S12/Au planar cell configuration [175, 206, 392]. Han et al. later determined 

LGPS’s electrochemical stability window using a composite cell configuration (Li/LGPS/LGPS+C) 

and found it to be [1.7 V– 2.1 V] vs. Li+/Li (Figure 1.22B), in better agreement with first-principles 

predictions [175]. 
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Figure 1.22 - Comparison of the electrochemical stability window of LGPS assessed using A) first-

principles, reported to be ranging from 1.72 to 2.14 V vs. Li+/Li (corrected to 2.42 V according to 

Nolan et al. [365]) with the corresponding phase equilibria and B) cyclic voltammetry, on a 

Li/LGPS/LGPS+C composite cell, indicating the reduction (1.7 V) and oxidation (2.1 V) peaks in 

the anodic and cathodic scans, respectively [175]. 

GPPD calculations also allowed to determine the decomposition products following the 

oxidation or reduction of the solid electrolyte. Many of them were successfully computed by Zhu 

et al. and are gathered in Table 1.1 [392]. For example, the decomposition products of LGPS were 

predicted to be Li4GeS4, P and Li2S upon Ge4+ reduction and Li3PS4, S and GeS2 upon S2- oxidation 

[175, 392], both confirmed by XPS [175, 395]. The reduction of P5+ in LiPON and Li6PS5Cl was 

first reported from first-principles calculations and were later confirmed by in situ XPS analyses 

[259, 261, 392, 396]. 

Table 1.1 - Computed thermodynamic electrochemical stability windows and corresponding phase 

equilibria at the redox potentials of various SEs, using the GPPD method [392]. 
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Wide ESWs for LATP, LAGP and LLZO were also reported using CV and planar cell 

configurations, with oxidation potentials all exceeding 6 V vs. Li+/Li, and are significantly higher 

than their computed oxidation potentials of 4.21, 4.27 and 2.91 V vs. Li+/Li respectively [392, 394]. 

However, as for LGPS, an optimized experimental setup allowed to determine much narrower 

experimental ESWs for these materials and confirmed their decomposition into O2 upon oxidation, 

as predicted by first-principles calculations. More details on this subject are given in chapters 3 

and 4.  

High-throughput studies on the electrochemical stability windows of materials also came up 

with design principles for wide ESWs materials. For example, it was observed that increasing the 

Li content in the composition of a SE lowers its oxidation potential [397]. It was also observed that 

the reduction of a SE was mostly due to the reduction of its non-Li cation. First-principles 

calculations also show that nitrides are the materials with the lowest reduction potentials and are 

the most stable against metallic lithium [397]. These rational design principles for wide ESWs 

materials can be used as criteria to filter the search for, or design, novel solid electrolytes. 

1.5.3 – Solid electrolyte/electrode interface stability  

The availability of computational materials databases and the possibility to easily construct 

entire phase diagrams enabled large-scale thermodynamic computations on materials stability, 

including the thermodynamic equilibrium and the reaction energy between two materials [259, 

393, 398]. This reaction energy is computed by constructing a phase diagram comprising all the 

elements present in these two materials (that are available in the database). If the two materials 

are not stable against each other, their reaction energy will be <0 eV and they will decompose to 

form the most stable phases of the phase diagram. These computations simulate the 

reactivity/stability of two materials when they are mixed or at their interface when they are put in 

contact. They can also be combined with a GPPD to simulate the reaction between two materials 

when a potential is applied, which best describes the situation in a cycling battery. As previously 

mentioned in section 4.2.1, most solid electrolytes are not thermodynamically stable against 

positive and negative electrode materials. The characterization of the interface between them 

being extremely difficult, computing the reaction energies and thermodynamic equilibria at the 

SE/electrode interface can play a crucial role in understanding the behavior of solid electrolytes 

within ASSLBs. 

First-principles thermodynamic stability computations ran by Zhu et al. predicted the 

instability of LiPON against metallic lithium, which decomposes to form more stable phases Li3N, 
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Li3P and Li2O, way before it was observed experimentally through in situ XPS analyses [261, 392]. 

First-principles simulations also predicted c-LLZO’s instability against lithium metal to form less 

conductive t-LLZO phase at the interface [172]. LiPON’s instability against LiCoO2 positive 

electrode material was anticipated using first-principles and later observed by in situ scanning 

transmission electron microscopy (STEM), electron energy loss spectroscopy (EELS) and XPS 

analyses, where Co3O4, Li2O, Li2O2, Li3PO4 and LiNO2 decomposition products were confirmed 

[399-401]. Also predicted was the instability between many solid electrolytes and positive 

electrode materials, including Li3PS4 and LiCoO2 to form Co9S8, Li2S and more stable 

sulfate/phosphate phases Li2SO4 and Li3PO4 [393]. Cobalt sulfides and phosphates were indeed 

observed experimentally using energy-dispersive X-ray spectroscopy (EDS) analyses [402]. This 

same first-principles study predicted that Li3PS4 was even more reactive against delithiated 

Li0.5CoO2 or when a high potential of 5 V vs. Li+/Li was applied. The same behavior was also 

predicted for similar sulfide-based solid electrolytes such as Li6PS5Cl and LGPS, which was 

successfully observed experimentally [396, 403-405]. In agreement with experimental findings, 

first-principles computations established that sulfide-based solid electrolytes were predominantly 

unstable against positive electrode materials. Miara et al. also predicted interfacial reactivity 

between LATP or LLZO solid electrolytes and high-potential spinel-type positive electrode 

materials (Li2NiMn3O8, Li2FeMn3O8, LiCoMnO4) at high temperature, which is relevant given that 

such temperatures will be necessary to process these materials in ASSLBs [406]. Richards et al. 

computed the ESW of solid electrolytes (Figure 1.23A) and their chemical stability against several 

positive electrode materials (Figure 1.23B), they showed that most solid electrolytes were 

unstable against positive electrode materials with the exception of Li3PO4 [259].  
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Figure 1.23 - A) Electrochemical stability windows of several solid electrolyte materials grouped 

by anion, with corresponding binary phase for comparison. The high-voltage stability of these 

materials is determined primarily by the anion. B) Reaction energies for the interfaces of a 

selection of cathode/electrolyte combination at μLi corresponding to the average cathode voltage. 

Energies are given both for the energy of the lithium extraction only (no mixing) and for energy of 

cathode/electrolyte mixing open to lithium. Combinations with decomposition energies close to 

zero are expected to form stable interfaces [259].  

1.5.4 – Defects in solid electrolytes 

We previously established in section 1.4.1.4 the direct link between the formation of defects 

and the ionic/electronic conductivities of solid electrolytes. However, controlling and characterizing 

defects are considered extremely difficult given their imperceptible presence in the materials. In 

this context, the recent emergence of first-principles methods to compute the formation energy of 

defects and the charge carrier concentrations in solid materials played a crucial role in 

understanding and quantifying defects in solid electrolytes [407-410]. These recent computational 

studies, including our work presented in chapter 5, managed to link the formation of defects in 

solid electrolytes to external conditions. For example, Gorai et al. predicted that  argyrodite-type 

SEs are less likely to develop unwanted electronic conductivity in oxidizing conditions [407]. Squire 

et al. anticipated that the ionic conductivity of LLZO solid electrolyte would significantly decrease 

under Li-rich synthesis conditions, through the formation of immobile lithium antisites [409]. Gorai 

et al. also predicted an enhanced ionic conductivity for  LGPS if synthesized under P-rich/Ge-poor 

conditions, through the formation of beneficial PGe antisites [410]. Despite the recency of these 

computational models, emerging experimental studies are confirming the theoretical predictions 

regarding the dependency of defects’ formation on environmental conditions and their effect on 

ionic/electronic conductivities. For example, a recent experimental study led by Gorai et al. proved 
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that Na3SbS4 synthesized under different sets of conditions demonstrated noticeable difference in 

the bulk ionic conductivity, confirming their theoretical predictions [408]. This proves yet again that 

first-principles modeling is a precious asset for the exploration and development of solid 

electrolytes.  

Through these different research axes, computational studies have proved to play a critical 

role in understanding the intrinsic and extrinsic properties of solid electrolytes. Furthermore, the 

predictive power of these theoretical tools can accelerate the discovery of novel solid electrolytes 

by enabling the design of original and optimized structural frameworks. Computational methods 

like the bond valence method, structural prediction and substitution algorithms are suited for a 

scaled up, high-throughput screening of inorganic materials, and their predictive power can be 

perfectioned with the help of machine-learning [411-418].  

1.6 – Objectives of the thesis 

The present manuscript addresses different aspects of stability in solid electrolytes, using 

both experiments and first-principles. A description of all the characterization techniques and 

theoretical methods used throughout this manuscript is found in chapter 2. The core of this 

manuscript focuses on two intrinsic properties of solid electrolytes: the electrochemical stability 

window and electronic conductivity, outlined in chapters 3, 4 and 5. Our interest on the matter is 

rooted in the lack of documentation and consistency observed in reporting on these two aspects 

in current literature.  

On one hand, the performance of ASSLBs relies partly on the electrochemical stability 

window of the solid electrolyte. Assessing a solid electrolyte’s ESW is conventionally done using 

cyclic voltammetry. However, different values of the ESW reported for the same material in the 

literature appeared very divergent from one another, with ESWs computed using DFT being much 

narrower than their experimental counterparts. Recent studies have come to decry the 

overestimation of ESWs when traditional CV is used, for the following reasons: 1) ceramic solid 

electrolytes are pressed or sintered into pellets, coated with a conductive metal and tested 

between an inert blocking electrode, allowing only a very limited contact area between the SE and 

the inert blocking electrode. The redox currents generated from this planar cell configuration are 

therefore relatively small and hardly noticeable on CV curves. 2) Using high sweeping rates and 

omitting the ohmic drop correction can alter considerably the CV curve, giving the impression of 

very wide ESWs. For these reasons, assessing the ESWs of solid electrolytes using CV with high 



53 
 

sweeping rates and planar cell configurations became a subject of heated debate when the first 

inconsistencies were observed in 2016.  

Within this frame of reference, the first objective of this research project was to develop a 

methodology that could address all the current limitations (high sweeping rate CV, planar cell 

configuration) to efficiently assess the electrochemical stability window of solid electrolytes. Our 

methodology was optimized and validated on flagship ceramic solid electrolytes such as 

NASICON-type materials Li1.5Al0.5Ge1.5(PO4)3 (LAGP) and Li1.3Al0.3Ti1.7(PO4)3 (LATP) and garnet-

type material Li7La3Zr2O12. These three materials are the subject of extensive research because 

they were first reported with high ionic conductivities (> 10−3 S.cm-1 at RT) and a very wide 

electrochemical stability window using the conventional method described above. Our 

methodology, outlined in the chapters 3 and 4 of this manuscript, challenges the ESWs previously 

reported for these three materials by bringing together theoretical computations and an original 

experimental setup.  

On the other hand, despite the electronic conductivity being detrimental to solid 

electrolytes, research on the electronic conductivity in solid electrolytes had been neglected at the 

expense of research on their ionic conductivity. Indeed, the focus was put on achieving the highest 

ionic conductivity possible while the electronic conductivity was assumed to be negligible given 

the usually wide band gap of such materials. It was not until recently that the stability of solid 

electrolytes with respect to their own electronic conductivity was questioned and then linked to 

intrinsic and extrinsic factors. Pioneering work on the subject was focused on Li7La3Zr2O12, Li3PS4 

and Li10Ge(PS6)2 solid electrolytes in 2019 and established a link between electronic conductivity 

in solid electrolytes and the formation of lithium dendrites in ASSLBs, proving that the plating of Li 

in SEs was proportional to the increase of their electronic conductivity. As mentioned in section 

1.4.1.4, the electronic conductivity is proportional to the concentration of charge carriers and their 

mobility within the structure. Charge carriers are generated by thermal excitation of electrons to 

current-carrying states. These charge carriers are intrinsically present in the structure and brought 

by defects in the structure. Therefore, there is a direct link between the spontaneous formation of 

defects in solid electrolytes and the generation of electronic conductivity. Moreover, the formation 

of defects is strongly driven by the environment surrounding the material, which implies that the 

external environment has a direct influence on the electronic conductivity in solid electrolytes. Due 

to their negligible concentration and spontaneous formation, controlling the formation of defects 

in materials is extremely difficult and characterizing them is hardly possible using standard 

characterization techniques. For this reason, computational tools are being developed to bring 

https://www.sciencedirect.com/topics/engineering/thermal-excitation
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more insight on the defect chemistry of materials. First-principles defects computations have 

recently been more and more applied to solid electrolytes but remain scarce as the number of 

publications on the subject doesn’t exceed a dozen.   

In this context, the second objective of this thesis project was to use first-principles 

computations to explore the formation of intrinsic defects in solid electrolytes and to investigate 

how changes of the external environment can affect the electronic conductivity of solid 

electrolytes. More specifically, we introduce in the chapter 5 of this manuscript a computational 

study of the defect chemistry in several solid electrolytes, including LiTi2(PO4)3, LiGe2(PO4)3 and 

Li7La3Zr2O12, to assess their robustness against building unwanted electronic conductivity, despite 

a change of the external environment.  

We hope that our contribution to these two topical issues (ESW and electronic conductivity) 

will help to further understand the complex behavior of solid electrolytes and to provide relevant 

tools to better probe new materials as promising solid electrolytes for ASSLBs.     
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2. EXPERIMENTAL AND THEORETICAL METHODS 

 

 

 

 

 

This chapter is dedicated to the description and illustration of all the experimental 

techniques and theoretical methods used for this thesis. For the sake of conciseness, I provided 

a non-exhaustive description of the theory behind each technique presented. The technical 

details, such as the brand, model, parameters of the equipment and specifications on the 

experiments, will be specified in each chapter. 

2.1 – Experimental techniques 

2.1.1 – Solid-state chemistry 

2.1.1.1 – Synthesis 

Solid-state synthesis includes the preparation of inorganic materials in the form of single 

crystals, polycrystalline powders or thin-films. It requires steps like mixing, grinding/milling, 

compacting and heat treatment: 

2.1.1.1.1 – Mixing and grinding  

Powders can be mixed and ground/milled together manually, in agate or porcelain mortars, 

or using high-energy ball milling like SPEX (also planetary milling, attritors…etc.). For the latter, 

the powders are placed in a zirconia crucible with zirconia beads. The bead to powder weight ratio 

should be around 10:1, with a size of beads ranging from 1 mm to 1 cm diameter. The number of 

beads necessary to the milling depends on their size and on the amount of powder. After 

introducing the beads, the crucible is sealed and placed in a high-energy shaker as illustrated in 

Figure 2.1A. The powders are crushed and pulverized between the beads and the crucible at a 

speed of 1500-2000 rpm to effectively reduce their particle size and/or intimately mix them 

together in a homogeneous manner [419].  
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2.1.1.1.2 – Compacting  

Powders can be compacted in the form of pellets to maximize the contact area between 

the grains, reducing the diffusion path and therefore increasing the reactivity between them. 

Powders can be compacted in a die (stainless steel) then cold - or hot - pressed using a hydraulic 

press. The size of the die, the temperature, the pressure, the amount of powder, the use of vacuum 

and the pressing time are all parameters one can vary to yield the most appropriate result.   

2.1.1.1.3 – Heat treatment  

The heat treatment is used on ceramics to trigger a reaction between precursors, to melt 

a sample, to grow crystallites...etc. Powders, or compact pellets, are introduced in an inert 

crucible, such as silica, alumina or platinum, and placed inside a high-temperature furnace for the 

heat treatment (usually between 400 °C and 1200 °C). The heat treatment can be done in ambient 

or controlled atmospheres (N2, Ar, O2-rich, H2 or C). At high temperatures (>900 °C), a powder-

bed might be used to prevent lithium loss by evaporation and prevent side reactions with the 

reaction crucible. A powder-bed consists of placing the pellet on a bed of its own powder, and 

covering it with the same powder, before the heat treatment [420].  

2.1.1.2 – Sintering 

Sintering is the process of making the grains of a powder coalesce into a compact mass 

by applying heat and/or pressure, without reaching liquefaction, as shown in Figure 2.1B. 

Sintering aims at densifying the material up to its theoretical density, the ratio between the 

achieved (dachieved) and theoretical (dtheory) densities is called the compacity (%): 

𝑐𝑜𝑚𝑝𝑎𝑐𝑖𝑡𝑦 =  
𝑑𝑎𝑐ℎ𝑖𝑒𝑣𝑒𝑑

𝑑𝑡ℎ𝑒𝑜𝑟𝑦
 × 100    Eq. 2.1  

There are several ways to sinter ceramics, including microwave sintering and liquid phase 

sintering but we will focus on the two sintering methods used in this manuscript:  

2.1.1.2.1 – Pressureless sintering  

Also referred to as ‘’natural sintering’’, pressureless sintering involves heating, with no 

direct pressure, to densify the material. The powder is pre-compacted, referred to as a ‘’green’’, 

and molded using a uniaxial cold press prior to the heating step. The ‘’green’’ compact is then 

placed in a crucible (with or without powder-bed) and heated at the required temperature and 

period of time to sinter. 
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2.1.1.2.2 – Spark plasma sintering  

Spark plasma sintering (SPS) is a technique that combines uniaxial pressure and high-

intensity, low-voltage, pulsed current to sinter a powder [421]. The latter is loaded in an electrically 

conducting die (graphite, tungsten carbide, Ti-Mo-Zr mix) and heated by Joule effect when a 

current is flown directly through the conductive die [422], as shown in Figure 2.1C. Several 

techniques use electric current for sintering, but SPS is differentiated by the use of pulsed direct 

current (DC). SPS has been receiving growing attention in the last decades due to its remarkable 

effectiveness, allowing to achieve fully densified samples by using low processing temperatures 

and short sintering times [423]. For instance, LAGP solid electrolyte is sintered at 900 °C for 5 h 

using the conventional pressureless method to reach a compacity >95% [424]. A similar compacity 

is achieved at 650 °C for 3-10 mins using SPS [425]. The maximum temperature and applicable 

pressure depend on the type and size of die used to sinter the powder. In the context of this 

manuscript, 8 mm-diameter graphite dies were used to sinter SEs using SPS, one can be seen in 

Figure 2.1D. This type of die can withstand temperatures up to 1600 °C under vacuum and a 

constant applied pressure of 120 MPa [426]. It is interesting to mention that the name field assisted 

sintering technique (FAST) should be preferred to spark plasma sintering because the presence 

of spark plasma during the process has not been unequivocally proved [421]. 

 

Figure 2.1 - Schematic representations of A) a high-energy ball milling device (SPEX) [419], B) 

particles sintering using heat and C) spark plasma sintering. Photography of a radiating graphite 

die during sintering at 800 °C under vacuum using SPS (D). 
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2.1.2 – Brunauer-Emmett-Teller theory 

The Brunauer-Emmett-Teller (BET) theory is a technique used to measure the surface 

area of a solid material at an atomic level by adsorption of an inert gas. To determine the surface 

area, a sample is placed in a quartz test tube under vacuum and cooled to cryogenic temperatures 

using liquid nitrogen [427]. The test tube is then filled with an adsorbing gas, like N2. The pressure 

and concentration of the adsorbing gas are increased gradually. At each N2 increment, the relative 

pressure (p/p0) goes back to equilibrium and the mass (m) of N2 adsorbed is determined. 

Eventually, the N2 gas pressure is increased until a monolayer of N2 molecules covers the entire 

surface of the sample. The number of gas molecules in the monolayer is derived from the volume 

adsorbed. The surface area of the sample (S) is calculated from its cross-sectional area. A 

mathematical model was developed by Brunauer, Emmett and Teller to describe a linear 

relationship between gas adsorption and relative pressure [428]. The BET equation describes the 

evolution of the number of N2 molecules adsorbed onto the sample (X) as a function of its relative 

pressure (p/p0) as follows: 

1

𝑋[
𝑝0

𝑝⁄ −1]
= 

1

𝑋𝑚𝐶
+
𝐶−1

𝑋𝑚𝐶
(
𝑝

𝑝0
)   and  𝑆𝐵𝐸𝑇 = 

𝑋𝑚𝑁𝐴 𝑠

𝑉𝑚
  Eq. 2.2 

where Xm is the number of N2 molecules forming the monolayer, p/p0 is the relative pressure, C is 

a parameter related to the heat of adsorption. From Xm, Avogadro’s constant (NA), the cross-

sectional area of adsorbed gas molecule (s), the molar volume of adsorbed gas (V) and the 

sample’s mass (m), it is possible to extract the specific surface area (SBET), measured in m2.g-1
. 

2.1.3 – X-ray diffraction 

2.1.3.1 – Crystallography 

X-ray diffraction (XRD) is a method used to characterize crystalline materials and relies on 

crystallography. The crystalline state is defined by the repetition of a regular arrangement of 

patterns (atoms, molecules, groups of molecules) in space. Each crystal has a translational 

symmetry, it is composed of an elementary pattern which is repeated ad infinitum [429]. The unit 

cell takes the form of a parallelepiped defined by a point of the cell as origin and three non-coplanar 

unit vectors a, b and c as axes which form three angles α, β and γ. The shape of the parallelepiped 

depends on the arrangement of the points in space. There are 14 possible arrangements, referred 

to as the Bravais lattices (named after the physicist who discovered them), categorized in 7 

systems: triclinic, monoclinic (α = γ = 90°), orthorhombic (α = β = γ = 90°), tetragonal (a = b, α = β 
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= γ = 90°), rhombohedral (a = b = c, α = β = γ), hexagonal (a = b, α = β = 90°, γ = 120°) and cubic 

(a = b = c, α = β = γ = 90°) [430].  

Specific arrangements of atoms in a crystal can produce symmetry. A symmetry operation 

is an operation that transforms an initial spatial arrangement into another arrangement 

indistinguishable from the initial one. There are several symmetry operations, including axes of 

rotation, center of symmetry, mirror planes, translation planes… etc. Some symmetry elements 

are characteristic of a particular crystal system. For example, a C6 axis of rotation is characteristic 

of a hexagonal crystal system. Also, the presence of a precise combination of symmetry elements 

in a crystal indicates the space group to which it belongs. There are 32 different point groups 

distributed in the 7 systems, according to their level of symmetry [429]. 

2.1.3.2 – X-ray diffraction 

X-ray diffraction is used to describe the arrangement of atoms (i.e., the space group) in a 

crystal structure. It consists in exposing a crystalline sample to a beam of X-rays. Diffraction is 

based on the elastic diffusion of X-rays in determined directions after their interaction with the 

crystal. Depending on the arrangement of atoms in the crystal structure, this elastic scattering of 

X-rays will give rise to interferences. These interferences are governed by Bragg's law [431]: 

2𝑑𝑠𝑖𝑛𝜃 = 𝑛𝜆     Eq. 2.3 

where we define d (Å) as the interreticular distance between two planes, θ (rad) is the half-angle 

of deviation between the incident beam and the direction of the detector, λ (Å) is the wavelength 

of the X-ray, n is an integer. For each angle θ, if Bragg's law is respected, the interference is said 

to be constructive, as shown in Figure 2.2A. On the other hand, if Bragg's law is not satisfied, the 

interference is destructive (Figure 2.2B). Each interference has a phase and an amplitude. These 

interferences all interact with each other according to their phases and produce a single diffracted 

beam in each direction of space. This global beam gives rise to a diffraction pattern. Only the 

constructive interferences will appear on the diffraction pattern in the form of diffraction peaks. 

Figure 2.2C shows an example of a diffraction pattern, collected for NaCl crystal structure. Each 

diffraction pattern is specific to a precise crystal structure, like a signature, which allows an efficient 

characterization of crystalline materials.   
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Figure 2.2 - Representative diagram of Bragg's law at a constructive (A) and destructive (B) 

interference [432]. C) An XRD pattern collected for NaCl using a Cu beam. Information on the 

space group and families of planes (hkl) observed are indicated on the pattern [433]. 

2.1.3.3 – Structural refinement 

The structural refinement, known as the Le Bail method or the full pattern matching, is a 

refinement without lattice constraint [434]. It consists in refining the line profile (position and width) 

and the lattice parameters without considering the peak intensities (an arbitrary value of 1000 a.u. 

is assigned to all intensities). The shape of the peaks is described by the pseudo-Voigt function 

(pV) which is defined by a sum of gaussian (G) and lorentzian (L) functions: 

𝑝𝑉 = (1 − 𝜂)𝐿 +  𝜂𝐺      Eq. 2.4 

where 𝜂 is a normalization factor between 0 and 1. The Gaussian function can be modulated from 

the parameters U, V, W, Z and the Lorentzian function from X and Y following: 
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𝐻𝐺 = 
(𝑈𝑡𝑎𝑛2𝜃+𝑉𝑡𝑎𝑛𝜃+𝑊+

𝑍

𝑐𝑜𝑠2𝜃
)

2
         and             𝐻𝐿 = 𝑋𝑡𝑎𝑛𝜃 +

𝑌

𝑐𝑜𝑠𝜃
               Eq. 2.5 

where HG is the width at mid-height of the Gaussian component of the peak, HL that of the 

Lorentzian component as a function of the diffraction angle 2θ [435]. The U and X parameters are 

associated with the defects, Y and Z with the size and the V and W parameters with the instrument. 

These parameters are modulated until the theoretical diffractogram closest to the experimental 

diffractogram is obtained. To measure the process of convergence between the two, several 

crystallographic agreement factors can be used, in particular the χ2 which is calculated according 

to the equation: 

𝜒2 = (
𝑅𝑤𝑝

𝑅𝑒𝑥𝑝
)
2

                        Eq. 2.6 

χ2 is a ratio of squares between the two R factors. Rwp is the weight profile factor and Rexp is 

expected factor associated with the quality of the measurement: 

       𝑅𝑤𝑝 = √
∑ 𝑤𝑖(𝑦𝑖(𝑜𝑏𝑠)−𝑦𝑖(𝑐𝑎𝑙𝑐))

2
𝑖

∑ 𝑤𝑖𝑦𝑖(𝑜𝑏𝑠)
2

𝑖
× 100   and    𝑅𝑒𝑥𝑝 = √

𝑁−𝑃+𝐶

∑ 𝑤𝑖𝑦𝑖(𝑜𝑏𝑠)
2

𝑖
× 100 Eq. 2.7 

yi(obs) and yi(calc) are the intensities observed and calculated at any point i of the diffractogram, ωi 

represents the statistical weight at point i. N is the total number of observations i, P is the number 

of parameters to be adjusted and C is the number of constraints applied during the adjustment. 

Generally, the term N-P+C is dominated by N.  

Given the low quality of the diffractometers, it was not possible to further refine the scans using 

Rietveld refinement and access refined atomic positions. However, using the structural 

refinement, it is possible to determine the cell parameters a, b, c, α, β and γ. The structural 

refinement without lattice constraint was carried out with the HighScore© program. 

2.1.4 – Electron-based techniques 

2.1.4.1 – Scanning electron microscopy 

Scanning electron microscopy (SEM) is an observation technique that produces images 

by scanning the surface of a sample with a low-energy, focused beam of electrons. Electrons 

interact with the sample to produce a signal that can be used to obtain information about the 

surface’s topography and microstructure. The scanning electron microscope is composed of a 

setup under high vacuum (10−4 Pa) illustrated in Figure 2.3: 1) an electron gun (typically a 

https://en.wikipedia.org/wiki/Pascal_(unit)
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tungsten cathode), to produce the electron beam, 2) a condenser system, which focuses the beam 

onto the object via electromagnetic lenses (solenoids + magnetic poles), 3) an analysis chamber 

in which the sample is placed. 4) the image-producing system, consisting of objective and 

projector lenses, to focus the electrons passing through the specimen to form a real, highly 

magnified image, and 5) the image-recording system, which converts the electron signals to an 

actual image, it consists of a fluorescent screen and a digital camera [436]. Electrons are produced 

in the electron gun, they are accelerated down the microscope column, by applying a potential 

(typically from 1 to 30 keV),and passed through different electromagnetic lenses to produce a 

focused beam. The beam is finally aimed at the sample, mounted on a stage in the analysis 

chamber. As the electrons interact with the sample, it stimulates the emission of secondary 

electrons, backscattered electrons and characteristic X-rays [437]. These signals are collected by 

the detectors to produce images as shown in Figure 2.3A. When the electrons hit the surface of 

the sample, they penetrate to a depth of a few microns. The penetration depth depends on the 

molecular weight, the density of the sample and the voltage used to accelerate the electrons. 

State-of-the-art scanning electron microscopes provide a resolution ranging between 1 and 20 nm 

[438]. Because the electrons are expected to scan the surface only, no elaborate sample 

preparation is required. Large and thick samples can be accommodated, owing that their surface 

is electrically conducting. Otherwise, surficial conductivity is usually achieved by evaporating a 

nanometric film of metal, such as gold chromium or carbon, on the sample’s surface.  

2.1.4.2 – Transmission electron microscopy 

Transmission electron microscopy (TEM) relies on the same type of microscope as SEM 

(section 2.1.4.1), see Figure 2.3. However, electrons used in TEM are of much higher energy 

(30–2000 kV) to be able to penetrate through the sample and to be collected at the other side. 

The electrons are focused again through electromagnetic lenses after they penetrated the sample 

and are collected on a fluorescent screen (Figure 2.3B). The high-energy electrons also result in 

a much higher spatial resolution than SEM (≈ 1 Å) [439]. Moreover, to be analyzed via TEM, a 

sample must be thin enough to allow the electrons to penetrate through it with minimum energy 

loss (usually 100 nm). Sample preparation is an important aspect of the TEM analysis, it requires 

ultrasonic disk cutting, dimpling, but mostly ion-milling using a focused ion beam (FIB).  
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2.1.4.3 – Energy-dispersive X-ray spectroscopy 

Energy-dispersive X-ray spectroscopy (EDS) is an analytical characterization technique 

generally coupled to SEM and TEM. It allows the elemental composition of a material to be 

identified and quantified to 0.1 wt%, offering both semi-qualitative and semi-quantitative 

information. To run an EDS analysis, a beam of high-energy electrons (the same ones used for 

SEM/TEM) is focused on a sample. Atoms within the sample contain ground state electrons 

located on different energy levels, referred to as shells (M, L and K). When the incident electron 

beam interacts with the sample, it excites an electron in an inner shell of the atom (e.g., K shell), 

ejecting it from the shell to create an electron hole. An electron from an outer shell (e.g., L shell)  

then fills the hole left in shell K, and the difference of energy between the outer and inner shell is 

released in the form of an X-ray. This X-ray is characteristic of the atomic structure of the element 

interrogated. An energy dispersive detector analyzes these characteristic X-rays and a signature 

spectrum is obtained for each element analyzed, as shown in Figure 2.3C. The spectrum is then 

compared to reference spectra tables to assign each of its peaks and identify the elemental 

composition of the sample. The elemental 2D mapping of a selected surface of the sample is also 

possible with most EDS spectrometers.   

2.1.4.4 – Selected area electron diffraction 

Selected area electron diffraction (SAED) is a crystallographic characterization technique 

typically coupled to TEM. It relies on the diffraction of electrons by the sample to determine the 

orientation, lattice constants and defects in its crystal structure [440]. For SAED, a selected area 

aperture is used to virtually select the area from the sample that will produce a diffraction pattern 

(0.5 - 1 μm aperture). When a beam of parallel electrons is focused on the sample, a portion of 

the electrons is elastically scattered and diffracted by the sample following Bragg’s law (13), as 

detailed in section 1.3. After interacting with the sample, the diffracted electrons intersect in a back 

focal plane forming a diffraction pattern. SAED diffraction patterns are either an arrangement of 

bright spots, when a single-crystal is analyzed as presented in Figure 2.3D, or a combination of 

concentric rings when a powder is analyzed. The latter is observed because a powder is 

comprised of multiple crystals with different orientations [441]. From the SAED pattern, it is 

possible to approximate the interreticular distance d characteristic of a crystal structure if the angle 

of the incident beam (θ in Bragg’s law) is small, following equation 2.8: 
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𝑑 ≈  
𝐷

𝜆𝐿
       Eq. 2.8  

where D is the distance between spots or rings on the SAED pattern, L is the distance from the 

sample to the camera and λ is the electron wavelength. 

 

Figure 2.3 - Schematic representation of an electron microscope, the sample is targeted by the 

electron beam and A) produces secondary electrons used in SEM, B) is penetrated by the 

electrons that are detected on the other side (TEM), C) emits X-rays that are analyzed by EDS 

and D) diffracts electrons that form diffraction patterns in SAED.  



65 
 

2.1.5 – Electrochemistry 

2.1.5.1 – Cell assembling 

2.1.5.1.1 – All-solid-state configuration 

In order to run electrochemical tests, the solid electrolyte powders need to be processed 

using an optimized procedure: they are mixed with gold powder into a composite, which will act 

as the positive electrode, and placed on top of a layer of pristine solid electrolyte. The two layers 

are sintered into a monolithic stack using natural sintering or SPS (both detailed in section 2.1.1.2). 

The stack is placed on top of a lithium foil, which acts as the negative electrode. A Mylar ring is 

placed between the stack and the lithium foil to prevent short circuiting. For some of the 

experiments, a polyethylene oxide (PEO) electrolyte is placed between the stack and the lithium 

foil to protect the solid electrolyte from a chemical reaction with metallic lithium. A Teflon ring is 

placed inside the Swagelok cell to prevent PEO from creeping and reaching the positive electrode. 

PEO electrolyte is prepared following a procedure detailed in chapter 3. The components are then 

mounted in a Swagelok-type electrochemical cell, as illustrated in Figure 2.4A. The Swagelok cell 

consists of a cylindrical stainless-steel body and pistons. The stack/PEO/lithium foil is secured 

inside the cylindrical body between the two pistons, used to ensure an electrical contact with the 

composite and lithium foil and to apply pressure. The Swagelok are assembled and sealed in an 

argon-filled glovebox. All the electrochemical tests are run between 60 °C and 80 °C. The ionic 

conductivity in solid electrolytes being temperature-dependent, such elevated temperatures are 

recommended to ensure a good conduction (ideally >10-3 S.cm-1) and allow slow-kinetic reactions 

to occur, which is required to accurately assess the ESWs of solid electrolytes.  

2.1.5.1.2 – Liquid configuration      

 In a liquid cell configuration, the solid electrolyte is processed as an active material into a 

positive electrode and integrated in a coin cell. The active material is mixed with 11 wt% of carbon 

black and 8 wt% of a solution of polyvinylidenefluoride (PVDF) at 2.5% in N-methyl-2-pyrrolidone 

(NMP). Carbon black acts as an electronic conductor and PVDF as a binder. The latter allows the 

powder to adhere to the surface of the current collector and ensures permanent contact between 

the collector, the carbon black and the active material. The NMP is a solvent used to dissolve the 

PVDF and disperse the carbon black and active material, resulting in a homogeneous coating 

[442]. The components are thoroughly mixed and deposited on the current collector, either a 

carbon-coated aluminum or copper film, using the Doctor Blade technique to control the thickness 
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of the layer. The film (i.e., slurry) is then dried in a vacuum oven at 80 °C to remove the NMP. 

Once dried, the film is cut into 14 mm disc electrodes, each of which is assembled in a coin cell 

under an inert atmosphere with Li metal as the negative electrode and a liquid electrolyte (LiPF6 

lithium salt in EC/DEC organic solvents) as shown in Figure 2.4B. Celgard 2400 disks are used 

as a separator, to prevent the two electrodes from coming into contact. Once assembled, the coin 

cell is sealed under pressure and cycled at RT. 

2.1.5.2 – Potentiostatic intermittent titration technique 

The potentiostatic intermittent titration technique (PITT) is the method used to assess the 

electrochemical stability window of solid electrolytes in this project. PITT was first introduced to 

perform a thermodynamic and kinetic characterization of metal alloys such as LiAl [443]. It was 

later used to study the insertion of lithium into positive and negative electrode materials [444]. It is 

based on the principle of imposing small steps of potential ΔE on the system, holding the potential 

for a given amount of time Δt, and monitoring its current response i. The next potential step is 

imposed when the current response decreases to a selected threshold imin or after Δt amount of 

time. Δt and imin values determine the rate of a PITT cycle [445]. When a potential step is applied, 

a peak in the current signal is observed, as shown in Figure 2.4C. While the potential is held and 

if the system is only governed by diffusion, the system goes back to equilibrium and the current 

signal decreases exponentially overtime following equation 2.9: 

𝑖 =  
2𝐹𝑆(𝐶𝑠−𝐶0)𝐷

𝐿
𝑒
−𝜋2𝐷𝑡

4𝐿2      Eq. 2.9 

where 𝐹 is the Faraday constant, 𝑆 is the surface area of the electrode, the term 𝐶𝑠 − 𝐶0 is the 

concentration gradient of Li ions at the surface at time 𝑡 and the at the beginning of the potential 

pulse (𝑡 = 0), 𝐷 is the diffusion coefficient and 𝐿 is the characteristic length of the electrode active 

material [443].   

When a redox reaction occurs, the system is not only governed by diffusion anymore 

because a charge transfer is now involved, and the current response changes accordingly (Figure 

2.4C). This method is optimal to determine ESWs because it allows the system sufficient time (Δt) 

to go back to equilibrium after each potential step. Done this way, the system always remains 

close to thermodynamic equilibrium. 
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Figure 2.4 - A) Representation of a SE-Au/SE/Li system in a Swagelok cell. B) Illustration of a 

coin cell configuration [446]. C) Graph illustrating the potential steps and corresponding current 

response in PITT. At 2.4 V, the current doesn’t decrease exponentially over time and does not 

decrease back to imin threshold value, suggesting that an oxidation reaction is taking place.   

 2.1.5.3 – Electrochemical impedance spectroscopy 

The most commonly used technique to measure the ionic conductivity in solids is the 

electrochemical impedance spectroscopy (EIS). However, EIS can also be used to characterize 
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the nature and evolution of different phenomena occurring in the system. Impedance is derived 

from Ohm’s law :  

𝐸𝐷𝐶 = 𝐼 × 𝑅     Eq. 2.10 

where E is the potential in a direct current circuit, I is the current and R is the resistance. 

Impedance (Z) is the equivalence of resistance but when the current circuit is alternative (AC): 

𝐸𝐴𝐶 = 𝐼 × 𝑍      Eq. 2.11 

Therefore, impedance is measured by applying an oscillating voltage at different frequencies 

(usually ranging from the MHz down to the mHz) and measuring the correspondingly oscillating 

current response (Figure 2.5A) [447]. Because the voltage and current are sinusoidal, they have 

an amplitude (|E|, |I|) and a frequency (ω), they can be expressed using the following: 

𝐸(𝑡) = |𝐸| 𝑠𝑖𝑛(𝜔𝑡)   and   𝐼(𝑡) = |𝐼| 𝑠𝑖𝑛(𝜔𝑡 + 𝜃)  Eq. 2.12 

The current is shifted in phase by θ and in amplitude because of phenomena like reactance 

(capacitance, inductance) and resistance [448]. The impedance can be expressed as follows: 

𝑍 =  
𝐸(𝑡)

𝐼(𝑡)
= 

|𝐸| 𝑠𝑖𝑛(𝜔𝑡) 

|𝐼| 𝑠𝑖𝑛(𝜔𝑡+𝜃)
= |𝑍|

 𝑠𝑖𝑛(𝜔𝑡) 

𝑠𝑖𝑛(𝜔𝑡+𝜃)
    Eq. 2.13 

Using Euler’s formula (eiθ = cosθ + isinθ), we express impedance as a complex number, with real 

(Z’) and imaginary (iZ’’) parts:  

𝑍 =  
|𝐸| 𝑒𝑖𝜃 

|𝐼| 𝑒𝑖𝜔𝑡+𝜃
= |𝑍|𝑒𝑖𝜃   and  𝑍 =  𝑍′⏞

𝑅𝑒(𝑍)

+ 𝑖𝑍′′⏞
𝐼𝑚(𝑍)

        Eq. 2.14 

The real part of impedance (Re(Z)) represents the resistance while the imaginary part of the 

impedance (Im(Z)) represents the reactance (capacitance and inductance) [447]. -Im(Z) is plotted 

as a function of Re(Z) and referred to as a Nyquist plot, where each point of the plot is a measure 

of impedance at a given frequency. Impedance measurements can also be presented as Bode 

plots (not used in this manuscript).  

The impedance in a Nyquist plot is the smallest at high frequencies and increases at lower 

frequencies, from left to right. In theory, the shape of the curve on a Nyquist plot allows to 

distinguish between the contribution for each elementary electrochemical mechanism occurring in 

the system [449]. These contributions are represented by basic electrical circuit components: 

resistors (R) and capacitors (C), as illustrated in Figure 2.5B. As mentioned earlier, resistance 

corresponds to the real part of impedance, therefore pure resistors are only measured on the 

Re(Z) x-axis of the Nyquist plot. On the other side, pure capacitors correspond to the imaginary 

part of impedance, they don’t depend on Re(Z). A pure capacitive contribution is then represented 
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by a vertical line on a Nyquist plot [447]. Resistors and capacitors can represent many 

mechanisms like the electronic/ionic resistance (R), the double-layer capacitance (C), the 

dielectric capacitance (C), the grain boundary (C) …etc. In more complex mechanisms like charge 

transfers, resistors and capacitors are combined to give semi-circles on the Nyquist plot. In 

addition to R and C, other electric circuit elements are found to represent real mechanisms: the 

constant phase element (CPE), used to model imperfect capacitors, the Warburg impedance (W), 

used to model a diffusion mechanism… etc (Figure 2.5B). Combining these electric elements, a 

fit of the impedance curve can be modeled and the resulting electrical model is referred to as the 

equivalent circuit, shown as an insert in Figure 2.5C. Some equivalent circuits are known to best 

represent the electrochemical mechanisms occurring in LIBs, including Debye and Randles 

circuits. The latter is often used in the literature, it’s illustrated in Figure 2.5C [450].            

 

Figure 2.5 - A) Representation of the sinusoidal behavior of the potential and current response in 

an alternative current circuit. |E|, |I| are their amplitudes and ω their frequencies, the phase shift 

of the current response (θ) is observed. B) A Nyquist plot (-Im(Z) as a function of Re(Z)), where 

each point is the measure of impedance at the frequency f, showing different electrical circuit 

components: resistors (R), capacitors (C), constant phase element (CPE) and Warburg 

impedance (W). C) Randles equivalent circuit and a corresponding Nyquist plot [447]. 
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2.1.6 – O2 sensing 

The oxidation of solid electrolytes might lead to their decomposition into O2 gas. In order 

to detect the presence of trace amounts of O2 (1ppm) during the oxidation of our materials, an 

electro-galvanic fuel cell is used as a trace oxygen sensor. The electro-galvanic fuel cell device 

uses oxygen as a precursor to fuel a chemical reaction that generates an electrical signal [451]. 

The electro-galvanic fuel cell used in this manuscript is a Pb-O2 cell and is illustrated in Figure 

2.6. It involves the following redox reaction: 

Reduction (cathode):   O2 + 2H2O + 4e-  
→  4HO-                                                     Eq. 2.15 

Oxidation (anode):   2Pb + 4HO-   →  2PbO + 2H2O + 4e-                                                Eq. 2.16 

Oxygen from the sample is dissolved into the fuel cell electrolyte (typically KOH) through a Teflon 

membrane and migrates to the cathode. Pb is oxidized at the anode with the electrolyte to produce 

PbO and electrons. The electrons are then used to reduce O2 at the cathode. The electrical signal 

generated from the redox reaction is proportional to the O2 partial pressure in the sample [451].  

 

Figure 2.6 - Representation of an electro-galvanic fuel cell based on Pb-O2 redox couple [451].  
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2.1.7 – Nuclear magnetic resonance spectroscopy 

 Nuclear magnetic resonance (NMR) spectroscopy uses a magnetic field to probe the 

intrinsic spin properties of the atomic nuclei of a sample. The spin of a nucleus is found in its 

protons and neutrons. Inside the nucleus, protons and neutrons cancel each other's spins unless 

the number of protons or neutrons is odd, in which case the cancellation is not complete, and the 

nucleus acquires a net spin. Spin also depends on the mass of the nucleus; only odd mass 

numbers lead to a net spin. Nuclei with even numbers of protons/neutrons and even mass 

numbers have zero spin and are therefore inactive in NMR [452]. This particularity reduces the 

number of atoms detected by NMR, the most observed atoms in NMR include: 1H (spin 1/2), 7Li 

(3/2), 13C (1/2), 15N (1/2), 17O (5/2), 23Na (3/2), 27Al (5/2), 29Si (1/2) and 31P (1/2). 7Li-based NMR 

is used for this project. As mentioned above, 7Li has a spin of 3/2; referred to as a quadrupolar 

nuclei (involves any spin greater than 1/2). However, the following explanation will be focused on 

simpler dipolar spins (½). Under the magnetic field influence, the 1/2 spin nuclei behave like 

magnets that change orientations, thus change spins, to align with (parallel) or against 

(antiparallel) the magnetic field, defined as resonance [453]. For each value of spin ‘’l’’, there are 

‘’2l + 1’’ different orientations possible under a magnetic field, this splitting is referred to as the 

Zeeman effect (Figure 2.7A). ½ spins will split into two energy levels, as seen in Figure 2.7A, 

while 3/2 spins will split into four. These changes of orientation require specific and quantified 

amounts of energy, which depend on the magnetic field applied, following equation 2.17: 

𝐸 = −𝑙ℏ𝛾𝐵0      Eq. 2.17 

where E is the energy required to change spin, l is the value of the spin, ℏ is the Planck constant 

(h/2π), γ is gyromagnetic ratio (specific to the nucleus) and B0 is the applied magnetic field. For 

instance, a spin that aligns with the magnetic field has low energy. On the other hand, a spin that 

aligns against the magnetic field requires higher energy. The difference in energy (ΔE) between 

two spins generated by the Zeeman splitting is illustrated in Figure 2.7A. It is derived from the 

following equation 2.18: 

𝛥𝐸 =  ℏ𝛾𝐵0      Eq. 2.18 

These energies have a frequency (ν) associated to them, referred to as the Larmor or precession 

frequency. The Larmor frequency represents the frequency at which charged nuclei will precess 

when placed in a magnetic field. It is specific to each nucleus and is in the order of magnitude of 

the radio-frequency (MHz-GHz). It is derived from equation 2.19: 
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𝜈 =
𝛾𝐵0

2𝜋
            Eq. 2.19 

Zeeman splitting describes interactions between dipolar nuclei and the external magnetic 

field. However, for quadrupolar nuclei, such as 7Li, these interactions are perturbed by an 

additional interaction, called quadrupolar coupling, because they possess a quadripolar moment. 

This quadrupolar moment arises from the asymmetric distribution of charge in the quadrupolar 

nucleus, which creates an electric field gradient around the nuclei that interacts with the nuclear 

spin. These quadrupolar interactions are much weaker than the Zeeman interaction. They cause 

the splitting of the Zeeman energy levels, resulting in 1st
 and 2nd order quadrupolar interactions.  

In NMR, nuclei in a sample are surrounded by gravitating electrons, these charged 

particles create a distinct and very localized magnetic field [454]. This local magnetic field will 

inhibit the effect of the external magnetic field B0 on the neighboring nuclei, consequently affecting 

the energies E expressed in equation 2.17. This phenomenon is referred to as shielding [453]. To 

compensate for the loss of the effective signal and achieve resonance, the external magnetic field 

must be increased. The difference in frequency (ν) required to close the gap is called a chemical 

shift and is expressed in parts per million (ppm). The chemical shift induced by shielding allows to 

distinguish between atoms in different local environments, making NMR a powerful and precise 

characterization technique for non-zero spin nuclei. The NMR signal is modulated using Fourier 

transform. In a typical NMR spectrum, the intensity of the signal is plotted as a function of the 

chemical shift. Each peak corresponds to a distinct environment of the probed nucleus. The NMR 

signals of quadrupolar nuclei are generally wider than those of dipolar nuclei due to rapid 

quadrupolar relaxation. Also, because of the Zeeman energy levels splitting, the NMR spectra of 

quadrupolar nuclei have broader and distorted line shapes. The NMR signal for quadrupolar nuclei 

is processed differently than dipolar nuclei but also provides more information on the chemical 

environment of the NMR-active nucleus. 

Traditionally, NMR is used to characterize liquid samples in which orientation-dependent 

interactions are averaged out by molecular motion in solution. However, the same is not true for 

solid-state samples which, given their limited mobility, tend to contain significant anisotropy due 

to orientation-dependent interactions occurring at slightly different frequencies in the same 

material [452]. Therefore, each signal in NMR becomes a sum of the different anisotropic 

contributions, resulting in a significant broadening of the peaks. Nevertheless, this phenomenon 

is minimized and high resolution is possible when solid-state NMR spectra are measured under 

magic-angle spinning (MAS), as shown in the two spectra of Figure 2.7B. MAS NMR consists of 

spinning the sample at a frequency, ranging from 1 to 130 kHz, at the precise angle of 54.74° with 
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respect to the direction of the applied magnetic field. This angle is used as it serves to eliminate 

line broadening caused by dipolar coupling interactions and chemical shift anisotropy. Typical 

MAS does not eliminate line broadening or line shape distortion caused by quadrupolar 

interactions. However, as quadrupolar interactions in 7Li are generally weak, MAS NMR yields 

well-resolved spectra.  

 

Figure 2.7  - A) Schematic representation of the Zeeman splitting: the nuclear spin (m = 1/2), 

initially randomly oriented, align with (parallel) or against (antiparralel) the applied magnetic field 

B0. The two orientations have different energies, and the difference of energy between the two is 

illustrated on the figure (ΔE) [454]. B) Comparison of two solid-state 119Sn NMR spectra taken with 

and without MAS for a Cp*2SnMe2 crystal (rotation frequency = 3kHz, B0 = 9.4 T). For a similar 

number of scans, the resolution is significantly higher under MAS [455].    
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2.2 – Theoretical methods 

2.2.1 – First-principles calculations 

First-principles calculations are a computational method that uses quantum mechanics to 

study the electronic structure of a system. Also referred to as ab initio, these computations are 

expensive but essential to describe electronic structures, covalent bonds formation and redox 

reactions [456]. In quantum mechanics, the complete description of atoms and electrons in a 

quantum system is obtained by solving the time-independent Schrödinger equation [457]: 

�̂�𝛹(𝒓,𝑹) = 𝐸𝛹(𝒓, 𝑹)      Eq. 2.20 

where Ψ(r,R) represents the system’s wavefunction, dependent on the position vector of the 

electrons r and the atoms R of the system, E the ground state energy and �̂� the Hamiltonian 

operator: 

�̂� =  −∑
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      Eq. 2.21 

The Hamiltonian operator is the sum of five operators: �̂�𝑛 is the operator for the kinetic energy of 

atoms, with Nat the number of atoms and MI the mass of an atom I. The operator �̂�𝑒 is the kinetic 

energy of electrons, with Ne the number of electrons and m the mass of an electron e. �̂�𝑛𝑛 is the 

operator of the coulombic potential between atoms, with ZI the charge and RI the position vector 

of nucleus I, e the absolute value of the charge of an electron and ε0 the vacuum permittivity. �̂�𝑒𝑒  

is the operator of the coulombic potential between electrons, with r the position vector of an 

electron. �̂�𝑒𝑛 is the operator for the coulombic potential between atoms and electrons. The 

contribution of the nuclear coordinates R can be neglected following the Born-Oppenheimer 

approximation [458], only the position vector of electrons r  is considered passed this point. 

The analytical resolution of Schrödinger’s equation is only possible for one-electron 

systems. For a multielectron system, the wave function Ψ(r), being correlated between the 

particles of the system, is not allowed to be separated into several independent equations and, 

therefore, does not allow to find an analytical solution. This limitation gave way to numerical 

approaches to solve the Schrödinger equation for multielectron systems, like the density functional 

theory (DFT). 
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2.2.1.1 – Density functional theory  

 DFT is based on the Hohenberg-Kohn theorem [459], stating that the overall energy E of 

a ground state electron system is a unique functional of the electron density. By extension, all 

measurable physical quantities of a ground-state system are unique functionals of the electron 

density of that ground-state system. Thus, the electron density probability function ρ0(r) is 

expressed as:      

𝜌0(𝒓) =  ∑ ∫|𝛹0(𝒓, 𝒓2, … 𝒓𝑛, 𝑠1, 𝑠2, … 𝑠𝑛)|
2𝑑𝒓2…𝑑𝒓𝑛

1/2
𝑠=−1/2    Eq. 2.22 

r is the electron position vector and s the spin, Ψ0 is the ground state wave function, r2…rn 

represent the position vectors of the 2…n electrons, s1…sn represent the spin values of the 1…n 

electrons. Equation 2.22 highlights how the multi-electronic system problem can be simplified 

when density probability function is used: the wave function of an n-body system 

Ψ0(r,r2,…rn,s1,s2,…sn) depends on 3n spatial position coordinates and n spin coordinates. In 

contrast, the electron density probability ρ0(r) only depends on 3 spatial position coordinates.  

2.2.1.2 – Kohn-Sham theory  

The universal functional of the density (F[ρ]) is approximated as a sum of three functionals: 

𝐹[𝜌] =  𝑇𝑠[𝜌] + 𝐽[𝜌] + 𝐸𝑥𝑐[𝜌]     Eq. 2.23 

In this equation, the first functional Ts[ρ] represents the contribution of the kinetic energy, it 

depends on one-electron orbitals. The second functional J[ρ] corresponds to the coulombic 

repulsion generated by the charge density ρ, including the electron’s self-interaction (also called 

the Hartree term). The last functional is the exchange-correlation energy Exc[ρ], it considers the 

energy contributions that are not included in the two previous functionals, in particular the energy 

of repulsion of the electrons with themselves. This equation attempts to compute the energy of 

interacting electrons in a system as a functional of the total density. However, this method is not 

accurate because the functional of the kinetic energy Ts[ρ] is not well approximated. Kohn and 

Sham proposed an alternative approach in order to circumvent this issue [460]. They suggested 

the use of non-interacting electrons. Non-interacting electrons have different wavefunctions and 

density than that of the interacting ones. For this reason, the Kohn-Sham approach uses a fictitious 

non-interacting system which density is the same as that of the interacting electrons. Therefore, 

the Hamiltonian expressed in equation 2.21, which describes the interacting electrons, is 

converted to a sum of one-electron Hamiltonians:  
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�̂�𝐾𝑆 = ∑ ℎ̂
𝑁𝑒
𝑖=1 (𝒓𝒊)     Eq. 2.24 

where �̂�𝐾𝑆 is the Hamiltonian suggested by Kohn and sham, ℎ̂(ri) is the one-electron Hamiltonian 

for electron i of position vector ri. The Schrödinger equation 2.20 can now be expressed with Kohn-

Sham one-electron wavefunctions (φi) following equation 2.25: 

(−
ℏ2

2𝑚
𝛻2 + 𝜗𝑒𝑓𝑓(𝑟))𝜑𝑖(𝑟) = 𝜀𝑖𝜑𝑖(𝑟)    Eq. 2.25 

 where the one-electron Hamiltonian proposed by Kohn and Sham is expressed in terms of a local 

effective and fictitious potential νeff (Kohn-Sham potential) in which the non-interacting particles 

move. The density probability functional, previously expressed in equation 2.23, is now expressed 

using Kohn-Sham theory as follows: 

𝐹[𝜌]𝐾𝑆 =  𝑇𝑠[𝜌]𝐾𝑆 + ∫𝑑𝒓𝜗𝑒𝑥𝑡(𝒓)𝜌(𝒓) + 𝐽[𝜌] + 𝐸𝑥𝑐[𝜌]  Eq. 2.26 

where Ts[ρ]KS is the Kohn-Sham kinetic energy functional for non-interacting electrons and is 

computed from Kohn-Sham one-electron wavefunctions: 

𝑇𝑠[𝜌]𝐾𝑆  =  ∑ ∫𝑑𝒓𝜑𝑖
∗(𝒓) (−

ℏ2

2𝑚
𝛻2)𝜑𝑖(𝒓)

𝑁
𝑖=1    Eq. 2.27 

𝜗𝑒𝑥𝑡 is an external potential accounting for the contribution of the nuclei. The difference between 

the initial kinetic energy (Ts[ρ]) and the Kohn-Sham kinetic energy (Ts[ρ]KS) is smaller than the 

error of pure DFT and is usually included in the exchange-correlation functional. Allowing more 

accurate approximations of the electronic density.  

2.2.1.3 – Exchange-correlation functionals  

The accuracy of DFT lies in the accuracy of the exchange-correlation functional. Several 

approximations have been developed to determine this functional, like the generalized gradient 

approximation (GGA), expressed in equation 2.28: 

𝐸𝑥𝑐
𝐺𝐺𝐴[𝜌↑, 𝜌↓] = ∫𝑓 (𝜌↑(𝒓), 𝜌↓(𝒓), 𝛻𝜌↑(𝒓), 𝛻𝜌↓(𝒓)) 𝑑𝑟  Eq. 2.28 

where the exchange-correlation functional 𝐸𝑥𝑐
𝐺𝐺𝐴[𝜌↑, 𝜌↓] is calculated according to the local 

electron density at spins up ρ↑(r) and down ρ↓(r) but also according to density gradients of spins 

up ∇𝜌↑(𝒓) and down ∇𝜌↓(𝒓). These local density gradients are used in GGA to create an 

asymptote of the density and help to better describe the behavior and the heterogeneity of a real 
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electronic density [461]. The most used GGA-type functional for the computation of inorganic 

materials is the one proposed by Perdew, Burke and Ernzerhof (PBE), known to yield a good 

accuracy-over-computation-cost ratio for the calculation of dissociation energies (when it comes 

to molecules) and band gaps in transition metals (although it has shown some shortcomings for 

the latter) [461]. Following the GGA functionals, hybrid exchange-correlation functionals were also 

developed to combine Kohn-Sham DFT-based functionals, like GGA, with exact Hartree-Fock 

(HF) exchange [462], illustrated in equation 2.29: 

𝐸𝑥𝑐
ℎ𝑦𝑏𝑟𝑖𝑑

= 𝛼𝐸𝑥
𝐻𝐹 + (1 − 𝛼)𝐸𝑥

𝐺𝐺𝐴 + 𝐸𝑐
𝐺𝐺𝐴   Eq. 2.29 

where α is the relative proportion of the HF exchange. Hybrid functionals are more accurate than 

semi-local methods like GGA, especially when computing band gaps for non-metallic systems. A 

commonly used hybrid functional is the one introduced by Heyd, Scuseria and Ernzerhof (HSE) 

[463, 464]. 

2.2.1.3 – Pseudo-potentials  

At this stage, research has only focused on calculating electronic energies for a well-

defined system. However, when it comes to studying periodic systems, the use of a basis is 

necessary. The most widely used basis is the sinusoidal plane wave, which describes the valence 

electrons of a periodic system well. However, the sinusoidal plane wave does not correctly 

describe the orbitals of the core electrons, which are subject to too large oscillations with high 

frequencies, requiring very small-wavelength plane waves to describe them properly. In this case, 

we apply an indirect treatment of the core electrons, called pseudo-potentials. It consists of 

replacing the effect of the nucleus and the core electrons by an effective operator which is similar 

to the effect of a nucleus on the valence electrons [465].  

2.2.1.4 – Hubbard parameter  

The GGA method presents significant limitations when applied to correlated systems like 

transition metal oxides [466]. GGA-type exchange-correlation functionals are known to over-

delocalize valence electrons and to over-stabilize metallic ground states. In consequence, several 

semiconductor materials, with a non-negligible band gap, are predicted to be conductors by GGA 

[467]. A way to deal with these highly correlated d and f valence electrons is to think of them as 

subject to an additional quasi-atomic interaction. This type of interaction is well described by the 

Hubbard model [468]. An additional energy term is then used for the transition elements, referred 
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to as the Hubbard parameter (U), to make the delocalization of d and f electrons more difficult. 

The U parameter is a semi-empirically tuned numerical parameter, determined by imposing 

consistency between calculations and experimental results. 

2.2.1.5 – K-points 

The description of molecular orbitals in a finite system (an elementary box) is done using 

three discrete quantum numbers: ms (spin quantum number), mℓ (magnetic quantum number) and 

ℓ (orbital quantum number). On the other hand, in an infinite periodic system the orbitals require 

an additional parameter which can describe how the molecular orbital of the system was obtained 

according to the electronic orbitals of the elementary boxes. It is a continuous number k called k-

point [469]. In other words, the periodicity implies an infinite number of elementary boxes and the 

parameter k makes it possible to distinguish how the orbitals of each box are combined between 

them. In solids, k is a wavevector, it is defined in the reciprocal space and depends on the shape 

of the elementary box in direct space. If the box is a rectangular parallelepiped of dimensions lx, ly 

and lz, then the wavevector k is also defined in a rectangular parallelepiped in reciprocal space 

(Brillouin zone) of dimensions 2π/lx , 2π/ly and 2π/lz. 

To perform calculations, the orbitals in a solid will be indexed by two types of indices: a 

discrete index (quantum numbers ℓ, mℓ, ms), which will label the molecular orbitals inside a box, 

and a continuous index, represented by the wavevector k which takes continuous values

everywhere inside the first Brillouin zone. As it is impossible to solve the Kohn-Sham equation for 

all wavevectors, one samples this Brillouin zone through a grid of so-called k-points of reasonable 

density. The denser the grid, the more precise the description of the system will be. A grid with a 

reasonable accuracy-over-computational-cost ratio to use in calculations depends on the size of 

the unit cell and the number of atoms involved.  

2.2.1.6 – DFT implementation 

DFT methods are implemented in computer software such as ABINIT [470], SIESTA [471] 

and VASP [472]. The Vienna ab initio simulation package (VASP) is the program used in this 

manuscript, it solves the Schrödinger equation for a multi-electronic system using DFT and plane 

wave-based, or hybrid, exchange-correlation functionals like GGA and HSE. Using VASP, it is 

possible to model materials at the atomic scale, several types of molecular dynamics, the 

response to an electric field, the optical properties, the magnetism of a system… etc.  
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2.2.2 – Grand potential phase diagram 

The grand potential phase diagram (GPPD) code can be found in the Pymatgen© library 

[473]. This open-source python library provides a significant number of codes for the study of 

materials. Pymatgen is used to compute the properties of inorganic materials and feed the 

Materials Project© database previously mentioned in section 1.5 [370].  

The grand potential phase diagram is constructed to study the electrochemical stability 

window of the solid electrolyte materials. GPPDs are phase diagrams constructed with an element 

kept open. If we assume that Li is the main mobile ion in Li-based batteries, we can model the 

system as a GPPD open with respect to Li. Also, GPPDs represent the phase equilibria of a SE’s 

system that is open to lithium, which is relevant when the SE is in contact with a reservoir or sink 

of lithium, as experienced in a Li-based battery [379]. The relevant thermodynamic potential is 

then the grand potential (ϕ), a state function of the grand canonical ensemble [259, 474], 

expressed as: 

𝜙 = 𝐸 − 𝜇𝐿𝑖𝑁𝐿𝑖      Eq. 2.30 

where E is the internal energy, μLi is Li chemical potential and NLi is the number of Li atoms in the 

open system [475]. ESW of SEs are predicted by following the stability of a SE as a function of a 

changing chemical potential of lithium (μLi) [379]. The stability of a SE (ϕ < 0 eV) is determined 

from the convex hull constructed for each value of μLi. The convex hull is a plot of the formation 

energy as a function of the composition for all the phases of a phase diagram, it connects phases 

that have the lowest energy for each given composition, as illustrated in Figure 2.8. The phases 

that lie on the convex hull are thermodynamically stable. The ones above it are metastable or 

unstable and will eventually decompose into the thermodynamically stable ones. The stability of a 

solid electrolyte is determined by its location on the convex hull at each value of μLi. If a SE lies 

on the convex hull, it is considered stable (e.g., LixB in Figure 2.8) [406]. To predict the ESW, we 

calculate the range of μLi over which the SE is present on the convex hull, and therefore stable, 

and convert this range of chemical potentials into a range of potentials vs. Li+/Li using equation 

2.31, allowing the GPPD to describe the electrochemical lithiation and delithiation of materials 

under an applied potential [365].  

𝑽 = −
𝝁𝑳𝒊−𝝁°𝑳𝒊

𝑒
      Eq. 2.31 

where V is the potential vs. Li+/Li, μ°Li is the standard computed energy for lithium metal, e is the 

elementary electron charge.  
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Figure 2.8 - A schematic convex hull at different chemical potentials (μLi): thermodynamically 

stable phases in green lie on the convex hull, unstable phases are illustrated in yellow. LixB is 

unstable at μLi = -2.0 eV. At μLi = -3.0 eV, the formation energies of all the phases change and LixB 

becomes stable. This same phase becomes unstable at μLi = -4.0 eV.  Ehull in red represents the 

energy above hull of LixB.  

2.2.3 – Charged point defects 

A defect is an irregularity or imperfection in the regular geometrical arrangement of the 

atoms in a crystal structure. There are several types of defects, including point defects (vacancies, 

interstitials and antisites), linear defects (dislocations) and surfacial defects (grain boundaries). 

The presence of defects in a crystal structure has a profound effect on the behavior of the material, 

many properties and phenomena in materials are controlled by defects such as the electronic, 

ionic and thermal conductivities as mentioned in sections 1.4.1.1 and 1.4.1.4 (controlled by point 

defects), the plastic deformation (controlled by dislocation), the color and the mechanical strength. 

Computing the formation of defects is therefore essential to the understanding of the materials’ 

intrinsic properties. Charged point defects are computed in the manuscript using the python 

charged defect toolkit (PyCDT) [476]. 

2.2.3.1 – Formation energy  

In the context of this manuscript, only charged point defects are considered, illustrated in 

Figure 2.9A. They are commonly computed using the supercell approach, where a point defect is 
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manually introduced inside a supercell of the initial material before it’s relaxed using DFT. The 

formation energy of the defect is computed using the following equation 2.32: 

𝐸𝑓𝑜𝑟𝑚[𝑋
𝑞] =  𝐸𝑡𝑜𝑡[𝑋

𝑞] − 𝐸𝑡𝑜𝑡
𝑏𝑢𝑙𝑘 − ∑𝑛𝑖𝜇𝑖 + 𝑞𝐸𝐹 + 𝐸𝑐𝑜𝑟𝑟   Eq. 2.32 

where 𝐸𝑡𝑜𝑡 is the total energy of the defective supercell (for a given defect X in the charge state q) 

and 𝐸𝑡𝑜𝑡
𝑏𝑢𝑙𝑘 is the energy of the host supercell. The third term represents the energy needed to 

exchange atoms with thermodynamic reservoirs where ni indicates the number of atoms of the 

species i removed or added to create the defect, and μi are their corresponding chemical 

potentials. The fourth term is the Fermi level EF (electron chemical potential) relative to the valence 

band maximum, it accounts for electrons added to (q < 0) or removed from (q > 0) the supercell. 

The last term Ecorr of the equation is a correction term accounting for the finite size of the supercell, 

arising from the electrostatic interaction between defects and their periodic images. The size of 

the supercell is chosen according to the convergence of Ecorr. These five contributions are 

illustrated in Figure 2.9B. 

The formation energy depends on the Fermi level (EF) and the chemical potential (μi) as shown in 

equation 2.32. The formation energy of a defect is plotted as a function of the Fermi level, for each 

value of μi as illustrated in Figure 2.9C. The Fermi energy (x-axis) is normalized by the valence 

band maximum (VBM). The energy difference between the VBM and the conduction band 

minimum (CBM) is the band gap. Charged defects form in different charge states, the defect 

transition level, in purple on Figure 2.9C, is used to represent the energetic level at which a defect 

captures (or emits) a free carrier [477]. The upper and lower dopability limits, given in orange 

circles on Figure 2.9C, represent the Fermi level that first produces defects with negative 

formation energy, making the structure unstable. Pushing the Fermi level beyond the dopability 

limits violates the thermodynamic condition of structural stability [477]. More details on the 

dopability limits will be given in chapter 5.  

2.2.3.2 – Determination of the Fermi level at equilibrium 

The concentration of charge carriers (electrons and holes) is determined by the position of the 

Fermi level following these equations : 

𝑛0 = 𝑁𝐶𝑒
−(

𝐸𝐶−𝐸𝐹
𝑘𝐵𝑇

)
       and    𝑝0 = 𝑁𝑉𝑒

−(
𝐸𝐹−𝐸𝑉
𝑘𝐵𝑇

)
  Eq. 2.33 

where n0 and p0 are the concentrations of electrons and holes, NC and NV are the effective density 

of states for the conduction and valence bands, respectively, EC and EV are the energies of the 
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CBM and VBM respectively, EF is the Fermi level, kB is the Boltzmann constant and T is the 

temperature [478]. On the other hand, the concentration of donor or acceptor charged defects 

depends on their formation enthalpy (ΔHf) following equation 2.34: 

𝑛𝑑 = 𝑁𝑠𝑖𝑡𝑒𝑔𝑞𝑒
(
−∆𝐻𝑓

𝑘𝐵𝑇
)
    Eq. 2.34 

where nd is the defect concentration of a charged donor or acceptor, Nsite is the number of lattice 

sites, gq is the degeneracy factor of a charged state (e.g., different spin configurations for the same 

charged state) and ΔHf is the formation enthalpy of the point defect  [478]. 

In defect theory, the concentrations of electrons (n0) and charged acceptors A- (nA) must balance 

the concentration of holes (p0) and charged donors D+ (nD) to yield neutrality:  

𝑝0 + 𝑛𝐷 = 𝑛0 + 𝑛𝐴     Eq. 2.35 

The equilibrium concentrations of charge carriers (electrons and holes) and charged defects 

(acceptors and donors) can be calculated self-consistently by determining the Fermi level at 

equilibrium (EF_eq) that meet the charge neutrality requirement expressed in equation 2.35. Figure 

2.9D summarizes the self-consistent scheme used to compute the Fermi level at equilibrium and 

the corresponding defect concentrations.   

2.2.3.3 – Correction schemes 

The introduction of defects brings a non-zero charge to the supercell. Extended to the bulk, 

which is formed of an infinite number of supercells, the total charge (electrostatic energy) tends to 

infinity. To circumvent this issue, a homogenous background charge is added to artificially bring 

the supercell back to neutrality. Another issue related to the periodic boundary condition is the 

presence of significant unwanted interactions between neighboring defects in the unit cells 

comprising the supercell. In an infinite crystal, the defects are scattered in distant unit cells, they 

have no effect on one another, but it is not the case in a single supercell used for DFT calculations. 

Cancelling the effect of neighboring defects will require a sufficiently large supercell to allow 

enough distance between two neighboring defects for their interaction on one another to be 

negligible. Both these corrective measures are included in the correction schemes proposed by 

Freysoldt et al. [479, 480] and Kumagai et al. [481], implemented to compute defects in PyCDT 

[477].  
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Defects are computed using GGA-based exchange-correlation functionals (PBE).  GGA-

based approximations are known to severely underestimate the band gap of semiconductors. To 

correct this miscomputation, VBM and CBM are computed using a hybrid functional (HSE) instead 

of GGA. HSE functional, mentioned in section 2.2.1.2, is an expensive but high-level computation 

functional used to determine more accurate band gaps than GGA. The corrected values of VBM 

and CBM give an extended band gap and are plotted in the formation energy plots instead of the 

GGA-based values.    

 

Figure 2.9 - A) Schematic representation of an ideal crystal structure and a real crystal structure 

with defects (only point defects are shown). B) Illustration of the different contributions to the defect 

formation energy [476]. C) Formation energy diagram computed for a material at a set of chemical 

potentials (μi). A cation vacancy (blue) and anion vacancy (red) are given as examples of defects. 

Band edges are shown in light dashed lines, the EF at equilibrium is displayed in a thick dashed 

line. Transition levels are shown in purple boxes. The upper and lower dopability limits are shown 

as orange circles, where the defect formation energies become negative [477]. D) Framework 

detailing how to self-consistently compute the defect concentration, the EF at equilibrium is 

determined to meet the charge neutrality requirement [478]. 
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The techniques described above were used to produce the experimental and theoretical 

results presented in the following chapters. First, solid state synthesis was used to synthesize 

LAGP and LATP solid electrolytes in chapter 3. These two materials were sintered into dense 

pellets using spark plasma sintering (SPS), while pressureless sintering was used in chapter 4 on 

M:LLZO (M = Al, Ta, Nb) materials. The purity of the materials was confirmed using X-ray 

diffraction (XRD). LAGP, LATP and M:LLZO processed pellets were then closely observed under 

a scanning electron microscope (SEM) and investigated using energy-dispersive X-ray 

spectroscopy (EDS). Then, the processed pellets were assembled into electrochemical cells in 

order to assess their electrochemical stability window using the potentiostatic intermittent titration 

technique (PITT) in both chapters 3 and 4, and the electrochemical impedance spectroscopy (EIS) 

in chapter 3. Density functional theory (DFT) computations, focused on the construction of the 

grand potential phase diagram (GPPD), were performed on LAGP and LATP to assess their 

thermodynamic electrochemical stability window and the consequent decomposition products in 

chapter 3. The decomposition of these two materials following the oxidation reaction was 

investigated using operando O2 sensing, ex situ transmission electron microscopy (TEM) and 

selected-area electron diffraction (SAED). In chapter 4, the reduction of Al:LLZO was investigated 

instead, using operando XRD and ex situ nuclear magnetic resonance spectroscopy (NMR). 

Finally, a computational study was performed on many common solid electrolytes to investigate 

their point defect chemistry in chapter 5. The computations were carried out using DFT, focusing 

on the formation energy of selected defects, followed by the computation of the Fermi level at 

equilibrium and the dopability limits of all the solid electrolytes of interest.   
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The results presented in the following chapter are extracted from an article published in 

Frontiers in Energy Research journal in May 2021 (Front. Energy Res. 9:682008 DOI: 

10.3389/fenrg.2021.682008). This article focused on the development of a robust procedure to 

assess the electrochemical stability window of inorganic solid electrolytes. Two SEs were studied 

in this chapter, the NASICON-type Li1.3Al0.3Ti1.7(PO4)3 and Li1.5Al0.5Ge1.5(PO4)3 materials. The ESW 

is first predicted for these two solid electrolytes using first-principles, particularly the grand 

potential phase diagram previously mentioned in sections 1.5.2 and 2.2.2. Along with the stability 

window, it was possible to predict the decomposition products at LAGP and LATP oxidation and 

reduction. First-principles calculations were followed by thorough experimental work on 

processing the solid electrolytes into a cell configuration deemed the most suited to assess the 

ESW and on optimizing the PITT procedures and parameters, introduced in section 2.1.5.2, 

chosen as the electrochemical technique of choice to characterize the stability windows. The 

decomposition products were investigated using an operando O2 sensing setup developed at 

université de Montréal, transmission electron microscopy and electrochemical impedance 

spectroscopy. In the context of this study, my contribution lies in conceiving the project, carrying 

out all the experiments (except for the TEM observations), performing the computations, 

interpreting the results and writing the article. Maxime Rioux synthesized LAGP and LATP 

materials. Steeve Rousselot participated greatly in conceiving the project, interpreting the results 

and reviewing the manuscript. Geoffroy Hautier supervised and reviewed the computational part. 

Mickaël Dollé conceived, supervised the project and reviewed the manuscript as principal 

investigator.          
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3.1 – Abstract 

All-solid-state lithium batteries (ASSLBs) are promising since they may enable the use of 

high potential materials as the positive electrode and lithium metal as the negative electrode. This 

is only possible through solid electrolytes (SEs) stated large electrochemical stability window 

(ESW). Nevertheless, reported values for these ESWs are very divergent in the literature. 

Establishing a robust procedure to accurately determine SEs’ ESWs has therefore become crucial. 

Our work focuses on bringing together theoretical results and an original experimental set up to 

assess the electrochemical stability window of the two NASICON-type SEs Li1.3Al0.3Ti1.7(PO4)3 

(LATP) and Li1.5Al0.5Ge1.5(PO4)3 (LAGP). Using first principles, we computed thermodynamic 

ESWs for LATP and LAGP and their decomposition products upon redox potentials. The 

experimental set-up consists of a sintered stack of a thin SE layer and a SE-Au composite 

electrode to allow a large contact surface between SE and conductive gold particles, which 

maximizes the redox currents. Using potentiostatic intermittent titration technique (PITT) 

measurements, we were able to accurately determine the ESW of LATP and LAGP solid 

electrolytes. They are found to be [2.65 V - 4.6 V] and [1.85 V - 4.9 V] for LATP and LAGP 

respectively. Finally, we attempted to characterize the decomposition products of both materials 

upon oxidation. The use of an O2 sensor coupled to the electrochemical setup enabled us to 

observe operando the production of O2 upon LAGP and LATP oxidations, in agreement with first-

principles calculations. Transmission electron microscopy (TEM) allowed to observe the presence 

of an amorphous phase at the interface between the gold particles and LAGP after oxidation. 

Electrochemical impedance spectroscopy (EIS) measurements confirmed that the resulting phase 

increased the total resistance of LAGP. This work aims at providing a method for an accurate 

determination of ESWs, considered a key parameter to a successful material selection for 

ASSLBs. 

3.2 – Introduction 

Since their commercialization in 1990, rechargeable lithium-ion batteries (LIBs) have 

revolutionized global communication and enabled the democratization of portable electronics. 

LIBs have grown to become a well-established, efficient energy-storage technology in terms of 

power density and life span. However, commercialized LIBs contain highly flammable and toxic 

organic liquids as the electrolyte (LiPF6 in carbonate-based solvents), entailing significant safety 

hazard. Moreover, currently used liquid electrolytes hinder the use of lithium metal as a negative 
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electrode material and the commercialization of high-energy-density Li-metal battery systems 

[482, 483]. Lithium metal displays a remarkably high theoretical capacity and is considered the 

best negative electrode material for lithium batteries (3860 mA.h.g-1, -3.05 V vs. SHE) [484]. 

Nevertheless, lithium metal batteries fail to achieve commercialization with conventional 

carbonate-based liquid electrolytes because of lithium metal’s low cycling efficiency and its 

detrimental formation of lithium dendrites [485]. Upon cycling, the growth of dendrites at the 

surface of Li-metal electrodes can lead to short-circuits and thermal runaways. Moreover, the 

limited electrochemical stability window (ESW) of organic liquid electrolytes (up to 4.2 V vs. Li+/Li) 

limits the choice of positive electrode materials in LIBs. High potential positive electrode materials, 

such as LiNi0.5Mn1.5O4 [80], LiNi0.8Co0.15Al0.05O2 [81] and LiNixMnyCozO2 [82, 83], require the use of 

an electrolyte stable in the range of their operation potentials. To tackle these problems, 

researchers have been working toward developing a new generation of high-power lithium 

batteries, namely all-solid-state lithium batteries (ASSLBs).  

ASSLBs are sparking rising interest thanks to their enhanced safety, achieved by replacing the 

flammable and reactive conventional liquid electrolyte with a safer and more thermally stable 

ceramic or polymer solid-state electrolyte (SE) [49, 84-86]. Several families of ceramic SEs have 

been investigated based on their ionic conductivity as well as thermal and chemical stability. 

Sulfur-based SE such as Li10GeP2S12 from the thio-LiSICON family (derived from β-Li3PO4 crystal 

structure) and argyrodites (products of the Li2S-P2S5-LiX phase diagram with X = Cl, Br, I), display 

very promising conductivities (up to 10-2 S.cm-1 at room temperature [206]) but suffer from severe 

chemical instability/sensitivity to air or moisture, causing the generation of toxic H2S gas [486, 

487]. Studies have also demonstrated the thermal and electrochemical instability of sulfide-based 

SE, leading to harmful battery degradation and safety issues [294, 405, 486, 488-490]. Oxide-

based SE families, such as NASICONs (Na1+xZr2P3−xSixO12), garnets (A3B2X3O12) and perovskites 

(ABO3) display good conductivities (10-3/-4 S.cm-1 at room temperature) and have the advantage 

over sulfides to be less air and moisture-sensitive, leading to much easier handling despite 

requiring higher sintering temperatures [4, 86, 205]. Therefore, oxide-based ceramics appear to 

be the most practical and reliable type of SE developed to date. NASICON-type SEs such as 

Li1.5Al0.5Ge1.5(PO4)3 (LAGP) and Li1.3Al0.3Ti1.7(PO4)3 (LATP) were particularly investigated for their 

ionic conductivities up to 1.09 × 10−3 S.cm-1 and 5.08 x 10-3 S.cm-1 at room temperature 

respectively [140, 141] and their stability against water and air [142, 143]. ASSLBs are developed 

with the prospect of using lithium metal as the negative electrode and high potential materials as 

the positive electrode to significantly increase LIBs power and energy densities. 
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ASSLBs can only meet these expectations because of the SEs presumed large 

electrochemical stability windows. However, assessing ESWs relies strongly on the type of 

characterization technique and experimental settings. Therefore, values for these electrochemical 

windows are very divergent in the literature published through the last decade. For example, as 

shown in Table 3.1, reported values for the ESWs of LAGP and LATP depend on the 

electrochemical technique used. Recently, several studies have come to specifically decry the 

frequent overestimation of solid electrolytes ESWs [49, 175, 491, 492], which are proven to be 

much more limited in practice [175, 287, 493, 494]. To characterize the ESW using cyclic 

voltammetry (CV), ceramic solid electrolytes are pressed into pellets and coated with a conductive 

metal (Au) before placing them between an inert blocking electrode (stainless steel, Pt or Au) and 

a polymer protected lithium metal electrode for cycling. In this configuration, a very limited contact 

area is available between the SE and the inert blocking electrode. Being in a solid-state medium, 

only the portion of SE in contact with the coated metal is expected to react. If the reaction forms a 

solid insulating phase, only the first few nanometers of the SE will react at the SE-Au coating 

interface as electrons cannot reach the reaction front. Resulting redox currents are therefore 

relatively small and hardly noticeable on CV curves. Moreover, using high sweeping rates and 

omitting the ohmic drop correction can also alter the CV curve [495]. Tested through this method, 

very wide ESWs can be reported. However, solid electrolytes including LAGP, LATP, 

Li0.35La0.55TiO3 (LLTO) and Li3.5Zn0.25GeO4 (LiSICON) were investigated through alternative 

techniques, such as in situ X-ray photoelectron spectroscopy (XPS) and energy-dispersive X-ray 

spectroscopy (EDS), the results revealed much higher reduction potentials than previously 

established by CV [282, 496-498]. Based on first-principles studies, most ESWs appear much 

narrower than expected experimentally [259, 392, 393, 499]. Zhu et al. suggest that the practical 

stability of SE materials is not thermodynamically intrinsic but is rather due to kinetic phase 

stabilizations [392]. The sluggish kinetics of the decomposition reactions happening at the 

extremes of the ESWs cause a high overpotential, leading to wider experimental electrochemical 

windows. To justify this difference, Schwietert et al. suggested that the favorable decomposition 

pathway for some SE was indirect rather than direct, via (de)lithiated states of the solid electrolyte, 

into the thermodynamically stable decomposition products [492].  
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Table 3.1 - Electrochemical stability windows for LAGP and LATP SEs reported in the literature. 

*These values are reported for PVDF/LATP composites but are attributed to the contribution of LATP. 

SE Ered /V Eox /V Technique used Cell config. Scan rate Year Reference 

LAGP 0 > 6 CV Au@LAGP@Au 0.5 mV.s-1 2007 [129] 

0.85 7 CV Ag@LAGP|Li 0.1 mV.s-1 2010 [147] 

0.6 > 6 CV LiMn2O4|LAGP|Li 0.1 mV.s-1 2013 [500] 

1 > 6 CV Au@LAGP|Li 0.5 mV.s-1 2017 [148] 

1.5 
 

 
CV Au@TiO2|LAGP|Li 1 mV.s-1 2011 [149] 

LATP 2.3 6 Galvanostatic Li2S|LATP|Li Nd 2019 [144] 

 2.45  Galvanostatic Li|LATP|Li Nd 2020 [501] 

 2.4  CV Liquid config. 0.5 mV.s-1 2006 [502] 

 2.4  Coulombic titration Mo@LATP|Li Nd 1999 [503] 

 <2 5.67* LSV Liquid config. 10 mV.s-1 2018 [504] 

  5.5* LSV LiMn2O4|LATP|Li 0.1 mV.s-1 2018 [505] 

 

In this study, we intend to establish a robust way to efficiently assess ESWs for the two 

NASICON-type materials Li1+xAlxM2-x(PO4)3 (M = Ge, Ti). Using first principles, we computed 

thermodynamic ESWs for LATP and LAGP and predicted their decomposition products upon 

redox potentials to gain more insight on the decomposition mechanisms. Experimentally, spark 

plasma sintering (SPS) technology was used to sinter together active material (SE) and conductive 

metal (Au) into a composite electrode to maximize the contact area between them and therefore 

increase the decomposition currents. Using Au as the conductive metal instead of commonly used 

carbon black prevent any side/decomposition reaction during sintering. Additionally, carbon black 

has the disadvantage to absorb a significant amount of moisture despite extensive drying [506-

508], resulting in electrochemical artefacts above 4 V vs. Li+/Li. Gold is inert and stable through a 

large electrochemical window [509, 510] and allows an excellent electronic conductivity. Potential 

intermittent titration technique (PITT) was used instead of CV to ensure a constant return to 

equilibrium and allow locating the redox potentials with great precision. The technique is coupled 

with an O2 sensing probe in order to observe the production of O2 from the materials’ 

decomposition. Transmission electron microscopy (TEM) and electrochemical impedance 

spectroscopy (EIS) measurements were carried out to gain more insight on the oxidation process 

of LAGP. The collected results challenge the claimed electrochemical stability windows of LAGP 

and LATP materials measured until now. This paper provides a more accurate determination of 

the ESW for solid electrolytes and should allow a more thought-through material selection of SEs 

for ASSLBs. 
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3.3 – Materials and methods 

3.3.1 – Grand potential phase diagram 

The GPPD is used to compute the ESWs of LAGP and LATP. The GPPD is constructed 

from a phase diagram by keeping the system open to Li. To construct such phase diagrams, the 

relevant free energy is the grand potential Φ, it is determined for each composition c at a given 

chemical potential 𝜇Li. The grand potential is derived from the Legendre transform of the energy 

[511], following equation 2.30. The GPPD is constructed from the grand potentials of all relevant 

compositions at 0 K and incorporates all the stable phases of the initial phase diagram. The 

electrochemical stability window of a SE is the range of potentials over which the SE phase is 

considered stable. When using the GPPD, the ESW is the range of chemical potentials μLi  over 

which the SE composition is considered stable (energy above Hull = 0) relatively to competing 

compositions of the phase diagram. The conversion from chemical potential to potential vs. Li+/Li 

is achieved following the equation 2.31. Decomposition products for the SEs are identified to be 

the most stable compositions (energy above Hull = 0) in which the SE decomposes, at the ESW 

limits.  

All relevant compositions and their computed enthalpies are collected from The Materials Project 

database [512]. The GPPD is generated for LAGP and LATP phase diagrams over a [0 V- 8 V] 

vs. Li+/Li potential range, using Pymatgen software package [473]. Composition energies were 

computed with DFT within the projector augmented wave (PAW) formalism [513], using the 

Pedrew-Burke-Ernzerhof (PBE) generalized gradient approximation (GGA) to the exchange-

correlation energy [461], implemented in the Vienna ab initio simulation package (VASP) [514]. 

Calculation parameters include a cutoff energy of 520 eV and a k-point grid of 500/natoms.  

3.3.2 – Reactants syntheses 

LAGP ceramic was synthesized using LiOH·H2O (Nemaska Lithium), Al(OH)3 (Alfa Aesar), 

GeO2 (Strem) and (NH4)2HPO4 (Sigma Aldrich) in stoichiometric ratios. The starting materials were 

ground manually for 10 minutes in a porcelain mortar and heated in a Pyrex beaker at 400 °C (2 

°C.min-1 heating rate) for 18 hours to allow complete phosphating and gradually remove all 

decomposition gases (e.g., NH3, H2O). The powder was melted at 1200 °C inside a fused silica 

crucible for one hour and the resulting liquid was casted into a stainless-steel mold at room 

temperature. The resulting colorless glass was ground into a fine powder during 20 minutes in a 
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zirconia high energy ball mill (SPEX 8000M Mixer Mill). To obtain the LAGP ceramic, the glass 

powder was annealed at 580 °C in a fused silica crucible for 48 hours, between the glass transition 

(Tg = 520 °C) and crystallization (Tc = 610 °C) temperatures [515], allowing complete crystallization 

of the glass. All the heating steps were performed in an electric furnace. LATP was synthesized 

by dissolving stoichiometric amounts of NH4H2PO4 and TiO2 (Sigma Aldrich) in deionized water 

[516]. The resulting solution was stirred continuously and heated under reflux at 160 °C for 16 

hours. After cooling down to 80 °C, Al(OH)3 was added to the solution and stirred for 30 minutes. 

Dissolved LiOH‧H2O in deionized water was added at last before drying the final mixture at 300 

°C overnight. The resulting powder was milled using a zirconia high energy ball mill (SPEX 8000M 

Mixer Mill) for 30 minutes. Finally, the powder was loaded in a crucible and annealed at 900 °C 

for 6 hours (2 °C.min-1 heating rate). 

3.3.3 – Spark plasma sintering 

SPS experiments were carried out to sinter SE-Au/SE stacks using a Dr. Sinter Lab Jr. series 

632Lx SPS. Au powder (Sigma Aldrich, CAS number 265772, <45 μm, 99.99% trace metals basis) 

and SE ceramic powder (LAGP or LATP) were mixed in an agate mortar following a 25:75 wt% 

ratio of SE:Au (2:1 v%). Au is introduced in large quantities to make up for its high density and 

allow a large surface area of contact with LAGP or LATP. 150 mg of the resulting powder were 

loaded into a Grafoil® coated graphite die (Ø = 8 mm) and pressed between two graphite punches. 

The Grafoil® is used to favor the demolding. The graphite die was placed inside the SPS chamber 

between two graphite spacers and uniaxially pressed at 100 MPa for 15 min to maximize particle 

cohesion. 75 mg of the SE powder were homogenously spread on top of the pre-compressed SE-

Au pellet. The graphite die was placed inside the SPS chamber a second time and pressed at 100 

MPa under vacuum. The sintering was performed up to 650 °C for LAGP-Au/LAGP and 850 °C 

for LATP-Au/LATP at a 50 °C.min-1 heating rate, where it was kept for 3 to 5 min before cooling 

down to room temperature at a 100 °C.min-1 rate. Voltage and current used in the process were 

applied under automatic operation mode. The resulting SE-Au/SE stacks were then placed in an 

electric furnace and heated to 750 °C at a 5 °C.min-1 rate, under air for 18 h, to gradually calcinate 

and remove the remaining Grafoil® off the pellets. The pellets were then manually polished using 

Buehler® silicon carbide papers of different grain sizes (280, 400 and 1000 grits) followed by 

diamond polishing paper to reach a final surface finish of 1 μm. 
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3.3.4 – Specific surface area 

The specific surface area of the gold particles was determined by the Brunauer-Emmett-

Teller (BET) theory using a Micromeritics Gemini V. Prior to measurements, 500 mg of gold were 

degassed for 1 h at 200 °C under N2 gas to remove water. 

3.3.5 – Powder X-ray diffraction 

PXRD measurements were carried out on pellets using a Panalytical Empyrean 

diffractometer with copper X-ray sealed tube (CuKα, operated at 45 kV / 40 mA, automatic optics 

iCore and dCore, reflection transmission spinner and a hybrid pixel detector PIXcel 3D). PXRD 

measurements were collected at a 0.4°.min-1 rate from 10° to 80° in 2θ. 

3.3.6 – Scanning electron microscopy 

Analyses of the stacks were carried out on an Oxford Instrument JEOL JSM-7600TFE 

microscope equipped with a field emission gun (FEG). Samples were mounted in epoxy resin, 

polished with Buehler® silicon carbide papers of different grain sizes (280, 400 and 1000 grits) 

followed by diamond polishing paper to reach a final surface finish of 1 μm. The samples were 

then sputtered with chromium (10 nm). Views were taken with zooms ranging from x30 to x10k. 

SEM analyses were coupled to energy-dispersive X-ray spectroscopy (EDS) measurements using 

an Oxford Instruments X-Max N 80 with an 80 mm² silicon drift detector (SDD). 

3.3.7 – Electrochemical measurements 

The SE-Au/SE stacks were tested in electrochemistry using two-electrode stainless steel 

Swagelok cells. All the stacks and Swagelok parts were thoroughly dried at 140 °C before 

mounting them inside an argon-filled glovebox (4 ppm O2 and 0.1 ppm H2O). SE-Au/SE stacks 

acted as working electrode and electrolyte. A lithium metal electrode protected with a thin layer of 

polyethylene oxide (PEO) polymer-based electrolyte was placed against the SE part of the stack. 

A protective teflon ring was introduced to impede the PEO or Li metal from coming in contact with 

the positive electrode in case of PEO creeping. PEO electrolyte was prepared by mixing PEO (5M, 

Sigma Aldrich) with Lithium Bis(trifluoromethylsulfonyl)amine (Solvionics) using a [EO]:[Li] ratio of 

20:1 in a closed internal mixer Brabender® (30 mL volume of the working chamber) at 170 °C ± 5 

°C. The blend is then laminated between steel plates. The polymer synthesis was carried out in 

an argon-filled glovebox to minimize exposure to air and water [517, 518]. The electrochemical 
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tests were performed at 60 °C on a VMP2 series multichannel potentiostat (Bio-Logic Science 

Instruments). The ESWs were measured using potential intermittent titration technique (PITT), 

small voltage increments of 50 mV were applied to cycle the stacks from Eoc down to 0 V vs. Li+/Li 

for reduction and up to 6 V vs. Li+/Li for oxidation. The next 50 mV increment was applied each 

time the current dropped below 10 nA or after a relaxation time of 3 hours. When coupled to the 

O2 sensing probe, an accelerated version of the PITT was used instead; voltage increments of 

100 mV were applied after the current dropped below 10 nA or after a relaxation time of 1 hour. 

Electrochemical impedance spectroscopy (EIS) measurements were carried out on Au-coated 

LAGP pellets, at frequencies ranging from 200 kHz to 2 mHz with an amplitude of 10 mV, from Eoc 

to 5.6 V. Prior to EIS measurements, each potential step was stabilized for 3h, similarly to PITT 

settings. EC-Lab® software was used to analyze the data. 

3.3.8 – O2 sensing 

Oxygen sensing measurements were performed using a southland sensing OMD-501D 

oxygen sensor. The setup combines O2 sensing and accelerated PITT cycling on SE-Au/SE 

stacks for an operando measure of O2. The O2 sensor was assembled using a T-Swagelok cell 

under argon. The electrochemical cells were left at open-circuit potential for at least 6 hours prior 

to cycling in order to establish an O2 baseline.  

3.3.9 – Transmission electron microscopy 

Milling of samples by FIB was performed using a Hitachi FB2000A focused ion beam (FIB) 

system operating at 30 keV with a 50–100 nm resolution. An intense beam of Ga ions is produced 

using a high-brightness liquid–metal ion source and a double lens focusing system. A gun to 

deposit tungsten was used to cover and protect areas selected for characterization. An in situ lift-

out FIB technique was used to prepare TEM samples, it was used to extract a thin lamella, which 

was then fixed to a Cu half-disk TEM support using tungsten deposition and welding. TEM 

observations were carried out using an Oxford Instruments JEOL JEM 2100 F FEG-TEM 

microscope, operated at 200 kV. Image acquisition was done on bright field mode. 
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3.4 – Results and Discussion 

3.4.1 – Grand potential phase diagram 

Table 3.2 shows the ESWs for LAGP and LATP computed in this study and compare them 

to other values found in the literature. LAGP was found stable between 2.72 V and 4.29 V vs. 

Li+/Li, LATP between 2.19 V and 4.67 V vs. Li+/Li. Zhu  et al. also computed LATP and LAGP 

electrochemical stability windows, they are presented in Table 3.2, and are in good agreement 

with our results. Other similar values were found in the literature for non-doped NASICON 

LiGe2(PO4)3  and LiTi2(PO4)3 which compare fairly with our results of [2.72 V - 4.30 V] for 

LiGe2(PO4)3 and [2.17 V - 4.65 V] for LiTi2(PO4)3. Computed results are coherent with one another, 

it proves that GPPD is a robust and appropriate method to use to compute ESWs. It was possible 

to derive from the GPPD the decomposition products for LATP and LAGP upon oxidation and 

reduction. Regarding LAGP, the decomposition products are found to be GeO2, Ge, Li4P2O7 and 

AlPO4 for reduction and are in perfect agreement with the computed results of Zhu et al and the 

experimental results from Sun et al. [519, 520]. Similarly, O2, Ge5O(PO4)6 and AlPO4 as the 

decomposition products of LAGP upon oxidation are recurrent in our study and for Zhu et al.  

Regarding LATP, the decomposition product upon reduction are AlPO4 and Li2Ti2(PO4)3. 

AlPO4 is found in our work and for Zhu et al. Our computations also predict the production of 

Li2Ti2(PO4)3, indicating a possible insertion of lithium in LATP at low potential. Upon oxidation, the 

decomposition products are found to be O2, AlPO4, TiP2O7 and Ti5(PO5)4. The production of O2 

and AlPO4 was also predicted by Zhu et al. The computed values for thermodynamic ESW are 

expected to differ from the experimental values due to the kinetic contribution but guide us in the 

coming experimental part. In the same manner, the computed decomposition products for 

oxidation, especially AlPO4 and O2, give a valuable insight of the degradation mechanism of LAGP 

and LATP and guide us in characterizing the decomposition products experimentally.  

  



95 
 

Table 3.2 - Computed electrochemical stability windows for LAGP and LATP using the GPPD and 

their computed decomposition products. 

SE Ered /V Decomposition products Eox /V Decomposition products Reference 

LAGP 2.72 GeO2, Ge, Li4P2O7, AlPO4 4.29 O2, Ge5O(PO4)6, AlPO4, LiPO3 This work 

 2.70 GeO2, Ge, Li4P2O7, AlPO4 4.27 O2, Ge5O(PO4)6, AlPO4, Li4P2O7 [392] 

LGP 2.72  4.30  This work 

 2.95 GeO2, Ge, LiPO3 4.40 O2, GeO2, GeP2O7 [259] 

LATP 2.19 AlPO4, Li2Ti2(PO4)3 4.67 O2, AlPO4, TiP2O7, Ti5(PO5)4 This work 

 2.16 AlPO4, P, LiTiPO5, Li3PO4 4.31 O2, AlPO4, LiTi2(PO4)3, Li4P2O7 [392] 

LTP 2.17  4.65  This work 

 2.70 Li2Ti2(PO4)3 4.75 Ti5P6O25, TiP2O7, Ti2O7 [259] 

 2.37  4.59  [521] 

   

3.4.2 – Synthesis and sintering of SE-Au/SE stacks 

Prior to any electrochemical measurement, it is essential to validate the quality of the stack 

preparation both from a chemical and a mechanical point of view. Unexpected reactions between 

SE and gold particles are likely to occur during the sintering at high temperature [318]. Figure 3.1 

displays the PXRD patterns of the pristine materials used in the present study, after sintering the 

solid electrolyte pellets and after sintering the composite electrodes. In Figure 3.1A, the PXRD 

pattern of the sintered LAGP pellet overlaps perfectly with the pattern of the pristine material (non-

sintered) and corresponds to the NASICON-type structure crystallizing in the R-3c space group. 

No other peak is visible on the pattern confirming that, based on PXRD analyses, no impurity is 

present, and no side reaction occurred after the sintering of LAGP. The sintered stack was also 

analyzed, the pattern of the SE-Au side is presented in the figure. It matches exactly that of the 

sintered LAGP except for four peaks ascribed to Au (at 38.26°, 44.46°, 64.64° and 77.62° for Au 

crystallized in a cubic Fm-3m space group). This indicates that no reaction between LAGP and 

gold particles has occurred during sintering. No peak shift is neither detected, meaning that no 

elemental interdiffusion occurred at the interface between LAGP and Au. In Figure 3.1B, the 

patterns of pristine LATP powder, sintered LATP pellet and sintered LATP-Au composite are 

presented. As observed for LAGP, the PXRD pattern of the sintered LATP pellet coincides 

perfectly with the pattern of the pristine LATP powder. It presents only peaks expected from the 

R-3c space group. The peaks observed on the pattern of the LATP-Au composite electrode fit with 

that of the sintered LATP and Au structures. The presence of a smooth baseline and sharp peaks 

on the sintered LATP and LAGP pellets discards the possibility of forming an amorphous phase 
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during sintering. Based on these PXRD analyses, we confirm that SPS does not affect the 

structural integrity of LATP nor LAGP and that gold particles do not interact with the SEs at any 

point of the sintering process. 

 

Figure 3.1 - PXRD pattern of A) LAGP and B) LATP pristine powders compared to the sintered 

pellets, with and without gold particles, using SPS. 

The SPS technique allows the densification of ceramic pellets from 80% up to 95% 

compacity (computed using equation 2.1). Such high densities are required to ensure grain 

cohesion and minimize the cell polarization during electrochemical cycling [522]. Grain cohesion 

is important to provide proper electronic conductivity in the composite and proper ionic conductivity 
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throughout the whole system. In this regard, the electronic conductivity of our system was 

measured using a Keithley 2401 multimeter in ‘in plane 4-points’ measuring mode. It was found 

to be around 5 S.cm-1 for the SE-Au composite, proving that the sintering of gold particles 

successfully formed an electronic network in the composite. The complete SE-Au/SE stack was 

insulating (infinite resistance), proving that the sintering did not affect the insulating properties of 

the solid electrolyte. After sintering, the resulting pellet is shown in Figure 3.2A. It consists of a 

bilayered pellet with a clear separation line, visible all around the pellet’s circumference, between 

the electrolyte (white) and the composite (golden) parts. To observe the SE-Au/SE interface in 

more details, the stack was polished in its cross-section and ran through SEM. A large-scale view 

of the cross section is displayed in Figure 3.2B where both layers of the stacks are still visible and 

appear clean and homogeneous across several millimeters. The electrolyte side appears less 

bright due to its electronic insulating character. In contrast, the composite is bright all over the 

area owing to the electronic conduction of the gold particles. In Figure 3.2C, higher magnifications 

are used and allow us to determine the thickness of each part of the bilayer. Thicknesses of 200 

μm and 400 μm were measured for SE-Au and SE sections respectively for this sample. All the 

sintered pellets displayed roughly the same dimensions, although the SE layer of some samples 

was further polished to a thickness of 150 μm before undergoing electrochemical tests. Moreover, 

very low internal porosity is observed on the micrographs indicating that the stack is sufficiently 

dense. EDS analyses were run with a highlight on Ge and Au elemental distributions over the 

surface of the SE-Au/SE interface. It shows a homogeneous distribution of Au in the SE-Au 

composite. For the sake of conciseness, only micrographs of LAGP-Au/LAGP stacks were shown, 

but the exact same construction is observed for LATP-Au/LATP stacks.  

SPS allows the sintering of SE-Au and SE pellets into one compact stack while avoiding any 

side reaction between the SE and Au components. This confirms the suitability of SPS for 

producing optimal ceramic stacks for the determination of solid electrolytes ESWs. The specific 

surface area of the gold powder was measured using BET, it was estimated to be 0.4165 m2.g-1. 

The sintered SE-Au pellets contain 100 mg of gold resulting in a contact area between SE and Au 

largely superior to 0.5 cm2, which is the contact surface calculated for an 8 mm diameter SE pellet 

covered by an Au layer. Sintered SE and Au composite electrodes offer more electrochemical 

surface than conventional Au-coating on SE pellets, ensuring greater decomposition currents. 
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Figure 3.2 - A) Picture of a SE-Au/SE stack after completing sintering , calcination and polishing 

processes, B) SEM micrograph of an LAGP-Au/ LAGP stack cross section (x30), gold particles 

appear in light grey, C) SEM micrograph and corresponding EDS analysis map of an LAGP-

Au/LAGP stack cross section (x120), Au is represented in yellow, Ge in blue. 

3.4.3 – Electrochemical measurements 

To determine the electrochemical stability windows, LAGP-Au/LAGP and LATP-Au/LATP 

Swagelok cells were assembled. Two cells of each were used for the study of the oxidation and 

reduction separately. The cells were cycled using PITT, a widely used method in electrochemistry 

that allows the system to remain close to the thermodynamic equilibrium and to neglect interfacial 

resistances. This method is also used, along with galvanostatic intermittent titration technique 

(GITT), for determining the diffusion coefficient in electrochemical materials, such as lithium 

diffusion in lithium-ion battery electrodes [523, 524]. In the context of this study, PITT is used to 

observe the current response at each potential step after the system returns to equilibrium. Using 

PITT allows the observation of the first redox currents generated by LAGP and LATP, which 

provides us with a precise ESW. The same approach was recently used by W. Zhang et al. to 

determine the electrochemical stability of single-ion conducting polymer electrolytes [525]. The 

experiment starts by recording the Eoc of the battery. A potential increment of 50 mV is applied for 

oxidation and reduction respectively. During oxidation and reduction, the SE-Au layer acts as a 

positive electrode and PEO protected lithium metal as the negative electrode. PITT curves for 

LAGP are given in Figure 3.3. The graph is presented as a current response vs. potential for the 

ease of reading, however the typical PITT response, i.e., I vs. t, is displayed in Annex 1. Observing 

the reduction curve, each potential step from the Eoc at ca. 3.0 to 1.85 V vs. Li+/Li is followed by a 

small current jump that rapidly decreases to 0. Below 1.85 V, the current response increases 

drastically after every potential step. This current response is the signature of a possible 
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conversion reaction of LAGP into Ge + Li4P2O7 + AlPO4 + GeO2 initiated at this potential, as 

suggested by our first-principles calculations. When further decreasing the potential, another 

reaction starts at 1.05 V vs. Li+/Li associated with the formation of LixGe alloy. This is in agreement 

with the experimental value reported by Zhang et al. [148]. Upon oxidation, the current response 

remains small and steady from 3.0 to 4.9 V vs. Li+/Li. Above this point, a drastic increase of the 

current response is observed from 4.9 to 5.3 V and another increase occurs starting at 5.7 V up 

to above 6 V vs. Li+/Li.  

 

Figure 3.3 - PITT measurements on a stack LAGP-Au/LAGP represented using the current 

response as a function of potential. The two measures were taken on two distinct stacks at 60 °C, 

from Eoc to 6 V for oxidation and from Eoc to 0 V vs. Li+/Li for reduction. A potential step of 50 mV, 

a current limit of 10 nA and a time limit of 3 h were used. 

Similarly, the electrochemical stability window for LATP is presented in Figure 3.4 (i.e., I 

vs. t, is displayed in Annex 2). A noticeable reduction current is observed as early as 2.65 V and 

becomes more significant at 2.5 V vs. Li+/Li. The latter value corresponds to the operating potential 

of LiTi2(PO4)3 active material [526]. Upon oxidation, a noticeable oxidation current appears at 4.6 

V vs. Li+/Li. It is crucial to set the oxidation and reduction potentials for solid electrolytes at the 

appearance of any noticeable current response, albeit small, because they mark the presence of 
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irreversible reactions within SEs that can lead to significant capacity loss over time. In this regard, 

we estimate the electrochemical stability windows to be [2.65 V – 4.6 V] vs. Li+/Li for LATP and 

[1.85 V – 4.9 V] vs. Li+/Li for LAGP. These ESWs, assessed using PITT, are much narrower than 

any value presented in Table 3.1. Regarding the oxidation potential, all the values reported 

resulting from CV measurements are above 5.5 V vs. Li+/Li. Reduction potentials found in the 

literature are very divergent from a study to another. For LAGP, the values for the reduction 

potential presented are all below 1.5 V vs. Li+/Li. It is significantly lower than the value of 1.85 V 

vs. Li+/Li presented in this study. Regarding LATP, the studies found in the literature using 

galvanostatic cycling define the reduction potential of LATP to be the reduction potential of the 

Ti4+/Ti3+ couple, around 2.5 V vs. Li+/Li. However, the PITT curve reveals that a small LATP current 

response is present before that value. It is worth mentioning that PITT measurements were run at 

60 °C in the present study, as opposed to RT which, by compliance to Nernst law, has a direct 

influence on the potential. However, temperature differences of this order are expected to only 

alter the ESW in a negligible way.  

 

Figure 3.4 - PITT measurements on a stack LATP-Au/LATP. The two measures were taken on 

two distinct stacks at 60 °C, from Eoc to 6 V for oxidation and from Eoc to 0 V vs. Li+/Li for reduction. 

A potential step of 50 mV, a current limit of 10 nA and a time limit of 3 h were used.  
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3.4.4 – O2 sensing measurements 

Decomposition products upon reduction, especially against  lithium metal, were widely 

investigated for LAGP [519, 520] and LATP [493, 501, 527, 528]. However, experimental studies 

on their decomposition upon oxidation are nonexistent. First-principles calculations have been 

used to foresee these products but to the best of our knowledge, no experimental study has been 

successful yet in the determination of such decomposition products at high potential. O2 being 

among the decomposition products predicted by first-principles calculations (Table 3.2), we used 

an oxygen sensing probe to investigate the possibility of O2 production at LATP and LAGP 

oxidation potentials. The setup is presented in Figure 3.5, the electrochemical cell is coupled to 

the sensing probe so that the amount of O2 produced is detected operando. Results of this 

experiment are shared in Figure 3.6. The objective of this experiment was to correlate the amount 

of charge going through the system with the amount of O2 released, as expected from our 

calculations. Accelerated PITT was used to avoid diluting the O2 signal in extended relaxation 

times. Done this way, it is possible to observe a sharper signal for O2 generated as a function of 

time. The ESW might be slightly altered by this change of parameters, but the experiment is 

focused primarily on detecting a clear evolution of O2 upon oxidation.  

 

Figure 3.5 - Schematic representation of the setup combining O2 sensing and PITT measurements.   
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For both LAGP and LATP, the amount of O2 detected follows a smooth baseline during the 

relaxation period (left at Eoc for 6 hours) and during the beginning of the accelerated PITT, 

confirming that no O2-producing reaction is occurring in this potential range. When the oxidation 

potentials are reached at 4.9 V and 4.6 V vs. Li+/Li for LAGP (Figure 3.6A) and LATP (Figure 

3.6B) respectively,  we observe a slow increase of the amount of O2 at start, followed by a rapid 

increase when the potential and charge increase. The curve representing the charge as a function 

of time is in perfect overlap with the evolution of O2, showing the direct relation between the 

generated electric charges and the production of O2. This first observation validates that O2 is a 

decomposition product of LATP and LAGP, as predicted by first-principles calculations. It is worth 

mentioning that, although LAGP and LATP were introduced in the same quantities (≈ 40 mg), the 

electric charge from the degradation of LATP is 10x that of LAGP. Due to the lack of control over 

the initial amount of O2 present in the cell, it was only possible to present qualitative results of O2 

production. An optimization of the setup is currently considered to traceback the quantitative 

amount of O2 released from LATP and LAGP oxidations.  

 

Figure 3.6 - Operando O2 sensing measurements for A) LAGP and B) LATP coupled to 

accelerated PITT in oxidation. SE-Au/SE stacks of LAGP and LATP were used within three-outlet 

Swagelok cells. The accelerated PITT is presented as the charge Q as a function of time. A 

potential step of 100 mV, a current limit of 10 nA and a time limit of 1 h were used. 

Using PXRD, a first attempt to characterize the decomposition products predicted by our 

computations failed to show the presence of crystalline phases such as AlPO4, Ge5O(PO4)6, 

TiP2O7 and LiPO3 after LAGP or LATP oxidations. Our hypotheses are that the decomposition 

products are 1) amorphous and/or 2) present in very small amount due the solid character of our 
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compounds. Indeed, only the grains of SE that are directly in contact with gold particles get to 

react. The effective potential vehicled by the gold particles reaches this first layer of SE. However, 

assuming that the SE particles and their decomposition products are electronic insulators, the 

second layer of SE grains will not be affected by the potential applied on the gold particles. This 

system impedes the effective potential to reach the rest of the SE layers which are, therefore, not 

oxidized. 

3.4.5 – Transmission electron microscopy 

TEM observations were carried out to investigate the oxidation reaction of LAGP within the 

LAGP-Au composite before and after cycling. The micrograph presented in Figure 3.7A displays 

a sintered LAGP-Au thin lamella. The conductive gold particles (in black) are surrounded by LAGP 

ceramic grains (in grey). It was possible to measure the size of LAGP particles, they lie between 

500 and 800 nm (Annex 3A). Selected area electron diffraction (SAED) measurements confirmed 

the crystalline nature of Au and LAGP particles. The selected patterns show interplanar spacings 

of 2.36 Å for Au-(111) [529] and 3.66 Å for LAGP-(113) [530] (Annex 4A and B). Very few cavities 

are observed between the grains (except the ones created by the ion beam), confirming the good 

sintering of the particles. Micrographs collected for the LAGP-Au composite after oxidation are 

displayed in Figure 3.7B. The same distribution is observed for LAGP grains with sizes ranging 

from 500 to 800 nm. A layer is observed at the LAGP-Au interface with a thickness ranging from 

10 to 30 nm (Annex 3B, C and D), the bright white color seen on the TEM micrograph and the 

continuous circle observed from SAED measurements point out to an amorphous phase (Annex 

4C). Information collected through TEM and SAED measurements indicate that the LAGP layer in 

contact with Au underwent a phase transformation leading to the formation of amorphous 

decomposition products, possibly Ge5O(PO4)6, AlPO4 and LiPO3 predicted by first-principles 

calculations, but which is difficult to confirm experimentally at this stage.    
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Figure 3.7 - Bright-field TEM micrographs (x10k) of two LAGP-Au composite samples A) before 

and B) after oxidation. The inset was observed at x25k.     

EIS measurements were carried out from Eoc to 5.6 V and are presented in Annex 5. The 

first semi-circle observed at high frequencies (7 kHz) is attributed to the bulk SE and remains 

constant, independently of the applied potential. At lower frequencies, we observe a tail, which is 

attributed to the charge accumulation at the Au blocking electrode from Eoc to 4.9 V. Passed this 

potential, another large semi-circle (i.e., associated resistance above 4 MΩ) appears, which 

confirms that a sluggish charge transfer process now occurs at the SE-Au interface above 4.9 V 

vs. Li+/Li. This is in agreement with the PITT measurement showing that a faradaic reaction starts 

above this potential. 

3.5 – Conclusion 

The experimental setup used in this study enabled the determination of accurate ESWs for 

LAGP and LATP solid electrolytes with carefully selected parameters: using inert gold particles 

instead of carbon black singled out the redox mechanisms of the solid electrolytes, sintering SEs 

with gold particles into composites enhanced the redox current responses and using PITT allowed 

to work close to the thermodynamic equilibrium of the system. The electrochemical stability 

windows were found to be [1.85 V - 4.9 V] vs. Li+/Li for LAGP and [2.65 V - 4.6 V] vs. Li+/Li for 

LATP. An oxygen sensing probe coupled to the PITT was used to observe operando the 
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decomposition of LAGP and LATP upon oxidation to produce O2, as predicted by first-principles 

calculations. The presence of an amorphous phase at the SE-Au interface after cycling was 

observed through TEM measurements. EIS results indicate that the amorphous phase might be 

insulating. The values reported in the present manuscript are much narrower than commonly 

admitted in the community. An accurate determination of the SEs’ ESWs and their decomposition 

processes is crucial to the successful development of ASSLBs with prolonged cycle life and high 

coulombic efficiency. The experimental setup coupling PITT and operando O2 sensing put in place 

herein is accessible to all, it will be the object of further optimization to enable a precise 

quantification of O2. It is believed to allow many other studies involving the release of O2. 

Assessing the ESW of other solid electrolytes; ceramic, polymer and/or composites, is currently 

investigated and will be the subject of future publications. 
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The study outlined in the following chapter is extracted from an article published in the 

journal Materials Today Energy in April 2023 (https://doi.org/10.1016/j.mtener.2023.101320). In 

this article, we use the methodology developed in the previous chapter to assess the 

electrochemical stability window of a well-documented and controversial solid electrolyte; 

Li7La3Zr2O12 (LLZO). The ESW was determined for three doped-LLZO materials: 

Li6.25Al0.25La3Zr2O12 (Al:LLZO), Li6.4La3Zr1.4Ta0.6O12 (Ta:LLZO) and Li6.5La3Zr1.5Nb0.5O12 (Nb :LLZO) 

after processing M:LLZO (M = Al, Ta, Nb), despite its problematic chemical instability, into the cell 

configuration developed in the previous chapter. PITT, introduced in the previous chapter and 

more thoroughly in section 2.1.5.2, was also chosen as the electrochemical technique to 

characterize the stability window. After assessing the ESW, the study focused on the reduction 

reaction of Al:LLZO using electrochemical impedance spectroscopy, solid-state NMR and 

operando XRD measurements. In the context of this study, my contribution lies in conceiving the 

project, carrying out most of the experiments with the help of my intern Alexis Vanacker. I 

interpreted the results and wrote the article. The NMR measurements were carried out by 

Gabrielle Foran, who also reviewed the article. Steeve Rousselot participated greatly in conceiving 

the project, interpreting the results and reviewing the manuscript. Mickaël Dollé conceived, 

supervised the project and reviewed the manuscript as principal investigator. 
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4.1 – Abstract 

The use of ceramic solid electrolytes (SEs) to produce all-solid-state lithium batteries 

(ASSLBs) can overcome the safety issues related to conventional liquid electrolytes and enable 

Li batteries to operate at high voltage, therefore producing high power density. To make this 

happen, one of the most crucial requirements for the SE is to possess a large electrochemical 

stability window (ESW). Li7La3Zr2O12 (LLZO) solid electrolyte has attracted a lot of attention given 

its high ionic conductivity and because it was first reported with a very wide ESW (0-9 V vs. Li+/Li). 

It was not until recently that this value of the ESW was challenged, mainly proving that the 

oxidation of LLZO happened at a much earlier potential than 9 V. The present manuscript 

describes a methodology to accurately determine the ESW of doped M:LLZO (M = Al, Ta and Nb). 

To do so, M:LLZO is processed into a composite with gold powder to allow a large contact surface 

between SE and conductive gold particles, which maximizes the redox currents. To characterize 

the ESW, potentiostatic intermittent titration technique (PITT) was used. PITT allowed to remain 

close to the thermodynamic equilibrium to observe the redox currents. The ESW of M:LLZO was 

found to be [1.65 – 3.7] V vs. Li+/Li for all three dopants. The reduction reaction occurring at 1.65 

V was evidenced for Al:LLZO through ex situ 7Li nuclear magnetic resonance (NMR) and operando 

powder X-ray diffraction (PXRD) analyses. 

4.2 – Introduction 

The field of solid superionic conductors is developing exponentially with the goal of 

improving Li battery technology and moving past the limitations of liquid electrolytes. To this end, 

different families of solid-state superionic conductors have been investigated and can be divided 

into two major groups: inorganic (ceramic, glass or glass-ceramic) solids and organic polymers. 

Polymers have the advantage of flexibility and adaptability to volume expansion during cycling, 

providing good interfacial contact with the electrodes, and stability against lithium metal [101]. 

Nevertheless, promising polymer-Li salt combinations such as PEO-LiTFSI have limited stability 

toward high potentials (up to 3.8 V vs. Li+/Li for PEO-LiTFSI) [531] and often can only operate at 

rather high temperatures (> 60 °C for PEO). Additionally, their transference number (t+ ≈ 0.2) and 

rate capability are low, preventing  fast charging and the utilization of high energy-density active 

materials [106-110]. On the other side, several ceramic solid electrolytes (SE) have been reported 

with promising properties such as: 1) a high thermal stability; at least > 400 °C [532-534], way 

above the 80-120 °C safety threshold of liquid electrolytes [535]. 2) good ionic conductivity at RT, 

although the ionic conductivity varies significantly depending on the type of solid electrolyte and 
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its microstructure. The most promising have been reported for sulfur-based materials such as 

LISICON-type Li10Ge(PS6)2 and argyrodite-type (Li6PS5Cl among others) SEs which have bulk 

ionic conductivities that come close to that of liquid electrolytes, on the order of 10-2 S.cm-1 at RT 

[206, 536]. 3) a theoretical lithium transference number of t+ = 1 [537, 538] versus t+ = 0.2-0.5 for 

liquid electrolytes [539]. 4) an alleged wide electrochemical stability window [110, 540] allowing 

the use of high potential active materials as the positive electrode and lithium metal as the negative 

electrode, assuming that the mechanical strength of solid electrolytes might inhibit dendrite 

formation, which was proven not to be so straightforward [541]. 

A leading candidate for all-solid-state batteries is the garnet-type solid electrolyte 

Li7La3Zr2O12 (LLZO). LLZO reportedly possesses many of the sought after properties in SEs; a 

high ionic conductivity, chemical stability against metallic lithium and an alleged wide 

electrochemical stability window ranging from 0 to 9 V vs. Li+/Li [128]. Two phases of LLZO were 

successfully synthesized; the tetragonal-type phase (t-LLZO) [160] and the higher temperature 

forming cubic-type phase (c-LLZO) [542]. The latter was the subject of increased interest as it has 

a high bulk ionic conductivity of 10-3 S.cm-1 at RT (vs. a bulk ionic conductivity of 10−6 S.cm−1 at 

RT for t-LLZO). The partial substitution of LLZO by dopants such as Al3+ has proven to stabilize 

the higher ion conducting  c-LLZO phase. This practice resulted not only in increasing Li transport 

but also in increasing c-LLZO stability with respect to moisture and metallic lithium and in 

decreasing its sintering temperature [543, 544]. Substitutions of each of the elements of LLZO 

were performed to produce Li7-xAxLa3-yByZr2-zMzO12 compositions with A = Al, Fe, Ge, Ga, B = Sr, 

Y, Ce and M= Nb, Ti, Ta, Sb, Mg, Sc, Zn, Ru, W, Te [130, 167, 168, 545-566]. An extensive 

analysis of the relationship between composition and ionic conductivity, led by Samson et al., 

concluded that ionic conductivity in LLZO was mainly lattice-parameter dependent instead of 

dopant dependent. The highest Li-ion conductivities were obtained when the lattice parameters 

ranged from 12.91 to 12.98 Å [567]. Nevertheless, Al, Ta, Fe, Y, Te, Ga, Nb and Y doped LLZO 

were reported to yield promising bulk ionic conductivities, ranging from 10-4 to 10-3 S.cm-1. 

Specifically, Ta, Al, Nb and Ga doped LLZO attracted a lot of attention because they 

simultaneously obtained the best results in terms of bulk ionic conductivity, cubic phase 

stabilization, sintering temperature and stability against metallic lithium [170, 543, 567]. 

However, the stability of doped and undoped LLZO against metallic lithium, which was at 

first undisputed [166, 332, 542, 568-570], is being increasingly questioned as no definitive answer 

has been formulated yet on whether LLZO forms a passivating layer when it is in contact with 

metallic lithium. The formation of a thin t-LLZO layer at the Li/c-LLZO interface was observed 
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through in situ transmission scanning electronic microscopy (STEM) measurements but was 

considered benign [571] while X-ray photoelectron spectroscopy (XPS) analyses showed the 

reduction of Zr4+ for all doped LLZO samples following the formation of an oxygen-deficient 

interphase (ODI) layer [173, 175, 501]. Other studies have shed light on the dependance of 

Li/LLZO stability on the resulting reaction kinetics [501]. Recent work published by Kim et al. 

exhibited evident reactivity between metallic lithium and doped M:LLZO (M = Al, Ta, Nb, Ga/W) 

through visual observations, powder X-ray diffraction (PXRD) and electrochemical impedance 

spectroscopy (EIS) [170]. Likewise, the electrochemical stability window (ESW) of LLZO was first 

reported to range from 0 to 9 V vs. Li+/Li [128]. Despite this very large ESW and high ionic 

conductivity, the electrochemical performances of ASSLBs assembled with LLZO are not close to 

competing with those of liquid-electrolyte-based batteries, suggesting that some limitations of 

LLZO were overlooked. Traditionally, the ESW is determined using cyclic voltammetry (CV) at 

high sweeping rates (>10 mV.s-1), where the solid electrolyte is pressed into a pellet, coated with 

a thin layer of conductive gold and placed between an inert stainless steel (SS) blocking electrode 

and a polymer protected lithium metal electrode for electrochemical testing, forming a planar 

Li/LLZO/Au cell configuration. However, an increasing number of studies have come to challenge 

the use of CV to assess ESWs [175, 572-574], attributing the overestimated values to 1) the limited 

contact surface between the SE and the blocking electrode, leading to an undetectable redox 

current [575], 2) the high sweeping rate used for CV, not allowing enough time for the sluggish 

redox reactions to take place and/or 3) the presence of a high overpotential attributed to the 

reactions’ slow kinetics, artificially widening the ESW [49, 175, 219, 287, 394, 491, 493, 494, 576, 

577]. First-principles calculations also predict narrower ESWs than experimentally determined for 

most solid electrolytes, although part of the observed difference is justified by the fact that first-

principles computations only account for the thermodynamic stability and cannot include the 

contribution of reaction kinetics [259, 392, 393, 499]. Other studies used XPS and energy-

dispersive X-ray spectroscopy (EDS) techniques on various solid electrolytes to reveal narrower 

ESWs than previously established by CV [282, 496-498].  

Table 4.1 gathers the electrochemical stability windows of doped LLZO reported in the 

literature (ESW = Vox - Vred). An evident relationship is observed between high oxidation potentials 

(> 5 V vs. Li+/Li) and the use of CV with planar Li/LLZO/Au cell configurations. Meanwhile, DFT 

computations (references [259], [392] and [586] in Table 4.1) and techniques using composite 

electrodes and/or electrochemical techniques alternative to CV all led to lower oxidation potentials. 

Specifically, the experiment ran by Jalem et al. in 2016 sheds light on the impact of using a 

composite (Li/LLZO/LLZO+C) versus coated solid electrolyte (Li/LLZO/Al) in the determination of 
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the ESW [574]. The stability window of Ta:LLZO was investigated using CV in both configurations: 

in the Li/LLZO/Al planar configuration, no oxidation potential was observed up to 5 V vs. Li+/Li. 

Concurrently, the same experiment was run with a Li/LLZO/LLZO+C composite cell configuration 

and an oxidation potential of LLZO was observed at 3.7 V vs. Li+/Li. These results are in agreement 

with a study that was performed by Han et al. in the same year, who used a similar cell 

configuration to determine that the oxidation potential of Ta:LLZO was around 4 V vs. Li+/Li [175].  

The many contrasting conclusions surrounding the electrochemical stability window of 

LLZO and its stability against metallic lithium provide resounding proof that LLZO redox chemistry 

has yet to be fully understood. In this context, our work focuses on the use of a robust methodology 

to efficiently assess the ESW of LLZO. This methodology, first developed for NASICON solid 

electrolytes in a previous study [394], was adapted to overcome the limitations related to LLZO’s 

unstable nature and allow a precise assessment of its ESW. In order to bring an extra dimension 

to the study, our investigation was extended to three promising doped c-LLZO; aluminum 

(Al:LLZO), tantalum (Ta:LLZO) and niobium (Nb:LLZO), allowing to investigate the effect of the 

dopant’s nature on LLZO’s electrochemistry. The methodology includes the annealing of the SE 

as active material and micrometric gold powder as conductive metal into a composite electrode to 

maximize the contact area between them and therefore increase the redox currents. Gold is used 

as an alternative to carbon black to prevent side reactions and the reduction of LLZO during 

annealing. Moreover, gold is an excellent electronic conductor, inert to most elements, stable 

through a large electrochemical window and can be efficiently dried [509, 510] - unlike carbon 

black, known to retain moisture despite extensive drying, resulting in electrochemical artifacts 

above 4 V vs. Li+/Li and possible side reactions with LLZO [506-508]. The potentiostatic 

intermittent titration technique (PITT), used as an alternative to CV for electrochemical 

characterization, ensures that the system returns to equilibrium after each potential perturbation 

and provides enough time for sluggish reactions to take place [524, 578]. Operando PXRD 

analyses were carried out to better understand the nature and the effect of Al:LLZO reduction 

reaction, complemented by ex situ 7Li nuclear magnetic resonance (NMR). Our findings challenge 

the misconception that LLZO has an incontestably wide electrochemical stability window and 

reopen the dialogue on the relevance of present standard methodologies used to assess ESWs, 

especially given how important they are as a performance metric for solid electrolytes. 
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Table 4.1 – Electrochemical stability windows for M:LLZO (M = Al, Nb, Ta, Ga, Mg) reported in 

the literature. Redox potentials Vred and Vox are given in V vs. Li+/Li. * cyclic voltametry (CV), stepwise 

voltage increase (SVI), linear sweep voltametry (LSV), grand potential phase diagram (GPPD), density functional theory 

(DFT), stoichiometry stability window (SSW), phase stability window (PSW), **Li/LE/LLZO+C is a liquid cell configuration 

with liquid electrolyte (LE) LiPF6 1M in EC/EMC solvents, LLZO is processed in a slurry with carbon black (C) and PVDF 

binder. 

Formula Dopant Vred Vox Technique used* Cell configuration Year Ref. 

Al2O3-Li7La3Zr2O12 Al2O3 <-0.5V >5V CV (0.16 mV.s−1, 25°C) Li/Al2O3+LLZO/Au 2011 [166] 

Li6.75La3Zr1.75Nb0.25O12 Nb <0V >9V CV (1mV.s-1, 25°C) Li/LLZO/Au 2011 [130] 

Li6.5La3Zr1.5Ta0.5O12 Ta <0V >5V CV (1mV.s-1, 25°C) Li/LLZO/Au 2012 [167] 

Li7.1La3Zr1.9Cr0.1O12 Cr <-0.5V >6V CV (0.5mV.s-1, 25°C) Li/LLZO/Pt 2014 [555] 

Li6.4Al0.2La3Zr2O12 Al <0V >8V CV (1 mV.s−1, 25°C) Li/LLZO/Au 2015 [579] 

Li6.75La3Zr1.75Ta0.25O12 Ta <0V 4V CV (0.01mV.s-1, 25°C) Li/LLZO/LLZO+C 2016 [175] 

Li6.625La3Zr1.625Ta0.375O12 
Ta - >5V 

CV (0.05 mV.s−1, 100°C) 
Li/LLZO/Al 

2016 [574] 
 - 3.7V Li/LLZO/LLZO+C 

Li7La3Zr2O12 - 0-1V >5V CV (0.1mV.s-1, 25°C) Li/LLZO/Pt 2017 [263] 

Li7La3Zr1.7Ti0.3O12 Ti <-0.5V >4.5V CV (0.1mV.s-1, 25°C) Li/LLZO/Au 2017 [553] 

Li7−xLa3Zr2−xTaxO12 Ta <0V >8V 
CV (50mV.s-1) Li/LLZO/Au 2017 [580] 

Li6.5Al0.5La3Zr2O12 Al <0V >8V 

Li6.6Ge0.1La3Zr2O12 Ge <-0.5V >5V CV (1mV.s-1, 25°C) Li/LLZO/Au 2019 [581] 

Li6La3ZrTaO12 Ta - 4.1V 
SVI (0.2V, 1.4 h, 350°C) LLZO/Au 2021 [582] 

Li5.8Ga0.4La3Zr2O12 Ga - 4.3V 

Li6.25Al0.2La3Zr1.85Nb0.15O12 Al/Nb - 6.1V LSV (1mV.s-1, 60 °C) Li/LLZO/SS 2021 [583] 

Li6.6La3Zr1.6Nb0.4O12 Nb <-1V >6V 

CV (1mV.s-1, 25°C) Li/LLZO/Au 2022 [584] Li6.6La2.8Mg0.2Zr1.4Nb0.6O12 Mg/Nb <-1V >6V 

Li6.6La2.6Mg0.4Zr1.2Nb0.8O12 Mg/Nb <-1V >6V 

Li7La3Zr2O12 - <0V 4V CV (0.027mV.s-1, 25°C) Li/LE/LLZO+C** 2022 [585] 

Li7La3Zr2O12 - 0.05V 2.91V GPPD (DFT) - 2015 [392] 

Li7La3Zr2O12 - 0.07V 3.2V GPPD (DFT) - 2016 [259] 

Li7La3Zr2O12 - -0.83V 3.52V SSW (DFT) - 2020 [586] 

Li7La3Zr2O12 - 0.02V 2.16V PSW (DFT) - 2020 [586] 
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4.3 – Experimental section 

4.3.1 – Stack preparation 

Li6.25Al0.25La3Zr2O12 (Al:LLZO, d = 5.2 g.cm-3), Li6.4La3Zr1.4Ta0.6O12 (Ta:LLZO, d = 5.5 g.cm-

3) and Li6.5La3Zr1.5Nb0.5O12 (Nb :LLZO, d = 5.2 g.cm-3) nanopowders (D50 = ~500 nm) were 

purchased from MSE Supplies®. Gold micropowder (> 10 μm) was purchased from Fisher 

Scientific® (99.96% metal basis). All powders were stored and handled in an argon-filled glovebox. 

To prepare M:LLZO-Au composites, 40 mg of M:LLZO were mixed with 140 mg of gold powder in 

an agate mortar, placed into a 10 mm diameter stainless steel die and pre-compacted inside an 

argon-filled glovebox. 70 mg of M:LLZO were then added on top of the composite layer to form a 

stack within the die. The die was placed in a hydraulic press and compacted at a constant pressure 

of 625 MPa for 30 min. The resulting M:LLZO-Au/M:LLZO stack was placed in a platinum crucible 

on a powder bed and annealed under a dry air flow at 650 °C for 10 h (5 °C.min-1 heating and 

cooling rates). After annealing, the pellets were kept at a temperature above 200 °C to avoid 

reacting with moisture and CO2 during their transfer back to an argon-filled glovebox.  

M:LLZO single layers were also prepared by pressing 100 mg of M:LLZO powder in a 10 

mm diameter stainless steel die and pre-compacted inside an argon-filled glovebox. The die was 

placed in a hydraulic press and compacted at a constant pressure of 625 MPa for 30 min. The 

resulting M:LLZO pellets were placed in a platinum crucible in a powder bed and sintered under 

dry air at 1210 °C for 75 min (5 °C.min-1 heating and cooling rates). After sintering, the pellets 

were kept at a temperature above 200 °C to avoid reacting with moisture and CO2 during their 

transfer back to an argon-filled glovebox.    

4.3.2 – Electrochemical measurements 

Electrochemical measurements were performed on the M:LLZO-Au/M:LLZO stacks using 

stainless steel Swagelok cells, inside an argon-filled glovebox. The M:LLZO-Au composite part of 

the stacks acted as the positive electrode and the M:LLZO layer as the electrolyte. Three types of 

electrochemical cells were mounted: 1) two-electrode cells with unprotected metallic lithium as the 

negative electrode, 2) two-electrode cells where the metallic lithium is protected with a thin layer 

of polyethylene oxide (PEO) polymer-based electrolyte and 3) three-electrode cells that include 

metallic lithium as the reference, protected between two pieces of PEO. A protective Teflon ring 

was introduced to impede the PEO or Li metal from coming in contact with the positive electrode 

in case of PEO creeping. PEO electrolyte was prepared by mixing PEO (5M, Sigma Aldrich) with 
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lithium bis(trifluoromethylsulfonyl) amine (Solvionics) using a [EO]:[Li] ratio of 20:1 in a closed 

internal mixer Brabender® (30 mL volume of the working chamber) at 170 ± 5 °C. The blend is 

then laminated between two steel plates. The electrochemical tests were performed at 80 °C on 

a VMP2 series multichannel potentiostat (Bio-Logic Science Instruments). M:LLZO single layer 

pellets were also cycled in a planar configuration by coating them with a thin layer of Au and 

placing them between a metallic lithium foil and a stainless steel blocking electrode inside a 

Swagelok cell.  

For comparison, M:LLZO (M = Al, Ta, Nb) materials were also cycled in a liquid 

configuration: M:LLZO electrodes were prepared by mixing M:LLZO powder, carbon black C65, 

and polyvinylidene fluoride (PVDF), at an 81:11:8 w/ ratio, in N-methyl-2-pyrrolidone (NMP) 

solvent to obtain a slurry. The resulting slurry was deposited on a sheet of current collector using 

the doctor blade technique. Carbon-coated aluminum foil was used as the current collector for 

oxidation and copper foil was used for reduction. The electrodes were dried overnight at 80 °C in 

a vacuum oven. Electrodes were cut, pressed with a 2.5 ± 0.5 mg.cm−2 loading and assembled in 

coin cells (2032) inside an argon-filled glovebox. A lithium metal foil was used as the negative 

electrode, 1 M LiPF6 in a mix of ethylene carbonate (EC) and diethyl carbonate (DEC) (1:2 v/ 

ratio) solvents was used as the electrolyte, and a Celgard 2400 was used as the separator.  

The ESWs were measured using PITT; small voltage increments of 50 mV were applied 

to cycle the stacks from open-circuit potential (OCP) down to 0 V vs. Li+/Li for reduction and up to 

6 V vs. Li+/Li for oxidation. The next 50 mV increment was applied after a relaxation time of 3 h. 

When coupled to the operando XRD analysis, an accelerated version of the PITT was used 

instead; voltage increments of 100 mV were applied after relaxation times of 3 h. EC-Lab® software 

was used to analyze the data. For operando X-ray diffraction, the pellets were mounted, M:LLZO-

Au composite layer face up, in perforated stainless steel 2032 coin cells (4 mm diameter centered 

holes). The electrochemical tests were performed at 80 °C on a VMP2 series multichannel 

potentiostat (Bio-Logic Science Instruments). 

4.3.3 – Powder X-Ray diffraction 

PXRD measurements were performed using a Panalytical Empyrean diffractometer with a 

monochromatic copper X-ray sealed tube (CuKα λ = 1.5418 Å source, operated at 45 kV/40 mA, 

automatic optics iCore and dCore, reflection transmission spinner and a hybrid pixel detector 

PIXcel 3D). The samples, powders and ground stack pellets, were prepared inside an argon-filled 

glovebox and placed in an Anton Paar® airtight polycarbonate (PC) domed sample holder for 
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analysis. The data were collected in a Theta-2Theta configuration and continuous reflection scan 

mode, using HighScore® - Data Analyzer software, at a 0.6 °.min-1 rate from 10 to 80 ° in 2θ. 

Operando PXRD coupled to PITT - measurements were carried out using a Panalytical 

Empyrean diffractometer with a monochromatic cobalt X-ray sealed tube (CoKα λ = 1.7903 Å 

source, operated at 45 kV/40 mA, with a fixed anti-scatter slit on GaliPIX3D detector). The 

perforated coin cells were mounted inside an argon-filled glovebox and placed in an Anton Paar® 

airtight low-temperature chamber TTK600 covered with Kapton©
 tape. They were analyzed at a 

constant temperature of 80 °C under a constant argon flow. The data were collected in a Theta-

2Theta configuration and continuous reflection scan mode, using HighScore® - Data Analyzer 

software, at a 1°.min-1 rate from 10 to 70 ° in 2θ. 

4.3.4 – Scanning electronic microscopy 

SEM analyses of the M:LLZO-Au/M:LLZO stacks were carried out on an Oxford Instrument 

JEOL JSM-7600TFE microscope equipped with a field emission gun (FEG). Samples were 

mounted in epoxy resin, polished with Buehler® silicon carbide papers of different grain sizes 

(180, 280, 600, and 1000 grits) followed by diamond polishing paper with  3 μm and 0.5 μm grain 

sizes to reach a final surface finish. The samples were then sputtered with carbon (15 nm). Images 

were taken at magnifications ranging from ×150 to ×1000 using a voltage of 15 kV. SEM analyses 

were coupled to energy-dispersive X-ray spectroscopy (EDS) measurements using an Oxford 

Instruments X-Max N 80 with an 80 mm2 silicon drift detector (SDD). 

4.3.5 – Nuclear magnetic resonance 

Ex situ solid-state magic angle spinning (MAS) 7Li NMR analyses were performed on 

reduced M:LLZO. Finely crushed M:LLZO pellets were packed into 4 mm rotors inside of a 

glovebox. The quantity of LLZO available was less than the total volume of the rotor. Excess rotor 

volume was occupied by a combination of polyether ether-ketone spacers and compressed 

parafilm. NMR experiments were performed on a Bruker Avance 14.1 T wide-bore spectrometer. 

Samples were spun at 10 kHz using a two-channel 4 mm wide-bore MAS probe. Sample 

temperature was calibrated to 30 °C with spinning. Single pulse 7Li spectra were acquired using 

a 5.50 µs π/2 pulse at a power level of 4.10 dB (98.7 W). 64 scans were acquired for all samples 

and a recycle delay of 5 s was used.    
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4.4 – Results and discussion 

4.4.1 – Stack preparation 

In order to prepare M:LLZO-Au composite electrodes, it was necessary to first evaluate 

the thermal stability between M:LLZO (M = Al, Ta, Nb) solid electrolytes and Au. Ideally, M:LLZO 

and Au should be stable up to the M:LLZO sintering temperature (1050-1250 °C [543, 587]) to 

achieve high-density, low-interfacial-resistance composites. To assess M:LLZO-Au stability, 

PXRD measurements were performed on pellets of M:LLZO and Au powders (compacted at a 

pressure of 625 MPa for 30 min), summarized in Table 4.2. For all three dopants, M:LLZO reacted 

with Au at temperatures as low as 700 °C if annealed for 10 h (Annex 6). On the other hand, 

M:LLZO-Au samples were stable at temperatures above 700 °C for shorter periods of time (3 to 5 

h), but these time periods were insufficient to produce a percolated electronic network of gold in 

the composites, resulting in an electronically insulating material (R>20 MΩ). The only chemically 

stable and electronically conductive sample was obtained after annealing the M:LLZO-Au 

composite at 650 °C for 10 h under dry air (Figure 4.1). The PXRD patterns showed pure phases 

of cubic M:LLZO and cubic Au. The pellets also displayed negligible electronic resistance with 

R<0.5 Ω. These conditions were selected to anneal M:LLZO and Au together to prepare M:LLZO-

Au/M:LLZO stacks for the rest of this study. It is worth mentioning that a temperature of 650 °C 

does not allow for the full sintering of M:LLZO. For this reason, the use of ‘’annealing’’ instead of 

‘’sintering’’ is deemed more appropriate to describe the heat treatment undergone by LLZO. 

Nevertheless, the annealing of LLZO at 650 °C yields an acceptable compacity of ≈ 60%, with 

sufficiently percolated grains to run the electrochemical tests, although it is expected to cause high 

grain boundary resistances within the stacks. 

Table 4.2 – Characteristics of M:LLZO + Au pellets as a function of annealing temperatures and 

times. Chemical stability is assessed using PXRD analyses and electronic conductivity using direct 

current measurements. *The same results were observed for Al, Ta and Nb doped LLZO. 

M:LLZO* + Au 800°C/10h 800°C/5h 700°C/10h 700°C/5h 650°C/10h 

Chemical stability unstable stable unstable stable stable 

Electronic 

conductivity 

conductive 

(R=0.07Ω) 

insulating 

(R=20MΩ) 

conductive 

(R=0.1Ω) 

insulating 

(R=∞) 

conductive 

(R=0.5Ω) 
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After annealing, Al:LLZO, Ta:LLZO and Nb:LLZO stacks were observed through SEM and 

analyzed by EDS. Figure 4.2 shows the optical and SEM micrographs taken for M:LLZO stacks. 

Figure 4.2A is an optical microscope photograph showing the cross section of an annealed 

M:LLZO-Au/M:LLZO pellet. Both composite (M:LLZO-Au) and solid electrolyte (M:LLZO) layers 

have uniform and homogeneous thicknesses of 175 μm and 250 μm respectively, throughout the 

entire cross-section (a longer cross section is provided in Annex 7A). From these preliminary 

optical inspections, no microscopic-scale diffusion of Au particles is observed in the solid 

electrolyte layer after annealing. Figure 4.2B, C and D show the SEM micrographs and EDS 

mapping of M:LLZO-Au/M:LLZO (M = Al, Ta and Nb) cross-sectioned stacks. For all three dopants, 

the EDS mappings show a homogeneous distribution of Au in the composite layer and a clean 

separation between the composite and solid electrolyte layers. No diffusion of Au is observed in 

the solid electrolyte layer. 

 

Figure 4.1 – PXRD diffractograms for M:LLZO (M = Al, Ta, Nb) + Au pellets after annealing at 

650°C for 10h under dry air. The samples were prepared inside an argon-filled glovebox and 

analyzed under an airtight domed sample-holder (PC-based). 

The EDS spectrum of an Al:LLZO-Au/Al:LLZO stack and its corresponding elemental 

distribution are presented in Annex 7B. The EDS spectrum reveals the presence of Al, La and Zr 

as well as impurities of Si and Na. They are attributed to the polishing and cleaning reagents used 
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to condition the samples for SEM analyses. The elemental distribution of Al, La and Zr 

corresponds to stoichiometries of 0.2, 3 and 1.9 respectively, and confirm the initial stoichiometry 

of Al:LLZO (Al:0.25, La:3 and Zr:2). For the sake of conciseness, the EDS spectra of Ta and Nb 

doped LLZO samples are not displayed but identical results were obtained for both dopants, with 

corresponding stoichiometries.  

 

Figure 4.2 – A) Optical microscope photographs of an M:LLZO-Au/M:LLZO cross sectioned pellet 

at a x10 magnification. SEM micrographs (x1000) and corresponding EDS elemental mapping of 

M:LLZO-Au/M:LLZO cross sectioned pellets for M = Al (B), Ta (C) and Nb (D). 

4.4.2 – M:LLZO electrochemical stability window   

The M:LLZO-Au/M:LLZO stacks were prepared to allow optimal surface contact between 

M:LLZO and Au conductive metal in the composite and to increase the current signals arising from 

M:LLZO redox. To assess the ESW of M:LLZO, all three doped LLZO stacks were placed inside  

Swagelok cells, in the following configuration: the M:LLZO+Au composite acts as the positive 

electrode. The following layer of M:LLZO is the solid electrolyte and metallic lithium is the negative 

and reference electrode. Given the recent findings on doped LLZO’s chemical instability against 
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metallic lithium [170], we decided to test M:LLZO stacks against pristine and PEO-protected 

metallic lithium in two-electrode setups.  

The cells were cycled using PITT, which allows the system to remain close to the 

thermodynamic equilibrium and to neglect the interfacial resistances expected from non-sintered 

LLZO [525, 394]. The electrochemical tests were also carried out at 80 °C to minimize the grain 

boundary resistance of the non-sintered stacks. Oxidation and reduction of the M:LLZO-

Au/M:LLZO stacks were tested separately by applying a potential increment of 50 mV for a 

duration of 3 h from OCP up to 6 V vs Li+/Li for oxidation or down to 0 V vs Li+/Li for reduction. 

After each potential step, a current response is produced and decreases exponentially as the 

system returns to equilibrium. The deviation from this exponential decay, coupled to the increase 

of the current signal’s intensity, is representative of a redox reaction.   

Figure 4.3 displays the PITT curves for Al, Ta and Nb-doped LLZO oxidation and 

reduction. Two cells of each were cycled separately to study on one hand the oxidation (up to 6 

V) and on the other hand the reduction (down to 0 V) reactions, starting at 2.5. Observing the 

reduction curves in Figure 4.3A, each potential step from 2.5 V to 1.65 V vs. Li+/Li is followed by 

a small current jump that exponentially decreases to 0 for all three dopants, indicating no reaction 

of M:LLZO. Below 1.65 V, the current response increases drastically after every potential step and 

does not decrease back to 0 A. The current intensity peaks at 1.45 - 1.35 V vs. Li+/Li. This current 

response might be the signature of a possible insertion of lithium in the M:LLZO lattice or the 

decomposition of M:LLZO, possibly into Li2O, Zr3O, La2O3 and Zr3O, as suggested by first-

principles calculations [175]. The reduction potential of 1.65 V vs. Li+/Li observed using PITT is 

significantly higher than any reported in the literature (Table 4.1). In a study done by Yan et al., 

the ESW of LLZO was determined by CV [263]. A significant current response was observed 

starting at 1.5 V vs. Li+/Li but was attributed to impurities from the remaining dispersant/surfactant 

used during the synthesis, or to the side reaction at the Li/LLZO interface, with no further 

explanation. Another study done by Brugge et al. [581] assessed the ESW of Ge-doped LLZO 

using CV and observed significant reduction peaks at 1.5 V vs. vs. Li+/Li that they attributed to the 

Au-Li alloying reaction. Kotobuki et al. [166, 169] investigated the ESW of Ta:LLZO and 

Al2O3+LLZO using CV and observed reduction peaks at 1.6 V and 2.5 V that they also attributed 

to the formation of Au-Li alloys. However, previous studies from Kulova et al. and Bach et al., 

focusing on the electrochemical characterization of Li-Au alloying reactions, demonstrated in both 

cases the formation of Au-Li alloys only around 0.47 V vs. Li+/Li [588, 589], suggesting that the 

current response observed at 1.5 V might in fact be coming from LLZO. Renner et al. observed 



120 
 

the kickstart of Li-Au alloying at 0.8 V [590] and used the scan collected at 1.6 V as reference.  

Consequently, we can attribute the reduction peaks observed at 0.45 V vs. Li+/Li in Figure 4.3A 

to the formation of Li-Au alloys. In addition, Thompson et al. [580] investigated the ESW of Ta and 

Al-doped LLZO using CV. Small reduction peaks can be observed at 1.6 V on three of the five CV 

curves presented in their supporting information, none of which was discussed in the main 

manuscript. The same observation is made on the CV curves presented by Ma et al. [584] for Mg 

and Nb-doped LLZO, where reduction peaks starting around 1.5 V were overlooked. Often in 

literature, reduction peaks around 1 V were observed on the CV curves of various doped LLZO 

phases and were all attributed the plating and stripping of Lithium [130],[580],[579, 584]. However, 

lithium stripping and plating were proved to occur at much lower potentials, between -0.1 and 0.1 

V vs. Li+/Li [591], depending on the ohmic drop and overpotential occurring in the system. These 

signals might in fact find their origin in Li-Au alloying reactions. On the other side, the reduction of 

M:LLZO (M = Al, Ta and Nb) in contact with metallic lithium was confirmed in previous studies 

[170]. The formation of metallic Zr was observed experimentally at the LLZO/Au interface by Han 

et al. using XPS [175]. 

Upon oxidation, the current response remains small and steady from 2.5 V to 3.7 V vs. 

Li+/Li for all three dopants, decreasing to 0 A at each step, as observed in Figure 4.3B. A drastic 

increase of the current response is observed starting from 3.7 V vs. Li+/Li. The current response 

peaks between 4.0 and 4.2 V vs. Li+/Li for Al, Ta and Nb doped stacks. Smetaczek et al. also 

observed the oxidation of Ta and Ga-doped LLZO starting at 3.7 and 3.9 V vs. Li+/Li respectively 

using a PITT-like technique, the stepwise voltage increase (SVI) at 350 °C [582]. These oxidations 

culminate at 4.1 and 4.3 V vs. Li+/Li and agree with the results of the present manuscript.  

For comparison, we investigated M:LLZO using different cell configurations including 

composite, planar and liquid cell configurations. The results are presented in Annex 8. A 

significant difference is observed in the current response between the composite and planar cell 

configurations. In fact, no current response is observed in the planar configuration for neither 

reduction nor oxidation at 1.65 V and 3.7 V, confirming the importance of using composite 

electrodes to enable a relevant characterization of the ESW. This observation is in agreement with 

the findings of Jalem et al. who investigated the oxidation of Ta:LLZO using CV on two different 

cell configurations, a planar Li/LLZO/Al and a composite Li/LLZO/LLZO+C [574]. In the first 

configuration, no oxidation peak could be observed in the range [2.0 V – 5.0 V]. However, the 

oxidation of LLZO at 3.7 V vs. Li+/Li was observed when the second cell configuration was used, 
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confirming our results, and demonstrating the importance of using a composite cell configuration. 

The same comparison was drawn in the literature using Li10Ge(PS6)2 [175, 206, 572].  

 

Figure 4.3 - PITT measurements on M:LLZO+Au (M = Al, Ta, Nb) stack pellets where the current 

response is plotted as a function of time and potential. The stacks were cycled separately A) from 

2.5 V to 0 V vs. Li+/Li for reduction and B) from 2.5 V up to 6 V vs. Li+/Li for oxidation. A potential 

step of 50 mV, a time limit of 3 h and a temperature of 80 °C were used to run the experiment. No 

current limit was applied.  

The comparison of the PITT curves of Al, Ta and Nb doped LLZO for oxidation or reduction 

revealed that all three doped LLZO displayed quasi-identical current responses globally, 

suggesting that the nature of the dopant played no role in the electrochemical behavior of M:LLZO. 

This hypothesis agrees with observations from Zhu et al. [173] and computations ran by Han et 

al. [175], which suggested that, considering the low amount of dopants in LLZO, the effects of 

dopants on the stability window are small. Another study on Al, Ta and Nb-doped LLZO concluded 

that the reduction of Zr4+ was the most significant consequence of the contact of LLZO with 

metallic Li [173], suggesting that LLZO reduction potential comes from the reduction of Zr4+, 

justifying why the reduction potential is the same for all three dopants in Figure 4.3A. 
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4.4.3 – Al:LLZO reduction reaction 

The oxidation potential found for M:LLZO and its agreement with other studies confirms 

the relevance of our methodology to assess the ESW of solid electrolytes. As detailed above, the 

oxidation of LLZO below 4 V vs Li+/Li was investigated through several means. On the other side, 

the reduction of LLZO at 1.65 V has not been seen in the literature. For this reason, we will focus 

on the reduction reaction of Al:LLZO going on forward. The reduction of Al:LLZO was further 

investigated in electrochemistry by cycling the electrochemical cells down to 0 V vs. Li+/Li for two 

cycles. The initial current response observed for reduction at 1.65 V does not appear when cycled 

back to 2.5 V and is not observed in the second cycle, as seen in Figure 4.4. The reduction of 

Al:LLZO is characterized by an irreversible and non-continuous reaction. An attempt to understand 

this phenomenon using EIS measurements were inconclusive. The measurement, first conducted 

using a 2-electrode cell configuration, was not deemed relevant given the inevitable reactivity of 

LLZO with the Li metal negative electrode, which also acted as a reference. For this reason, a 3-

electrode cell configuration was used to run the experiment instead. However, this configuration 

required the use of two layers of PEO and their overlapping contributions to the total impedance 

made the interpretation of the Nyquist plots too strenuous.  

 

Figure 4.4 - PITT measurements on Al:LLZO+Au stack pellets where the current response is 

plotted as a function of the potential. The stack was reduced from 2.5 V to 0 V vs. Li+/Li for two 

cycles. A potential step of 50 mV, a time limit of 3 h and a temperature of 80 °C were used to run 

the experiment. No current limit was applied.  
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The reduction reaction of Al:LLZO occurring at 1.6 V was investigated via ex situ solid-

state 7Li MAS NMR. A first Al:LLZO stack was reduced down to 1.3 V and a second stack was 

reduced down to 0 V then oxidized back to OCP. After the reduction reactions, the pellets were 

grinded, inserted in an airtight rotor and analyzed using NMR. The spectra are presented in Figure 

4.5. The peak (1) of the initial Al:LLZO sample at 2.36 ppm corresponds to the environment of Li 

in the pristine Al:LLZO structure and is in agreement with the literature [592, 593]. When Al:LLZO 

is reduced to 1.3 V, the corresponding spectrum displays a main peak (2) that can be 

deconvoluted in two coalesced peaks (2a) and (2b). The peak (2a) corresponds to the initial 

environment of Li in Al:LLZO at 2.30 ppm while (2b) appears at a chemical shift of -0.17 ppm, 

suggesting the presence of two different Li environments in the sample. When Al:LLZO is further 

reduced to 0 V and oxidized back to OCP, the corresponding spectrum also displays a main peak 

(3) that can be deconvoluted in two more distinct peaks (3a) and (3b). The peak (3a) is attributed 

to the initial signal of Li in Al:LLZO at 2.30 ppm while the peak (3b) appears at a chemical shift of 

-0.17 ppm, like (2b), confirming the creation of a new Li environment after the reduction of Al:LLZO. 

The presence of this peak after a return to OCP proves the irreversibility of the Al:LLZO reduction 

reaction. The much lower chemical shift of peak (3b) represents a significant decrease in 

electronic density around the lithium nuclei, possibly due to a structural change in Al:LLZO. The 

peak (3b) is also observed in reduced Ta:LLZO and Nb:LLZO (Annex 9A and B respectively), 

confirming the little role played by the dopants in LLZO’s redox behavior. The presence of this 

extra site could be attributed to the irreversible insertion of Li+ ions in Al:LLZO during reduction, 

like previously observed in positive electrode materials using NMR [573]. The insertion of Li+ in 

Al:LLZO should cause observable changes in the Al:LLZO crystal structure that can be evidenced 

using XRD.  

To confirm that the peak (3b) does not come from the presence of an impurity (mainly LiOH 

and Li2CO3), NMR spectra were also acquired for LiOH and Li2CO3 powders. Li2CO3 had a 

chemical shift of 0.22 ppm and a T1 relaxation time of 28 s. LiOH had a chemcial shift of 0.26 ppm 

and a T1 relaxation time of 27 s. Neither of these materials had chemical shifts matching the one 

of peak (3b) found at -0.17 ppm, confirming that this peak is not a result of the contamination of 

Al:LLZO with either Li2CO3 or LiOH. 
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Figure 4.5 - 7Li MAS NMR spectra of Al:LLZO stacks recorded at νrot = 10 kHz and a resonance 

frequency of 600 MHz (14.1 T) for the initial sample (at OCP), the sample reduced up to 1.3 V and 

the sample reduced 1 cycle (reduced down to 0 V and back to OCP). The chemical shifts are 

given in a table on the top left corner. 

The Al:LLZO reduction reaction was therefore investigated using operando PXRD coupled 

with PITT measurements. An Al:LLZO stack and lithium foil were assembled in a punctured coin 

cell for an optimal signal (shown in Annex 10). The coin cell was sealed inside an argon-filled 

glovebox and introduced in an airtight heating chamber to prevent any contamination of the 

sensitive Al:LLZO during the experiment. Using PITT with a 100 mV potential step and a 3 h time 

step, Al:LLZO was reduced from its open-circuit potential (OCP) of 2.5 V down to 0 V vs. Li+/Li 

and oxidized back to 2.5 V. 1 h scans were collected after 2 h of relaxation, at each potential step. 
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The resulting diffraction scans from each potential step are gathered in Figure 4.6A. We can 

distinguish the three signals coming from the Al:LLZO material, the gold powder and the stainless-

steel (SS) coin cell casing. Through the reduction, the SS peaks S1 and S2 remain at a fix position. 

SS will therefore be used as reference to the two other contributions. The peaks attributed to gold, 

A1 and A2, shift to slightly bigger angles with a displacement of 0.1 ° 2θ occurring gradually from 

OCP to 1.5 V, before stabilizing for the rest of the reduction. On the other hand, the peaks 

attributed to Al:LLZO (L1-5) move toward smaller angles starting at 1.6 V, the shift becomes more 

significant at every potential step down to 0.8 V, corresponding to a lattice expansion. After 0.8 V, 

their peak positions stabilize, accumulating a maximum shift of 0.5 °. Throughout the reduction, 

the number of peaks in all the Al:LLZO diffractograms remains the same, suggesting that the 

space group symmetry is conserved and that no decomposition of Al:LLZO is occurring. Instead, 

the expansion of Al:LLZO might be caused by the insertion of Li ions into the lattice. 

Correspondingly, the observed peak shift suggests the formation of a solid solution after Li 

insertion. 

The structural refinement of the curves allowed to follow the evolution of the lattice 

parameter a of Al:LLZO and Au cubic phases, the results are presented as a function of the cell 

potential in Figure 4.6B. First, we observe the parameter a of gold decreases slightly, which 

indicates that the gold lattice is contracting in the beginning of the analysis. However, the change 

of the gold lattice parameter is negligible compared to the one observed for Al:LLZO. No change 

of this parameter a is observed at low potential. A study led by Renner et al. observed a change 

of the parameter a in the gold lattice from 4.08 Å to 3.97 Å [590]. However, the above experiment 

was ran using the liquid electrolyte LiPF6 in EC/DEC, allowing for a significantly bigger surface of 

reaction between Au and Li, and cycled repetitively between -0.1 and +0.1 V vs Li+/Li in order to 

encourage the alloying reaction.  

From Figure 4.6B, we observe a stable lattice parameter of Al:LLZO from 2.5 to 2 V then 

fluctuates slightly up to 1.7 V but remains within the standard deviation. However, passed this 

potential, the lattice parameter increases significantly from 13 to 13.06 Å, in agreement with the 

reduction potential of 1.65 V observed in electrochemistry. This volume expansion can be 

attributed to the insertion of lithium in the Al:LLZO lattice. When the material is oxidized back to 

2.5 V, the initial structure is not recovered, as seen in Figure 4.6A. The Al:LLZO lattice does not 

recover its initial parameter either, as highlighted in Figure 4.6B, proving that the reaction is 

irreversible, in agreement with the PITT and 7Li NMR observations.   
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Figure 4.6 - Operando PXRD (CoKα, λ = 1.7903 Å) of the reduction of an Al:LLZO stack using 

PITT, from 2.5 to 0 V and oxidized back to the OCP of 2.5 V. A) PXRD patterns shown every 200 

mV. B) Evolution of the lattice parameter a for Al:LLZO and Au as a function of the cell potential.  
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4.5 – Conclusion 

The electrochemical stability window was assessed for LLZO solid electrolyte using a 

tailored experimental setup. Al, Ta and Nb-doped LLZO were investigated to determine the role 

of the dopant in LLZO redox chemistry. The optimized experimental setup included processing 

M:LLZO with gold particles into composites to enhance the redox current responses and using 

potentiostatic intermittent titration to remain close to the thermodynamic equilibrium of the system. 

The electrochemical stability window was found to be the same for all three dopants: 1.65 V - 3.7 

V  vs. Li+/Li. Several cell configurations were used to determine the ESW of LLZO. The significant 

difference of signal between composite and planar cell configurations highlighted the importance 

of using the herein experimental setup. The study of Al:LLZO reduction reaction through two 

cycles showed that the phenomena occurring at the reduction were neither reversible nor 

continuous. The reduction of Al:LLZO and its irreversibility were evidenced using ex situ 7Li NMR 

and operando PXRD techniques. The value of the ESW reported in the present manuscript is 

much narrower than commonly admitted in the literature. The oxidation potential determined is in 

agreement with previous studies on LLZO while the reduction potential is the highest ever 

observed for LLZO. These observations highlight the complex and subtle electrochemical 

behavior of LLZO, proving that there is still a lot to understand on LLZO before it can be 

successfully implemented as a reliable solid electrolyte in ASSLBs.   
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The study presented in the following chapter is the subject of an article submitted to the 

Journal of Materials Chemistry A (TA-ART-01-2023-000534) and is currently under revision. The 

article focuses on a computational study of the defect chemistry in several ceramic solid 

electrolytes. Intrinsic charged point defects are produced, and their formation energy is computed 

using DFT, as detailed in section 2.2. From the defects formation energy diagrams, we extract 

valuable metrics such as the Fermi level at equilibrium and the dopability limits. These two 

quantities allow us to evaluate the robustness of solid electrolytes to developing electronic 

conductivity. These computations also allowed to link the formation of defects in solid electrolytes 

with the nature of their environment, suggesting that the electronic conductivity in solid electrolytes 

is not an immutable property but rather depends on many intrinsic and extrinsic factors. In the 

context of this computational study, my contribution lies in conceiving the project, carrying all the 

computations, interpreting the results and writing the article. Diana Dahliah helped setting up the 

computational methodology and contributed greatly to the results interpretation. Mickaël Dollé 

provided valuable insight on the study and reviewed the manuscript. Geoffroy Hautier conceived 

the project, supervised the computations and reviewed the manuscript as principal investigator. 
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5.1 – Abstract 

Negligible electronic conductivity is a crucial requirement that solid electrolytes must meet 

before they can be considered in all-solid-state lithium batteries. Electronic conductivity is strongly 

driven by charged defects. Understanding the defect chemistry of solid electrolytes is therefore 

essential to assess their performance and suitability. In this work, we use first-principles 

computations to investigate the intrinsic defect chemistry of six solid electrolytes in order to 

determine their robustness to developing electronic conductivity. We conclude that some 

electrolytes can be prone to problematic levels of electronic conductivity (e.g., LiTi2(PO4)3) while 

others such as Li3PS4 have intrinsically low electronic conductivities. We also show that most solid 

electrolytes are more likely to develop electronic conductivity in S/O-rich|Li-poor environments, 

translating to more sulfur-rich or oxidative atmospheres and higher electrochemical potentials (> 

4 V vs. Li+/Li).  

5.2 – Introduction 

All-solid-state lithium batteries (ASSLBs) have received considerable attention as the next 

generation of lithium batteries [7, 98]. This shift is operated from conventional Li-ion batteries 

because ASSLBs can offer better safety, higher energy and power density [96, 128-131]. The key 

component of all-solid-state lithium batteries is the solid electrolyte (SE) [262]. Solid electrolytes 

must meet a number of requirements before they can be considered in ASSLBs. Ideally, they 

should have a wide electrochemical stability window, a high ionic conductivity at room temperature 

and a negligible electronic conductivity [95]. For a while, the focus was put on achieving the 

highest ionic conductivity possible on these materials, comparable to the one in liquid electrolytes 

(10-2 S.cm-1). There is however a recent increased interest in the electronic conductivity of solid 

electrolytes. Electronic conductivity is detrimental to SEs because it leads to short-circuit, self-

discharge and overheating. A necessary but not sufficient condition for SEs is for their electronic 

conductivity not to exceed 10−6 S.cm-1 at any temperature [264]. Ideally, it should be around 10−12 

S.cm-1 and remain at least four orders of magnitude smaller than the ionic conductivity [95] Han 

et al. suggested for instance that electronic conductivity was probably the root cause for dendrite 

formation in both Li7La3Zr2O12 and Li3PS4 solid electrolytes [267].  

In insulators and semiconductors, electronic conductivity is strongly driven by charged 

defects which act as dopants. The understanding of these point defects in solid electrolytes is 
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therefore essential to the assessment of the performance of an electrolyte, next to other quantities 

such as ionic conductivity. Due to their negligible concentration, characterizing point defects is 

strenuous and is hardly possible using standard characterization techniques such as X-ray 

diffraction or scanning electron microscopy. Even for extensively studied materials, such as semi-

conducting (Si, GaAs) and optoelectronic (ZnO, GaN) materials, the defect chemistry remains a 

long-standing subject of debate [594-596]. Identifying defect-induced signals often requires a 

combined approach of experimental and computational analyses. To that end, point defect 

calculations have greatly evolved in the last decades, from the first classical simulations to first-

principles studies using density functional theory [409, 597, 598]. First-principles defects 

computations have recently been more and more used in the solid electrolyte field. Canepa et al. 

introduced the idea of exploring defects to understand electronic conductivity in chalcogenide solid 

electrolytes [599]. Squires et al. used such computational methods to explore the defect chemistry 

of Li7La3Zr2O12 solid electrolyte [409]. Gorai et al. linked the formation of defects to the increase of 

the electronic conductivity in Li6PS5Cl, Li6PS5I, and Na3PS4 [600]. More recently, Swift et al. used 

the same method to predict the intrinsic interfacial resistance between solid electrolytes, such as 

Li2PO2N, Li3PO4, Li7La3Zr2O12 or Li3PS4, and positive electrode materials [601]. 

The formation of point defects in crystalline materials can be observed in nature as well as 

manmade. Although atoms in a crystal are initially organized in a regular lattice, some of them will 

shift from their regular sites after thermal equilibrium is reached, creating disorder. There are 

mainly three different types of point defects found in a crystal structure : vacancies, interstitials 

and antisites [602, 603]. They are conventionally represented using the Kroger–Vink notation 

which specifies the nature, location and effective charge of a defect relative to the unperturbed 

lattice: 1) the vacancy (V‘•M or Vac‘•M) is when ion M∓ is missing from its initial crystallographic site, 

2) the interstitial (Mi) is when atom M∓ is found in an interstitial site of the lattice and 3) the antisite 

(MX) is when atom M occupies the crystallographic site of atom X. The concentration of these 

defects in a material at equilibrium is determined by their formation energies, which depends on 

the chemical potentials of the system and its Fermi level [478]. The chemical potential relates to 

the change of the system’s energy when a specie is removed from it. Intuitively, it can be related 

to synthesis conditions. For instance, a high oxygen chemical potential is applied under an 

oxidative atmosphere, which can be achieved by maintaining a high oxygen partial pressure during 

synthesis.  

In this work, we use first-principles computations to investigate the intrinsic defect 

chemistry of various SEs in order to assess their robustness to developing electronic conductivity. 
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For each SE, we computed the formation energies for intrinsic defects, their Fermi levels at 

equilibrium and their dopability limits in different environments. Using the dopability limits, it was 

possible to determine each SE’s intrinsic robustness to developing electronic conductivity and to 

single out which environments promoted the formation of charge carriers. The results indicate that 

SEs resist differently to the formation of defects and charge carriers. Because there is no adequate 

way of controlling the formation of defects in solid electrolytes during battery processing and 

cycling, we insist on the importance of selecting optimal environments for their synthesis and 

handling. The outcoming properties of these materials, such as the ionic and electronic 

conductivities, depend on it.     

5.3 – Theoretical methods 

Structural relaxations and defect formation energies were computed using the Perdew-

Burke-Ernzerhof (PBE) [461] functional from the generalized gradient approximation (GGA) to the 

density functional theory (DFT) [604]. Projector Augmented Wave (PAW) pseudo-potentials [513] 

were used as implemented in the Vienna Ab initio Simulation Package (VASP) [514]. The 

wavefunctions were expanded on a plane-wave basis set employing a cutoff energy of 520 eV. 

The point defects were studied using the supercell approach for point defects in solids [605]. The 

different defective structures were generated using the Python Charge Defects Toolkit (PyCDT) 

[476] starting from supercells of 128 atoms. When needed, the supercells were extended up to 

512 atoms to meet the convergence criteria. The Brillouin zone was sampled using a range of k-

point grids from 1x1x1 to 6x6x6, depending on the supercell size of each material. All the models 

were relaxed at fixed volume until the maximum force on the ions became smaller than 0.01 eV.A-

1. Spin-polarized calculations were performed. The occupation of the electronic states was 

determined through the Gaussian smearing method with a smearing width of 0.05 eV. The 

formation energy Eform of each charged defect state Xq was computed as a function of the Fermi 

level EF following equation 2.32 [606, 607]. The size of the supercell is chosen according to the 

convergence of Ecorr. Here, we used the extended Freysoldt's (Kumagai) correction scheme [480, 

481]. The equilibrium Fermi level is calculated by finding a self-consistent solution, to all the 

defects, that meets an overall charge neutrality requirement [608]. The equilibrium Fermi level was 

computed at a temperature of 300 K for all the solid electrolytes. VBM and BG were computed 

from relaxed structures using the Heyd–Scuseria–Ernzerhof (HSE) hybrid functional with an 

exact-exchange fraction of 0.25 and a screening length of 0.2 Å [463].  
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5.4 – Results and discussion 

We investigated a selection of six solid electrolytes considered for ASSLBs. NASICON-

type materials LiTi2(PO4)3 and LiGe2(PO4)3, garnet Li7La3Zr2O12, phosphates Li3PO4 and LiPO3 

and thio-LISICON material Li3PS4. The crystal structures were retrieved from the Materials Project 

website [512], details on the structures are given in Table 5.1. Before introducing defects into the 

selected solid electrolytes, we computed their band gaps using the HSE hybrid functional (Table 

5.1). It was possible to compare some of the computed band gaps with experimentally measured 

band gaps. Garnet-type Li7La3Zr2O12 displays a band gap of 5.9 eV, in agreement with former 

computational work [409] and experimental value of 5.6 eV [580]. NASICON-type material 

LiTi2(PO4)3 has a band gap of 4.28 eV, comparable to the experimental value of 3.68 eV (15% 

discrepancy) [609]. Li3PO4 has a computed band gap of 7.81 eV, in agreement with the 

experimental value of 8.16 eV (4% discrepancy) [610]. According to their band gaps, it is possible 

to split the SEs into two categories: large and medium band gaps. Phosphates, most of the 

NASICON structures and Li7La3Zr2O12 possess a large band gap (> 5eV). These materials are 

expected to be little influenced by the introduction of defects. Li3PS4 and LiTi2(PO4)3 display 

medium band gaps, between 4 and 5 eV.  Medium band gaps facilitate the formation of charge 

carriers which can result in a significant increase of the electronic conductivity.  

Table 5.1 - references for all the solid electrolytes crystal structures retrieved from Materials 

Project (MP) and their computed valence bands and band gaps*. Large band gaps are highlighted 

in green, medium ones in yellow. *VBMs and band gaps were computed from HSE relaxed structures, 

zero energy reference level is set so the average potential from all atoms in the unit cell is zero (G=0).   

SE Space group MP-ID Space group in MP E above hull /eV VBM /eV Band gap /eV 

LiTi2(PO4)3 R3-c mp-18640 [Trig] R3c 0.001 0.04 4.28 

LiGe2(PO4)3 R3-c mp-541272 [Trig] R3c 0.002 0.47 6.04 

Li7La3Zr2O12 Ia3̅d mp-942733 [Q] I41/acd 0 2.42 5.93 

Li3PO4 Pmn21 mp-13725 [O] Pmn21 0 -0.71 7.81 

LiPO3 P21/c mp-29195 [M] P21/c 0 -1.31 7.59 

Li3PS4 Pmn21 mp-985583 [O] Pnma 0 0.46 4.06 

  

 Unlike the semiconducting industry where the precise control of defects is possible in ultra-

clean settings, battery manufacturing is not clean enough to precisely control defects and thus 

electronic conductivity. However, there are intrinsic limits to a material’s conductivity due to the 

compensation between charged defects [611-616]. Some materials will intrinsically offer low 
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electronic conductivity in all synthesis conditions (i.e., in all chemical potentials), making them 

robust insulating solid electrolytes. The concept of dopability limit (DL) is key here to understand 

the intrinsic limits of a material towards doping. 

 The dopability limits indicate the minimum and maximum values that the Fermi level can 

thermodynamically reach [617-621]. The Fermi level is directly linked to charge carriers. Highly 

doped, electrically conductive materials require a Fermi level close to either the valence band or 

the conduction band. Thus, DLs represent an intrinsic boundary that prevents a SE from forming 

charge carriers, regardless of the type of defects computed. Figure 5.1 introduces the concept of 

dopability limits. In general, the DLs (upper and lower) are reached when the two most dominant 

defects (acceptor and donor) have a negative formation energy. In Figure 5.1, the system 

produces two defects, a donor defect α (in blue) and an acceptor defect β (in pink). For simplicity, 

we took two defects with only one charge state +1 or -1 but this can be generalized. At equilibrium, 

and only if these two defects are present, both defects will compensate each other and lead to a 

Fermi level located approximately at the crossing of the charged defect states. Defect β has a 

negative formation energy when the Fermi level reaches 3 eV, labelled region 1. This point is 

considered a dopability limit because passed this point, any defect with a positive charge 

(including defects beyond alpha and beta) will be spontaneously compensated by the negative 

charge (q=-1) of the defect β, impeding the formation of any new charge carrier. Defect β is defined 

as an electron ‘killer’ defect because it compensates any attempt to dope the material p-type, i.e. 

to move the Fermi level close to the valence band [615, 619]. Therefore, the Fermi level at 

equilibrium EF (red dashed line) cannot be driven beyond this point in any way [622, 623]. On the 

other side of the band gap, the electron ‘killer’ defect β is mirrored by a hole ‘killer’ defect α. This 

positively charged (q=+1) defect has a negative formation energy up to 2 eV, labelled region 2, 

and will compensate for any defect with a negative charge produced within this region. The 

dopability window (upper DL – lower DL) is therefore confined in region 3, where existing donor 

and acceptor defects have a positive formation energy, and where no compensation is possible. 

The dopability window gives therefore an allowed and intrinsic energy window for the Fermi level 

and sets if a material will be potentially p/n-type dopable or not. A material that is robust to doping 

would need a narrow dopability window, located as far from the band edges as possible.  
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Figure 5.1 - A schematic representation of how to determine the upper and lower dopability limits 

(DLs). The dopability window is shown between the blue dashed lines. EF at equilibrium is 

represented in a red dashed line.  

 After the introduction of intrinsic defects, the formation energy diagrams were computed 

for all the solid electrolytes. We have considered all possible vacancies and anti-sites for each SE 

but refrained from introducing interstitials to reduce the computing cost. We do not expect this to 

strongly affect our qualitative conclusions on the intrinsic dopability limits of these materials. 

Comparison with previous work, which includes interstitials in Li7La3Zr2O12, indicates that the 

interstitials do not change the dopability limits and fermi level in these materials [409],[410]. We 

did not include complex defects (e.g., vacancy-interstitial complexes) or extrinsic defects such as 

hydrogen or carbon impurities neither. Despite these simplifications, important conclusions can 

still be made as additional defects (e.g., complexes, extrinsic, interstitials) will need to compete 

with the defects we have already considered.  

 The formation energy diagrams for all solid electrolytes are presented in Figure 5.2. In the 

interest of clarity, only the most relevant defects are displayed in the figure, they correspond to 

the defects with the lowest formation energy for each SE (the full diagrams are presented in Annex 

11). The diagrams are presented according to a distinct set of chemical potentials, called a 

chemical limit. The values of their elemental chemical potentials are provided in Annex 12. It was 

possible to separate the chemical limits into two types of environments: S/O-poor|Li-rich and 
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S/O-rich|Li-poor. Although many types of environments are possible (O-rich|P-poor, Ti-poor|Li-

poor…etc), we decided to select the environments with respect to Li and the anion, because they 

are considered the most relevant in the context of solid electrolytes. An ion-poor environment is 

described by a low chemical potential of the said ion (more negative), while an ion-rich 

environment correlates to a high chemical potential (less negative). Even in their simplified 

versions, these formation energy diagrams are complex, with many defects competing, as SEs 

are ternary or quaternary materials.  

In Figure 5.2A-F, the formation energy diagrams for all studied solid electrolytes show how 

the different charged defects behave and compete with each other. Donor defects (giving 

electrons, positively charged) are often compensated by acceptor defects (generating holes, 

negatively charged). The competition between all defects set the Fermi level. Fermi levels at 

equilibrium are represented with a red dashed line. The dopability windows, introduced in Figure 

5.1, are highlighted in yellow in each diagram. All the defect computations have been performed 

at the GGA level and the GGA band gap is plotted as green dashed lines. We also indicate the 

HSE band edges as computed in the bulk and referred to the GGA band edges. These HSE band 

edges are closer to experimental values. Computational cost is again motivating this approach as 

full HSE defect computations are significantly more demanding in computational resources. While 

this approach will affect the exact position of the fermi level, we expect the dopability limits to be 

less affected. Indeed, work from Peng et al. has shown that for fully ionized defects (which set the 

dopability limit), DFT computations with a band edge shift from bulk hybrid or GW computations 

reproduce the full hybrid defect computation [624]. Our own larger benchmark agrees with this 

finding [625]. 

In both S/O-poor|Li-rich and S/O-rich|Li-poor environments, p-type Li vacancies have the 

lowest formation energies and are considered the most dominant type of defect. This observation 

is in agreement with the findings of Gorai et al. [600] and is coherent since solid electrolytes are 

lithium conductors, where vacancies might be needed for lithium diffusion. For all oxide-based 

solid electrolytes (Figure 5.2A-E), the compensating defect to Li vacancies is the O vacancy. In 

Li3PS4 (Figure 5.2F), VacS  and PLi are both compensating for VacLi.  

The Fermi level directly controls conductivity as it sets the charge carrier concentration in 

the conduction or valence band. We remind that the Fermi level might be affected by missing 

defects from our analysis (e.g., interstitial, complex defects, or extrinsic impurities) as well as our 

HSE band edge shift. It is nevertheless an interesting quantity to observe at this stage. To ensure 

an electronic insulation of SEs, it is important that the Fermi level is located deep into the band 
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gap. Traditionally, the Fermi level is considered deep at 0.1 eV from the band edges for 

semiconductors [626, 627]. Values below the threshold of 0.1 eV are considered critical because 

they can lead to significant electronic conductivity, high enough to form semiconductors [627]. 

However, this threshold is necessary but not sufficient for solid electrolytes, which require a 

greater distance from the band edges in order to be considered safe from developing electronic 

conductivity. 

 



138 
 

 

 

 

Figure 5.2 - Selected formation energy diagrams in S/O-poor|Li-rich and S/O-rich|Li-poor 

environments for all solid electrolytes (A-F). The black dashed lines represent valence and 

conduction bands computed using HSE. The green dashed lines represent initial valence and 

conduction bands computed using GGA. The red dashed line is the Fermi level at equilibrium. The 

yellow highlighted regions are the dopability windows. C1-8 symbols refer to the chemical limit 

involved; all chemical limits can be found in Annex 11 and Annex 12. 
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 As mentioned earlier, the expected value of an electronic conductivity should be smaller 

than 10-12 S.cm-1 in solid electrolytes [95]. Using this value of electronic conductivity, with an 

approximate value for electron mobility in solid electrolytes of ≈1cm2/(V⋅s) (which is likely to be an 

upper bound) and an approximate value for the effective density of states of Nc/v of ≈ 1020 cm-3, it 

is possible to estimate the expected distance of EF from the band edges (EF – EC/V) at 0.8 eV using 

equations 2.33, 2.34 and 2.35 (more details can be found in annex). Values below the threshold 

of 0.8 eV are considered problematic for the electronic insulation of a SE because they are 

considered not ideal and can contribute to a non-negligible electronic conductivity. The closer the 

Fermi level is from the conduction and valence bands, the more likely it is for the material to form 

charge carriers and therefore to develop electronic conductivity. The two thresholds of 0.1 eV and 

0.8 eV will be used as references to describe a ‘’critical’’ and a ‘’problematic’’ behavior of SEs, 

respectively. 

 We investigate the position of EF in the S/O-rich|Li-poor and S/O-poor|Li-rich environments. 

We observe that LiGe2(PO4)3, Li7La3Zr2O12, Li3PO4, LiPO3, and Li3PS4 (Figure 5.2B-D) maintain 

a deep Fermi level (EF located at 0.8 eV or more from the band edges) in both chemical 

environments, suggesting they might be robust to the formation of defects no matter the 

environment. On the other hand, LiTi2(PO4)3 has its EF shift problematically close to the valence 

band in the O-rich|Li-poor environment (Figure 5.2A), suggesting that oxidative atmospheres 

might promote the formation of charge carriers in this material. We also pay attention to the shift 

operated by the Fermi level from an environment to another. This criterium allows to understand 

how the environment affects the ability of SEs to form charge carriers. Li3PS4 displays a negligible 

shift of the Fermi level from an environment to another, its ability to form charge carriers is not 

affected by the nature of the environment (Figure 5.2F). On the other hand, all the other SEs see 

the position of their Fermi level change from an environment to another. Their Fermi levels remain 

deep into the band gap in S/O-poor|Li-rich environment, occasionally shifting toward the 

conduction band as observed in Li7La3Zr2O12 (Figure 5.2C), but shifts toward the valence band in 

S/O-rich|Li-poor environments. From these observations, we can hypothesize that most SEs are 

more likely to form charge carriers in S/O-rich|Li-poor environments. This trend is justified by the 

fact that a Li-poor environment will favor the formation of Li vacancies within the structure. Li 

vacancies being the dominant defect in all six solid electrolytes, the position of the Fermi level will 

most likely be greatly affected by the increase of Li vacancies.  

 A more important indicator of electronic conductivity is given by the dopability limits. The 

dopability limits are intrinsic and show the range in which the Fermi level could be even if other 
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defects (e.g., extrinsic defects such as impurities) are present in the material. A SE that is robust 

to unwanted electronic conductivity should have a dopability window located as far from the band 

edges as possible. If the dopability window remains deep in the band gap, the Fermi level cannot 

be driven at the vicinity of the band edges, preventing any n-type or p-type doping. The example 

given in Figure 5.1 showcases the ideal behavior for a solid electrolyte, with a deep and narrow 

dopability window. The dopability limits were computed for each solid electrolyte and at all 

chemical limits, giving several values for each material. To better represent the evolution of the 

DLs, we computed the difference of energy between the dopability limits and the band edges, 

DLlower-EV and EC-DLupper where EV represent the energy of the VBM and EC the energy of the CBM. 

For each solid electrolyte, only the smallest of these two values, labelled |DL-EC/V|, is represented 

in Figure 5.3. From the figure, we can see that LiTi2(PO4)3, LiGe2(PO4)3, Li7La3Zr2O12 and LiPO3 

show problematic electronic conductivity for their S/O-rich|Li-poor chemical limits, it is even critical 

for Li3PO4. This means that careful synthesis conditions are needed when synthesizing them to 

ensure that electronic conductivity is not encouraged. In contrast, Li3PS4 shows exceptional 

robustness with respect to doping and should stay highly electrically insulating in a wide range of 

conditions. Interestingly, the robustness of SEs to developing electronic conductivity does not 

seem to directly correlate with the nature of their anion or their band gap. Indeed, previous studies 

established a link between the band gaps of solid electrolytes and their ESWs [378, 628-631]. In 

the same manner, Wei et al. investigated the ability of large band gap halide perovskites to 

compensate for their defects through a self-regulation mechanism and remain electronic insulators 

despite the formation of defects [632]. However, the correlation between band gap and formation 

of charge carriers might not be as obvious as previously stated. For example, Li3PO4 displays one 

of the largest band gaps (7.81 eV) but displays critical dopability limits at some of its chemical 

limits. In contrast, Li3PS4 maintains deep dopability limits throughout its ESW despite having a 

medium band gap (4.06 eV). Moreover, despite its medium band gap, the electronic conductivity 

of Li3PS4 was determined to be 2.2 × 10−9 S.cm-1 at 30 °C, one order of magnitude lower than the 

electronic conductivity of a large band gap material such as Li7La3Zr2O12 (experimentally 

confirmed to be 5.5 × 10−8  S.cm-1 at 30 °C) [267, 633, 634]. Therefore, it might be relevant to 

challenge the direct correlation between the value of the band gap and the stability of a material 

against forming charge carriers. 
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Figure 5.3 - Smallest difference of energy between the lower dopability limit and VBM or between 

the upper dopability limit and CBM calculated for all chemical limits of all solid electrolytes. Each 

floating column gathers the values of |DL – EC/V| at all chemical limits, given for each solid 

electrolyte. S/O-poor|Li-rich (stars) and S/O-rich|Li-poor (circles) chemical limits are illustrated.  

 For oxides, the oxygen chemical potential is commonly controlled by the atmosphere used 

during synthesis. Reducing atmospheres such as Ar or H2 lead to low oxygen chemical potential, 

while syntheses under air will lead to higher oxygen chemical potentials [511]. The distances of 

the upper and lower dopability limits from the band edges |DL -EC/V| were represented as a function 

of O chemical potential for each solid electrolyte, only the smallest of these two values is 

represented in Figure 5.4. The reference oxygen chemical potential (μO) is set to be zero in air at 

room temperature (298 K, 0.21 atm) [635]. The O2 energy used was computed by Wang et al. 

[636]. Referenced this way, the chemical potentials > 0 eV correspond to atmospheres that are 

more oxidative than air while chemical potentials < 0 eV correspond to more reducing 

atmospheres. We observe from the figure that all the SEs have their dopability limits at a 

problematic distance (< 0.8 eV) to the band edges when μO > 0 eV (even critical for Li3PO4), 

indicating a risk of developing electronic conductivity if they are synthesized or handled under an 
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oxidative atmosphere. In a reducing atmosphere, all solid electrolytes are safe from forming 

charge carriers, with the exception of LiTi2(PO4)3. Generally, all selected solid electrolytes have 

deeper dopability limits when the chemical potential of oxygen is decreased, translating to more 

reducing atmospheres. This tendency can be rationalized as moving toward oxygen-poor 

environments encourages the formation of oxygen vacancies. VacO being the most dominant 

compensating defect for most solid electrolytes, it compensates for the lithium vacancies and 

consequently decreases the amount of charge carriers for instance produced by lithium vacancies.  

 

Figure 5.4 - Smallest difference of energy between the lower dopability limit and VBM, or between 

the upper dopability limit and CBM, computed for oxide-based solid electrolytes as a function of 

the chemical potential of oxygen (μO). The red arrow points toward a reducing atmosphere. The 

reference μO = 0 eV is set in air at room temperature (298 K, 0.21 atm). 

We have just discussed how synthesis conditions and chemical potential influence the 

electronic conductivity of SEs. Additionally, the lithium chemical potential experienced by the SE 

when assembled in a battery also varies depending on the applied electrochemical potential. The 

chemical potential of lithium is directly related to the electrochemical potential following the 
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equation 2.31. When the electrochemical cell is cycling, the chemical potential of lithium changes 

according to the electrochemical potential of the cell. Therefore, it is relevant to study the formation 

of charge carriers in SEs as the chemical potential of lithium evolves. In Figure 5.5, μLi is converted 

to electrochemical potential. In the figure are also presented the computed electrochemical 

stability windows (ESWs) for all SEs. ESWs were computed using the grand potential phase 

diagram, following a computational method detailed in previous work [637]. ESWs are a range of 

μLi within which each SE is considered thermodynamically stable. Beyond these ESWs, the SE 

does not have an energy above hull equal to 0 and theoretically decomposes to more stable 

products of the phase diagram. However, it is still possible to compute points outside the SEs 

thermodynamic ESWs because we can consider their phases to be metastable outside the stability 

range. The decomposition reaction of SEs is a sluggish process involving the nucleation and 

growth of new phases and is limited by its kinetic. This explains why thermodynamic ESWs are 

significantly narrower than kinetic ESWs determined experimentally. Concretely, a SE outside its 

ESW will probably not decompose rapidly. In contrast, we do not expect the formation of intrinsic 

defects to be slow, it is far more likely to happen than a phase decomposition. Therefore, SEs are 

believed to be more likely to form defects outside their ESWs. For this reason, we computed the 

dopability limits for all solid electrolytes at Li chemical potentials corresponding to 0, 4.2 and 5 V 

vs. Li+/Li (half-filled circles in Figure 5.5). These results are presented to gain an insight on the 

behavior of SEs within an operating battery; a potential of 0 V is an indication on how the SEs 

could behave against metallic lithium, 4.2 V corresponds to the operating potential of state-of-the-

art positive electrodes such as LiNixMnyCozO2 (x+y+z = 1) and LiCoO2 [638, 639]. The solid 

electrolytes were also investigated at a potential of 5 V to assess their behavior against new-

generation positive electrodes such as spinel-type material LiNi0.5Mn1.5O4 or olivine-type material 

LiCoPO4 [640, 641]. 

 Figure 5.5 gathers the results for all the selected solid electrolytes given as a function of 

the electrochemical potential vs. Li+/Li. LiTi2(PO4)3 and LiGe2(PO4)3 see their DLs shift below the 

0.8 eV threshold at high potentials (> 4 V vs. Li+/Li). Worse, LiTi2(PO4)3 is only able to prevent 

from forming charge carriers between 2.7 V and 4 V vs. Li+/Li. Li7La3Zr2O12 has dopability limits at 

a safe distance from the band edges throughout the entire range of potential, the only exception 

being around 3.2 V vs. Li+/Li. The dopability limits of LiPO3 reach a problematic distance from the 

band edges around 5 V vs. Li+/Li while Li3PO4 dopability limits can only prevent from forming 

charge carriers up to 3 V vs. Li+/Li, then they shift below the 0.1 eV threshold at higher potentials. 

In contrast, Li3PS4 is safe from forming charge carriers throughout the whole potential range, even 
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outside its ESW. As a general trend, we notice that all solid electrolytes are more likely to form 

charge carriers at higher electrochemical potentials vs. Li+/Li (S/O-rich|Li-poor environment). This 

indicates that the part of the SE in contact with the cathode might show more electronic 

conductivity issues than the part in contact with the anode. 

 
Figure 5.5 - Smallest difference of energy between the lower dopability limit and VBM, or between 

the upper dopability limit and CBM, calculated for all the solid electrolytes as a function of the 

electrochemical potential. 

5.5 – Conclusion 

Although a definitive ideal value of the electronic conductivity has not yet been determined 

for solid electrolytes, electronic insulation must be considered as a primordial criterium to comply 

with when looking for promising SE materials. Knowing that electronic conductivity in insulators 

and semiconductors is driven by charged defects and considering that the formation of defects, 

specifically intrinsic defects, is a spontaneous process that cannot be precisely controlled or 

monitored, it is important to figure out ways to foresee the creation of such defects. Our work uses 

first-principles calculations to investigate the robustness of several solid electrolytes to developing 

electronic conductivity under different conditions. We evaluate the robustness of SEs against the 
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change of environment by monitoring the evolution of their dopability limits. The most reliable 

materials are the ones able to always maintain a deep and narrow dopability window. The 

dopability limits were monitored for each solid electrolyte as a function of lithium and oxygen 

chemical potentials in order to translate our results to concrete experimental conditions. From our 

observations, it was possible to come to the following conclusions: 

1. In both environments, Li vacancies are considered the most dominant type of defect for all 

selected solid electrolytes. For most solid electrolytes, the compensating defect to Li vacancies 

is the anion vacancy.  

2. LiTi2(PO4)3 displays a problematic distance of its dopability limits from the band edges 

throughout the whole potential range. It ought to be closely monitored during the synthesis, 

handling and while operating the battery.  

3. On the other hand, Li3PS4 displays great robustness against developing electronic conductivity, 

regardless of Li and S chemical potentials. 

4. The direct correlation between large band gaps and the absence of electronic conductivity 

might be questioned when defects are accounted for. 

5. All selected solid electrolytes have deeper dopability limits when the chemical potential of 

oxygen is decreased, translating to a lower partial pressure of oxygen (i.e., a more reducing 

atmosphere). 

6. Most SEs are more likely to develop electronic conductivity in S/O-rich|Li-poor environments. 

The latter corresponds to lower Li chemical potentials, therefore to higher electrochemical 

potentials (> 4 V vs. Li+/Li). The cathode-side of the SE might therefore be more problematic 

for electronic conductivity than the anode-side.  

We believe that dopability limits should be favored over the band gap or the Fermi level as it is a 

more relevant criteria to use if we want to properly evaluate the robustness of solid electrolytes 

against the generation of electronic conductivity. Computing these dopability limits, relying mostly 

on GGA with HSE corrected band edges, require reasonable computing power and can be 

introduced in high-throughput studies on solid electrolytes for ASSLBs [247, 259, 521, 642-645]. 
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6. GENERAL CONCLUSION 

 

 

 

 

This last chapter brings together the conclusions drawn from the previous chapters and 

outlines the challenges encountered in the process of producing the results. In addition, it 

formulates specific and more general perspective on the work accomplished and forecasts 

potential directions for further research on the stability in solid electrolytes and energy storage in 

general.    

6.1 – Summary 

 We outline in this manuscript our investigation on two intrinsic properties of solid 

electrolytes: the electrochemical stability window and the electronic conductivity. The 

electrochemical stability windows of most solid electrolytes were initially reported to be large 

enough to enable the use of lithium metal as the negative electrode and high potential materials 

as the positive electrode. However, values for these ESWs were very inconsistent in the literature 

published through the last decade. Several studies specifically decried the frequent overestimation 

of ESWs and questioned the legitimacy of using cyclic voltammetry and planar cell configurations 

to establish them. In this context, we worked toward developing a robust methodology to assess 

the electrochemical stability window of Li1.5Al0.5Ge1.5(PO4)3, Li1.3Al0.3Ti1.7(PO4)3 and M-Li7La3Zr2O12 

(M = Al, Ta and Nb), three very well documented solid electrolytes for their promising ionic 

conductivity (>10-3 S.cm-1 at RT). Our methodology, based on the use of inert gold particles to 

process the three SEs into composites and the use of PITT as the electrochemical characterization 

technique to stabilize the system, allowed to observe the SEs redox currents that might have been 

overlooked in previous studies. After processing the composites and running the electrochemical 

tests, we focused our investigation on the oxidation and reduction reactions. Using an operando 

O2 sensing probe, we observed the production of dioxygen gas upon LAGP and LATP oxidation, 

as predicted by our first-principles calculations. The presence of an amorphous phase at the SE-

Au interface after cycling was observed through TEM measurements, this amorphous phase was 
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proven to be insulating via EIS measurements. Using operando PXRD and ex situ NMR 

techniques, we were able to evidence the irreversible and non-continuous reduction reaction of 

Al:LLZO, as initially suggested by the PITT measurements. 

The electrochemical stability windows of LAGP, LATP and LLZO assessed in this 

manuscript are much narrower than the ones reported in the literature, as seen in Figure 6.1, 

illustrating the inconsistency surrounding the ESW of solid electrolytes. Using the experimental 

setup herein, we attempted to determine the thermodynamic electrochemical stability window of 

the three materials. It is worth mentioning that the kinetic limitations in the redox reactions of solid 

electrolytes might extend the electrochemical stability window and make it artificially larger at 

higher cycling regimes, referred to as the kinetic ESW. Nevertheless, we advocate that 

fundamental studies like this one constitute a crucial step in the understanding of solid electrolytes 

and in the development of strategies to implement them in ASSLBs. 

 

Figure 6.1 - Electrochemical stability windows for LAGP, LATP and LLZO solid electrolytes 

reported in the literature, including the ones reported in this manuscript.  

In the fifth chapter, we used first-principles to investigate the formation of defects in solid 

electrolytes as a proxy to their electronic conductivity. The electronic conductivity in SEs was 

assumed to be negligible and stable regardless of the synthesis, handling or cycling conditions. It 

was not until recently that the stability of solid electrolytes with respect to their own electronic 

conductivity was questioned. The electronic conductivity in solid electrolytes should be around 

10−12 S.cm-1. However, this threshold is not achieved for most known solid electrolytes as 
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illustrated in Figure 6.2 (with the exception of LIPON). The link between electronic conductivity 

and the formation of point defects was well established in the field of semi-conductors but was 

overlooked in solid electrolytes, which were always thought of as immutable insulators. The 

understanding of these point defects is essential to foreseeing the evolution of electronic 

conductivity in solid electrolytes. However, the negligible concentration of defects in these 

materials make their characterization strenuous. In this context, we consider first-principles 

calculations to be a key element for the fundamental understanding of defect chemistry in solid 

electrolytes. We used DFT computations to investigate the intrinsic defect chemistry of various 

SEs, including LiTi2(PO)3, LiGe2(PO)3 and LLZO. For each solid electrolyte, we computed the 

formation energies for the intrinsic defects, their Fermi levels at equilibrium and their dopability 

limits. Using the concept of dopability limits, we assessed the robustness of these materials to 

developing electronic conductivity in different environments. Among the solid electrolytes 

investigated, we reported that undoped LiTi2(PO4)3 displays a problematic behavior through the 

whole range of potentials and will require close monitoring during the synthesis, handling and 

cycling processes. In contract, Li3PS4 displayed great robustness against developing electronic 

conductivity, regardless of the environment, despite its medium band gap. From our investigation, 

we conclude that most solid electrolytes are better insulators at lower partial pressures of oxygen 

(applicable to oxide-based materials) and lower electrochemical potentials.  

 

Figure 6.2 - Experimental ionic and highest electronic conductivities reported for LIPON [646], 

LLTO [647], LGPS [206], Li6PS5Cl [648], Li3PS4 [649], LATP [650], LAGP [651] and LLZO [633]  

solid electrolytes in the literature. 
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6.2 – Challenges 

The three studies presented throughout this manuscript shared a load of challenges we 

thought relevant to address. When assessing the ESW, using gold powder as conductive metal 

to process LAGP and LATP into composite pellets was crucial to prevent any side reaction or 

parasitic signals coming from moisture. However, the high price of gold precursors limited the 

number of samples available. The setup coupling operando O2 sensing and PITT was complex 

and required a lot of optimization (including the airtightness, the presence of a gas flow, the real-

time data acquisition… etc). LLZO’s instability with gold compelled us to work with extremely brittle 

non-sintered pellets. LLZO’s instability with respect to moisture and CO2 required to constantly 

handle the material under a controlled atmosphere. The operando XRD setup demanded 

significant optimizing, principally to compensate for the lack of pressure in perforated coin cells. 

Regarding the computation study of defects in solid electrolytes, several materials of interest were 

reported with a positive energy above Hull in the Materials Project database (i.e., unstable) despite 

them existing in a stable or metastable state in real life. Preliminary computations of defects in 

these materials were deemed not reliable enough, limiting us to the stable materials in the 

database, justifying why we decided to focus on the six solid electrolytes mentioned above. 

Furthermore, computing the electron/hole mobility of the selected materials was extremely time-

and-CPU expensive, therefore not possible in a reasonable timescale. On the other hand, the lack 

of documentation made it difficult to come up with an empirical average value of the electron/hole 

mobility in solid electrolytes. These two limitations prevented us from pushing our investigation 

further and estimate the electronic conductivities of the selected materials.                     

6.3 – Perspectives 

Regarding our work on the ESW presented in chapters 3 and 4, it would be interesting to 

further investigate the decomposition or the Li insertion/disinsertion in LAGP, LATP and LLZO 

upon redox, especially using XPS and DFT. Another perspective, regarding LLZO particularly, 

would be to investigate the role played by the impurities (such as Li2CO3) in the electrochemical 

behavior of the material. Finally, a significant perspective is to apply the methodology we 

developed to assess an accurate ESW to all the relevant solid electrolytes reported in the 

literature. As for the computational study on defects outlined in chapter 5, the possibility of creating 

phase diagrams from scratch should be considered to study all the solid electrolytes of interest 

independently. The use of meta-GGA or HSE functionals to compute the band gaps and the 

formation energies of defects would be of great interest in order to yield more accurate energies. 
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Including interstitials, combined defect pairs and extrinsic defects in our study would help achieve 

results that are closer to reality. Finally, computing the electron/hole mobility would allow to 

estimate the electronic conductivity, considered the missing element of this kind of computational 

studies.   

In larger perspective, this manuscript emphasizes the importance of fundamental studies in 

science and the relevance of combining theoretical and experimental expertise to better 

understand fundamental phenomena. In this work, both computational and experimental 

approaches were used to challenge the idea that solid electrolytes were unequivocally stable, 

suggesting the need to look for more suitable candidates. Furthermore, the quest for widely stable 

solid electrolytes might be vain if no high potential positive electrode materials are presently 

commercialized, thus emphasizing the importance of constantly prospecting for new materials. 

The rise of machine-, deep- and active-learning models in the field of energy storage can 

significantly accelerate the discovery and design of novel solid electrolytes and electrode 

materials. However, the full potential of such tools can only unfold when trained on large and 

properly annotated databases, which have yet to be built for experimental materials. In this 

context, the use of computational-based databases becomes ever more apropos in bridging the 

gap between the predictive power of artificial intelligence and concrete experimental data. 

Nevertheless, if computational-based databases can be used as a proxy to experimental data, the 

ultimate step in the search for new materials remains the limiting experimental validation 

(synthesis, electrochemical testing… etc). Therefore, serious efforts will have to be made, and 

sufficient resources allocated, into in the construction and proper annotation of experimental 

databases.    
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ANNEXES  

 

Annex 1 - PITT measurements at 60 °C on a stack LAGP/LAGP-Au for A) reduction and B) 

oxidation. A potential step of 50 mV, a current limit of 10 nA and a time limit of 3 h were used. C) 

PITT curves represented as the derivative of the limit current ilim as a function of the potential.  
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Annex 2 - PITT measurements at 60 °C on a stack LATP/LATP-Au for A) reduction and B) 

oxidation. A potential step of 50 mV, a current limit of 10 nA and a time limit of 3 h were used. C) 

PITT curves represented as the derivative of the limit current ilim as a function of the potential.   
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Annex 3 - Bright-field TEM micrographs of LAGP-Au composite samples A) before oxidation 

observed at x10k and after oxidation observed at B) x5k C) x25k and D) x500k.     
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Annex 4 - Selected Area Electron Diffraction (SAED) patterns for A) gold particles, B) LAGP grains 

and C) the amorphous phase at the LAGP-Au interface. 

 

 

Annex 5 - Electrochemical Impedance Spectroscopy measurements on LAGP observed in the 

frequency range [200 kHz – 2 mHz] from Eoc (3.04 V vs. Li+/Li) to 5.6 V vs. Li+/Li. 
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Annex 6 - PXRD diffractograms for Al:LLZO + Au pellets after annealing at different temperatures 

and periods of time under dry air. The samples were prepared inside an argon-filled glovebox and 

analyzed under an airtight domed sample holder. 
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Annex 7 - A) Optical microscope photographs of an M:LLZO-Au/M:LLZO cross sectioned pellet 

at x5. B) EDS spectrum with the corresponding elemental weight distribution of an Al:LLZO-

Au/Al:LLZO stack, SEM micrograph (x1000) and corresponding EDS elemental mapping. 
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Annex 8 - PITT measurements on M:LLZO+Au (M = Al, Ta, Nb) stack pellets where the current 

response is plotted as a function of time and potential. The composite cell configurations are 

plotted in blue with PEO (Li/PEO/LLZO/LLZO+Au), in red without PEO  (Li/LLZO/LLZO+Au) and 

in green with 3 electrodes (Li/PEO/Liref/PEO/LLZO/LLZO+Au). The liquid electrolyte configuration 

is plotted in orange (Li/LiPF6+EC+DEC/LLZO+C+ PVDF). The planar configuration is plotted in 

black (Li/LLZO/Au). The stacks were cycled separately A) from 2.5 V to 0 V vs. Li+/Li for reduction 

and B) from 2.5 V up to 4.5 V (liquid) or 6 V vs. Li+/Li for oxidation. A potential step of 50 mV, a 

time limit of 3 h and a temperature of 25 °C (liquid) or 80 °C were used to run the experiment. No 

current limit was applied. 

  



159 
 

 

Annex 9 - 7Li MAS NMR spectra recorded at νrot = 10 kHz and a resonance frequency of 600 MHz 

(14.1 T) for the initial sample (at OCP) and the sample reduced 1 cycle (reduced down to 0 V and 

back to OCP) for A) Ta:LLZO and B) Nb:LLZO stacks. 

 

 

 

 

Annex 10 - Photography and schematic representation of the coin cell used in the operando 

PXRD setup.  
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Approximation of the distance of EF from the band edges |EF – Ec/v| 

Electronic conductivity is related to the charge carrier concentration and the mobility [265]: 

𝜎 = 𝑒(𝑛𝜇𝑒 + 𝑝𝜇ℎ) 

The charge carrier concentrations of electrons and holes n and p are deduced from this equation 

using an electronic conductivity of 10-12 S.cm-1 [95] and an approximate value for the Hall mobility 

(𝜇𝑒 + 𝜇ℎ). Measured or computed values for the mobility of solid electrolytes are very scarce in 

the literature but we approximated it to 1 cm2/(V.s) [652, 653]. Once n and p are computed, we 

can deduce (EC -EF) and (EF -EV) from the following equation 2.33: 

𝑛 =  𝑁𝐶𝑒
−
(𝐸𝐶−𝐸𝐹)

𝑘𝐵𝑇    and   𝑝 =  𝑁𝑉𝑒
−
(𝐸𝐹−𝐸𝑉)

𝑘𝐵𝑇  

where NC and NV are the effective density of states for the conduction and valence bands 

respectively. EC and EV are the energies of the conduction and valence bands respectively. kB the 

Boltzmann constant and T the temperature. NC and NV are derived from the effective mass m*  

following the relations: 

𝑁𝐶 = 2(
2𝜋𝑚𝑒

∗𝑘𝐵𝑇

ℎ2
)
3
2⁄
   and  𝑁𝑉 = 2(

2𝜋𝑚ℎ
∗𝑘𝐵𝑇

ℎ2
)
3
2⁄

 

Where me* and mh* are the effective masses of electron and hole respectively, h is the Planck 

constant. Nc and Nv were computed for all the selected solid electrolytes and their values oscillated 

between 1018 and 1022 cm-3, which brings us to the average value of 1020 cm-3, in agreement with 

the literature [652, 653]. 

Example: if σ = 10-12 S.cm-1 and the total mobility is μ = 1 cm2/(V.s), the charge carrier 

concentration of electrons is estimated to be the following: 

𝑛 =  
𝜎𝑒
 𝜇𝑒 . 𝑒

=  
10−12 𝑆/𝑐𝑚

1
𝑐𝑚2

𝑉. 𝑠  ×  1.6 × 10
−19 𝐶

≈ 7 × 107𝑐𝑚−3 

From the computed value of Nc (1020 cm-3), we can extract the distance between the band edge 

and Fermi level (Ec-EF): 

𝐸𝐶 − 𝐸𝐹 = ln (
𝑛

𝑁𝐶
) × 𝑘𝐵𝑇 = −ln(

7 × 107

1020
) × 8.62 × 10−5𝑒𝑉/𝐾 × 300 𝐾 ≈ 0.8 𝑒𝑉 
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Annex 11 - Formation energy diagrams computed for all chemical limits. The diagrams show all 

computed defects. The black dashed lines represent valence and conduction bands computed 

using HSE. The green dashed lines represent initial valence and conduction bands computed 

using GGA. The red dashed line is the Fermi level at equilibrium. C1-12 symbols refer to the 

chemical limits, they can be all found in Annex 12. 
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Annex 12 - Thermodynamically stable chemical limits and corresponding atomic chemical 

potentials computed for each solid electrolyte. 

 

  

SE Chemical Limit Chemical potentials /eV S/O Li EF eq /eV DLmin /eV DLmax /eV 

LiTi2(PO4)3               

C1 O2-Ti5(PO5)4-TiO2 Li -6.51 O -4.94 P -15.06 Ti -18.45 rich poor 0.81 0.71 1.15 

C2 O2-Ti5(PO5)4-TiP2O7 Li -6.57 O -4.94 P -15.01 Ti -18.49 rich poor 0.80 0.72 1.09 

C3 P-Ti5(PO5)4-TiO2  Li -4.58 O -8.79 P -5.41 Ti -10.74 poor rich 2.81 2.66 3.08 

C4 P-Ti5(PO5)4-TiP2O7 Li -4.65 O -8.78 P -5.41 Ti -10.81 poor rich 2.79 2.66 3.01 

C5 Li3PO4-LiTiPO5-O2 Li -6.03 O -4.94 P -15.18 Ti -18.51 rich poor 0.80 0.58 1.63 

C6 LiTiPO5-O2-TiO2  Li -6.06 O -4.94 P -15.21 Ti -18.45 rich poor 0.81 0.60 1.60 

C7 Li3PO4-LiTiPO5-P Li -4.08 O -8.84 P -5.41 Ti -10.69 poor rich 2.82 2.44 3.58 

C8 LiTiPO5-P-TiO2 Li -4.10 O -8.85 P -5.41 Ti -10.62 poor rich 2.85 2.48 3.56 

C9 Li3PO4-Li4P2O7-O2 Li -6.12 O -4.94 P -14.92 Ti -18.86 rich poor 0.75 0.51 1.54 

C10 Li4P2O7-O2-TiP2O7 Li -6.23 O -4.94 P -14.68 Ti -19.15 rich poor 0.69 0.47 1.42 

C11 Li3PO4-Li4P2O7-P  Li -4.22 O -8.74 P -5.41 Ti -11.25 poor rich 2.64 2.23 3.44 

C12 Li4P2O7-P-TiP2O7 Li -4.38 O -8.64 P -5.41 Ti -11.73 poor rich 2.54 2.14 3.28 

LiGe2(PO4)3               

C1 Ge5P6O25-GeO2-Li4P2O7-O2 Li -6.18 O -4.94 P -14.79 Ge -10.90 rich poor 0.89 0.64 1.82 

C2 Ge5P6O25-GeP2O7-Li4P2O7-O2 Li -6.21 O -4.94 P -14.72 Ge -10.98 rich poor 0.87 0.67 1.79 

C3 Ge-Ge5P6O25-GeO2-Li4P2O7 Li -4.61 O -8.08 P -6.93 Ge -4.62 poor rich 2.71 2.02 3.39 

C4 Ge-Ge5P6O25-GeP2O7-Li4P2O7 Li -4.63 O -8.11 P -6.78 Ge -4.62 poor rich 2.71 2.03 3.38 

Li7La3Zr2O12               

C1 La2O3-Li2O-Li6Zr2O7-Zr3O Li -1.96 O -11.05 La -5.49 Zr -8.58 poor rich 4.29 3.92 4.65 

C2 La2O3-Li2O-Li2O2-Li6Zr2O7 Li -4.8 O -5.323 La -14.08 Zr -20.04 rich poor 1.19 0.88 1.79 

C3 La2O3-La2Zr2O7-Li2O2-Li6Zr2O7 Li -5.1 O -5.061 La -14.47 Zr -20.17 rich poor 1.01 0.75 1.52 

Li3PO4               

C1 Li2O2-O2 Li -5.20 O -4.936 P -17.64     rich poor 1.78 0.00 3.49 

C2 Li4P2O7-P Li -4.22 O -8.74 P -5.41     poor rich 3.01 1.74 4.63 

C3 Li4P2O7-O2 Li -6.12 O -4.94 P -14.92     rich poor 1.32 0.00 2.73 

C4 Li2O-Li3P  Li -2.60 O -9.77 P -6.13     poor rich 4.34 2.41 5.72 

C5 Li2O-Li2O2 Li -4.8 O -5.323 P -17.26     rich poor 1.97 0.03 3.49 

C6 LiP7-P Li -3.17 O -9.52 P -5.41     poor rich 3.92 2.16 5.67 

C7 Li3P7-LiP7 Li -3.08 O -9.59 P -5.42     poor rich 4.01 2.23 5.77 

C8 Li3P-LiP Li -2.78 O -9.77 P -5.59     poor rich 4.25 2.41 5.90 

C9 Li3P7-LiP Li -2.84 O -9.74 P -5.52     poor rich 4.20 2.38 5.93 

LiPO3               

C1 P-P2O5 Li -5.18 O -8.37 P -5.41     poor rich 3.16 2.76 3.95 

C2 O2-P2O5 Li -6.90 O -4.936 P -14.01     rich poor 1.47 0.70 2.23 

C3 Li4P2O7-P Li -4.39 O -8.64 P -5.41     poor rich 3.30 2.55 4.45 

C4 Li4P2O7-O2 Li -6.2 O -4.936 P -14.67     rich poor 1.73 0.90 2.56 

Li3PS4 
           

   

C1 Li2S-LiS4 Li -4.05 S -4.53 P -7.50   rich poor 1.29 1.16 1.95 

C2 Li2S-P Li -3.63 S -5.37 P -5.41   poor rich 1.76 1.49 2.37 

C3 LiS4-P2S7 Li -4.27 S -4.48 P -7.05   rich poor 1.37 1.29 1.73 

C4 P-P4S3 Li -3.94 S -5.14 P -5.41   poor rich 1.64 1.55 2.06 

C5 P4S3-P4S7  Li -4.05 S -5.03 P -5.49   poor rich 1.63 1.56 1.95 

C6 P2S5-P2S7 Li -4.22 S -4.77 P -6.03   rich poor 1.54 1.48 1.78 

C7 P4S7-P4S9 Li -4.14 S -4.91 P -5.70   poor rich 1.59 1.54 1.86 

C8 P2S5-P4S9 Li -4.19 S -4.84 P -5.87   poor rich 1.57 1.51 1.81 
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