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Résumé

La détection d’insatisfaction basée sur les notes de progression rédigées par des soignants de
la santé domestique attire de plus en plus d’attention en tant que méthode de sondage, ce
qui aidera à réduire le taux de rotation du personnel soignant. Nous proposons d’étudier
la détection d’insatisfaction du soignant comme un problème de classification binaire (le
soignant est susceptible de quitter ou pas).

Dans ce mémoire, les données réelles de six mois recueillies à partir de deux agences de
soins à domicile sont utilisées. Après avoir montré la nature des données et le prétraitement
des données, trois tâches de classification avec des granularités d’échantillonnage différentes
(par note, par période et par soignant) sont conçues et abordées. Différentes combinaisons
d’hyper-paramètres d’étiquetage sont soigneusement testées. Différentes méthodes de dé-
coupage sont couvertes pour montrer les limites des performances théoriques des modèles.
L’aire sous la courbe ROC est utilisée pour évaluer les limites des approches mises en place
que nous aurons mis en place. Les 6 ensembles d’attributs textuels et statistiques sont com-
parées. Enfin, les caractéristiques importantes des résultats sont analysées manuellement et
automatiquement.

Nous montrons que les modèles fonctionnent mieux "par note" et "par période" que "par
soignant" en termes de classification des notes. L’analyse manuelle montre que les modèles
capturent les facteurs d’insatisfaction bien qu’il y en ait assez peu. L’analyse automatique
n’exprime cependant aucune information utile.

Mots-clés: Détection d’insatisfaction, santé à la maison, rotation, note de
progression, fouille de texts, classification de texte.
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Abstract

Dissatisfaction detection based on the home health caregiver’s progress note draws more and
more attention as a probing method, which will help lower down the turnover rate. We
propose to study the detection of dissatisfaction of health caregiver as a binary classification
problem (the caregiver is likely to "leave" or "stay").

In this master thesis, the real six-month data collected from two home care agencies are
used. After showing the nature of the data and the prepossessing of data, three classifi-
cation tasks with different sample granularity (note wise, period wise and employee wise)
are designed and tackled. Different combinations of labeling hyper-parameters are tested
thoroughly. Different split methods are covered to show the theoretical performance bound-
aries of the models. The under the ROC curve area (AUC) scores are reported to show the
description ability of each model. The 6 sets of textual and statistical features’ performance
are compared. Lastly, the important features from the results are analyzed manually and
automatically.

We show that models work better on note wise and period wise than employee wise in
terms of classifying the notes. The result of manual analysis shows the models capture the
dissatisfaction factors, although there are quite few. The result of automatic analysis doesn’t
show any useful information.

Keywords: dissatisfaction detection, home health, turnover, progress note,
text mining, text classification.
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Introduction

During the COVID-19 pandemic, Quebec has been one of the most affected provinces in
Canada. Home care staffs play a key role to reduce pressure on the hospital system in the
era of COVID-19. By 2050, people over the age of 60 are expected to be doubled [42]. It
asks the home healthcare industry to hire and retain high quality home care workers to meet
growing demands.

Among the issues raised, staff turnover is a major problem in the home healthcare indus-
try. The caregiver turnover/churn rate1 has reached 65.2% in 2020 [34]. Limited caregivers
and high turnover rates can bring a diminishing effect on healthcare infrastructure and be
very challenging.

In a context where the work of the caregivers is particularly based on a relationship
of trust with the patients, the prevention of turnover is crucial for the continuum and the
quality of the care provided. Losing a caregiver worker therefore has negative impact for all
the actors involved: the quality of care is affected, the schedules are upset, and it may even
happen that some visits are cancelled due to a lack of staff.

In this research, we collaborated with an industrial partner, AlayaCare, specializing in
the design of integrated software for home care. As its survey revealed [16], 53% of the
respondents believe the caregiver shortage is the main barrier in their business. About 60%
home care agencies agree that COVID-19 makes the situation worse for most of them [17].

Some popular economic solutions are motivating employees with raises, benefits and
other compensations, but this might not be the silver bullet. Zeytinoglu [44] found only the
23.7% and 10.3% personal support workers left agencies due to the dissatisfaction of the pay
and benefits, respectively. However, there is a much larger degree of dissatisfaction about
other aspects, such as: the lack of support from supervisors (18.6%), lack of support from
co-workers (7.2%), lack of job security (13.4%), work-related stress is (12.4%).

Conventionally, agencies use some "passive" methods to collect and diagnose the dissatis-
faction, e.g.: survey, in-person communication, etc. It means the agencies have to passively
rely on the caregivers to report their dissatisfaction. We suggest an "active" method to de-
tect them based on narrative progress notes by using natural language processing (NLP)
1Turnover rate is the percentage of employees that leave during a certain period of time.



algorithms. During each visit, caregivers are supposed to note their work content, patients’
clinical status and achievements. Some of them will type the notes into the AlayaCare sys-
tem by themselves, others will get help from the coordinates for the input work. Notes are
either in English or French, which depends on the different agencies. In our research, we
work on the English notes solely. The idea of detection of the dissatisfaction from narrative
text is not new. Researchers reported their dissatisfaction detection work by extracting the
info from product reviews, surveys, social media posts etc. However, there’s no related work
been done with progress note yet.

The aim of this research is to develop a tool helping to diagnose employee dissatisfaction
based on the progress notes. This tool will allow home healthcare agencies to be proactive
in managing staff turnover. It will allow them to identify the irritants in the daily work of
the staff, as well as the causes that may lead to resignations. It will then be directly used in
planning the work of employees with the aim of providing a work environment that better
meets expectations.

The questions we try to answer are :
• Can we detect the caregivers’ dissatisfaction from the notes?
• What are the factors/indicators for the detection in the note?
• Are these indicators causes or just results?

We show that classifier we trained is able, under some assumptions, to correctly classify
the note. It may even be used to deliver important indicators.

This thesis begins by presenting related work. Following this, it explains the corpus,and
the data cleaning process we conducted. It then presents the assumptions, the data labelling,
three sub-tasks and the evaluation. Subsequently, it explores the classification performance
of our experiments and the dominant features.
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Chapter 1

Literature Review

Global healthcare systems have been impacted by the aging population. This environment
is experiencing a shortage of skilled healthcare workforce [9, 28]. Moreover, the average
turnover rate in home care sector is about double or triple the rate in other healthcare
sectors [44]. Amid the COVID-19, the psychological distress and the turnover intentions
have increased [24]. The home care agencies have to ensure an attractive environment. The
impact of employee dissatisfaction is multiple: on the health of the caregivers themselves
but also on the quality of services offered to patients [40, 27, 30]. Detecting caregiver’s
dissatisfaction is a critical piece in the puzzle which helps to understand and resolve the
caregiver turnover problem.

Qualitative methods and psychometric tools are used in the majority of work in the
literature. There is the work of assessing the relationship between employee dissatisfaction
and their response to this dissatisfaction [41] and on the reasons for dissatisfaction [8]. The
satisfaction rate of healthcare worker in hospitals in the United States are often measured by
Satisfaction of Employees in Health Care (SEHC) survey. The model covers some elements,
such like: the workplace experience, the communication with supervisors and managers, and
the relationship with colleagues. These elements are very similar to those used in industry
in general.

The employee’s voice can be heard not only in the surveys, but also in the posts on social
media. Goldberg and Zaman [5], for example, show how textual analysis of indeed.com
reviews is useful to identify the most pressing issues of employee dissatisfaction. The online
employee reviews posted on jobplanet.co.kr are used in the work of Jung and Suh [21] to
identify job satisfaction factors. Data captured on Twitter [15] have been analyzed to show
the effect of the compensation on job satisfaction.

Although the avenues provided by these researches are promising for probing the dis-
satisfaction of home care employees, the work environment of workers is very different in



form and nature. First of all, many employees arrange their own schedules, so their punc-
tuality is not related to their work attitude. In addition, they sometimes arrange the case
load according to their needs to achieve the work-life balance. The supervisor-supervisee
relationship therefore remains limited. Likewise, they have few meetings and less interaction
with colleagues.

Hertz and Lahrichi [1] did the only work which relates to employee satisfaction in a
Quebec home care context. This work has a completely different objective, though. It
discusses the balance of the workload in the different areas by reviewing the territorial
division of a home care organization. The management team shows that this balance is the
major source of dissatisfaction. Home care agencies regularly plan the home care routes
using the load balance as a criterion [11, 26]. The distance traveled and the number of visits
are generally used to measure the load balance.

Many researches detect signs of depression from text [2]. They propose different types of
classifiers via the supervised learning based on many linguistic traits. Bag-of-words model
is among the popular ones. Researchers are building up a list of specific words [27], or using
of the Linguistic Inquiry and Word Count tool [43], which counts the occurrences of words
associated with certain categories.

The majority of the depression detection researches are based on social networks such as
Twitter [14], Reddit [20] or Facebook [37]. Other common datasets are the forums where
participants discuss their symptoms or treatment [20]. The other types of writing where the
authors do not wish to reveal voluntarily their symptoms remain relatively unexplored.

Research of dissatisfaction by text mining method in the home care sector is therefore
still in the early period. It will help us to better understand the employee dissatisfaction,
to determine quantitative criteria and to compare NLP techniques in professional lingual
context.
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Chapter 2

Nature of Data

AlayaCare is a provider of Cloud-based home Healthcare software. The platform created by
AlayaCare helps home care agencies manage the entire client life circle, e.g., record patient
information, schedule the visits, assign the tasks, etc. There are some terms that we will use
often in this thesis:

• Agency/Tenant: Agencies are the home healthcare companies who buy the access
to the cloud based platforms developed by AlayaCare. In AlayaCare, agencies are
generally referred as tenants.
• Caregiver/Employee: Caregivers are the healthcare workers who are recruited by
the agencies to provide the home healthcare services. In this research, we often use
employee to refer to caregiver. Caregivers are the people who write the progress
notes.
• Patient/Client: Patients request the home healthcare services from the agencies.
Caregivers usually refer their patients as clients. Ct is short for client.

Thanks to the platform that AlayaCare created, when a caregiver from an agency comes
to a patient’s domicile, caregiver fills the relevant information on the electronic device. Mean-
while, the system will also record the relevant information into the servers. This information
includes the structured data (e.g., start date, end date, duration, travel distance, etc.) and
unstructured data (e.g., progress note). The structured data are used in another research
to detect caregivers’ dissatisfaction as well. In our research, we focus on the unstructured
data: progress notes. Each tenant keeps its own caregivers and patients. For this reason, all
the progress notes from the same tenant are naturally put together in AlayaCare’s database.
Progress notes of tenant A (data pulling time: 2019-11-21) and progress notes of tenant B
(data pulling time: 2020-04-15) are used. In addition, we have been told that crossing the
data from two tenants is prohibited, which means we have to treat the two data sources as
two separate datasets and train our models on each of them separately.



None of the progress notes is labelled. It’s one of the difficulties of this research. Each
progress notes is including the info of which employee was involved and when he/she entered
the note. Employee status ("active" or "terminated"), which can be seen as the label at
employee level, is determined by the duration of the gap between the last note’s created time
and the data pulling time.

The simplest way to get the note level label is labelling all the "terminated" employees’
notes positive and all the "active" employees’ notes negative. In this way, we assume that all
the "terminated" employees write the notes which will carry the dissatisfaction since their
first day of work. It doesn’t make much sense.

Generally, we believe that the last notes before the turn over contain some signals of
dissatisfaction. For this reason, we only mark the last notes from each "terminated" employee
as positive. All the left notes from both "terminated" employees and "active" ones can be
seen as negative. If we mark them all as negative and use them, there would be too much
negative notes and only a few positive ones. Since the employee’s work is scheduled weekly,
the amount of weeks naturally become the hyper-parameter to indicate the notes we use in
the experiments. In the Chapter Methodology, we will define the hyper-parameters which
determine the weeks of positive and negative notes. Meanwhile we will present the values of
these hyper-parameters for each experiment.

2.1. Progress Notes
The progress notes, in the AlayaCare system, are the patients’ "medical" record notes

written by the caregivers after visits. According to AlayaCare’s terminology, its tenants’
employees (e.g: personal support workers, nurses, personal speech therapist), who provide
the health care services, are caregivers1. Thus the caregivers generate various kinds of clinical
information, during one or more visits, such as: medication taken, wake-up time, bedtime
and toilet use time, progress on pronunciation etc.

Fig. 2.1 shows the authors of the 3 kinds of notes in the system. Employee notes and
patient notes won’t be used in this thesis.

Fig. 2.2 shows the data fields from a progress note file and a couple of demo records. To
protect the patients privacy, neither the users’ ids nor the note texts demonstrated in this
thesis are related to a real case.

Meanwhile, AlayaCare has run a script to anonymize the notes by substituting the peo-
ple’s names. Each name is supposed to be replaced by a place holder [PEOPLE].

1Caregivers and employees are used interchangeably.
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Fig. 2.1. Three kinds of notes and their authors’ relationship. The starting point of the
arrow indicates the author of that kind of note.

content_anonymized
user_id
tenant
created_time
updated_time
...

Progress note user_id

007
007
007
008

008
...

created_time content_anonymized

2019-10-31 18:57
2019-11-02 10:53
2019-11-02 10:56
2019-09-06 11:24

2019-09-07 12:15

Received ct in bed sleeping. Ct awake at 8:30AM
Received ct in bed awake. Ct awake at 8:30AM
Received ct in bed awake. Ct awake at 8:30AM
Client awake upon arrival. Ct had dinner served ate well
and drank some fluids.
Client awake upon arrival. Assisted to the bedroom.

Fig. 2.2. Progress note data fields and part examples. The user_id is the employee’s unique
identifier.

2.1.1. Examples

We present 3 chosen examples of progress notes. Meanwhile, the situations of typo,
missing punctuation are kept to show the real data.
Example 2.1.1. Client opened the door she had late lunch eaten well stay down the whole
client son very sick client newspaper we have conversation while playing cards she had a
goodday
Example 2.1.2. Received ct in the tv room watching tv. Later, writer offered snack but ct
said she’s fine. Assisted ct to the bedroom after watching tv. Assisted in getting ready for
bed. Oral care done.Cbd cream applied on legs with foot massage. C/o burning legs early
morning, cold bottles applied. Voided 3x the whole shift no bm. Ct still asleep at end of shift.
Example 2.1.3. Received client in his motorized wheelchair. Endorsement done. Medi-
cations taken with 2 mugs of juice and soda water. Assisted client to his reclining chair.
Personal care done and changed top and pull ups. Escorted to the dining hall for lunch.
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2.1.2. Signals of dissatisfaction

We present 3 examples that show the stress of job, which provide probably the signals of
dissatisfaction.
Example 2.1.4. [...] Mrs A doesn’t want me to go inside with her, stayed out few minutes
trying to convince her to let me in. I almost had to force myself in when she went inside.
Several times tried to persuade Mr A to take a bath and change, no success. From time to
time she asked me why I m here and if her husband knows about me... or who let me in.
Few times asked me to leave the or she will call someone. [...]
Example 2.1.5. [...] Dinner was given to ct but she didn’t eat it and became frastuated and
tried to through the plate on the ground when we were encouraging her to eat. One of the
staff said she loved bread and jam and gave it to ct with milk which ct accepted to eat. Ct
completely refused to eat her dinner. [...]
Example 2.1.6. No response on arrival at Cl’s residence, writer checked with nurse to see
if Cl came down for his meds and writer was told Cl hasn’t been seen, writer then checked
the dinning room and Cl was absent. Writer went back to Cl’s residence and knocked but
still no answer then writer went back downstairs to check again, Cl was still unseen. [...]

In Example 2.1.4, the client doesn’t refuse caregiver’s service; In Example 2.1.5, the
caregiver can’t get the client to eat by all means; In Example 2.1.6, the client is unseen.
In these examples, the caregivers don’t express explicitly their dissatisfaction. Nevertheless
these stressful situations will affect the employees’ job satisfaction.

2.2. Employee status
Employees write the notes of their visits. Each note doesn’t necessarily relate to a specific

visit. In other words, there’s no 1-to-1 mapping between the progress notes and the visits.
It adds up to the difficulty of the task of labelling data.

Based on the rules recognized by AlayaCare, we gave all the employees who didn’t write
a note within the last three months (90 days from the time of pulling data) the "terminated"
status, while an employee who did write a note received the "active" status. Fig. 2.3 illustrates
the method.

2.3. Data cleaning
Data A and data B are two sets of data coming from two different tenants, respectively

tenant A and tenant B. From Table 2.1, we can tell that Data A (110k notes) is about 3
times bigger than Data B (38k notes).

Since we rely on the created_time to decide the employee’s status as "active" or "termi-
nated", the notes missing created_time value are removed in our data cleaning process. Due
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Fig. 2.3. Method for labelling the employee status.

Data A Data B
# of notes # of employees # of notes # of employees
110,095 523 37,531 501

Table 2.1. Number of notes and employees

to the fact that AlayaCare was supposed to pull the last 6 months notes of each employee,
all the notes of each employee outside his/her last 6 months (184 days) range will thus be
cleaned in our prepossessing. As shown in Table 2.2, about 15% of records are cleaned in
Data A, meanwhile Data B is not affected at all. The cleaning process didn’t affect the
number of employees.

Statistics Data A Data B
Before cleaning 110,095 37,531
# of notes missing created_time 2,896 0
# of notes outside the last 6 month 17,158 0
After cleaning 90,041 37,531
Table 2.2. The types and numbers of invalid records.

2.4. Dataset metadata Profile
As shown in Fig. 2.4, in both Dataset A (90k notes) and Dataset B (38k notes)2, about

20% of employees wrote about 60% of the notes.
In Fig. 2.5 the weekly total number of notes rises to a relatively high level, which is about

5 times larger than in the past, in both datasets after September 2019. One reason might be
2For the convenience, we name the Data A and Data B after data cleaning respectively as Dataset A and
Dataset B.
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(a) Dataset A (b) Dataset B

Fig. 2.4. Rankings of employees by number of notes

that tenants are modifying their habits in using AlayaCare’s tools and are becoming more
interested in collecting data about caregivers.

(a) Dataset A (b) Dataset B

Fig. 2.5. weekly total number of notes distribution

Table 2.3. gives the detailed numbers of records in "terminated" and "active" status in
Dataset A and Dataset B. The employees with "active" status wrote more notes than those
with "terminated" status in both datasets.

Dataset A Dataset B
Status # of notes # of employees # of notes # of employees

Terminated 41,096 337 15,969 301
Active 48,945 186 21,562 200
Total 90,041 523 37,531 501
Table 2.3. Number of notes and employees with different status

We define a note time span of an employee as the time duration between his/her first note
and last one in our data. The note time span distribution in Fig. 2.6 shows the employees with
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the "active" status have commonly longer note time span than those with the "terminated"
status.

(a) Dataset A (b) Dataset B

Fig. 2.6. The distribution of the length of note time span. A violin plot is the combination of
kernel density estimation and the box plot. It illustrates the distribution meanwhile it shows
the median (Q2, indicated by the white spot), first and third quartile (Q1 and Q3, indicated
by the lower and upper edge of the thick box), the interquartile range (IQR, indicated the
length of the thick box) and the lower and upper extreme (min and max, indicated by the
lower and upper edge of the thin box). It shows the median values of time span are for
Dataset A around 170 days (active) and around 150 days (terminated); and for Dataset B
around 160 days (active) and around 120 days (terminated).

2.5. Normalization of note texts
Some notes are in the HTML format. It seems that the employees may have the freedom

to add different styles to the note text with a rich text editor. The style related tags or html
special characters include:

• HTML tag (e.g. <p>, <div>, <br>)
• HTML entitie (e.g. &nbsp, &lt, &gt)

Although these HTML tags and entities may indicate personal emotions, we decided to
remove them from the text. We also removed all the carriage returns before the tokenization,
though there is an idea suggesting that they may as well relate to job dissatisfaction. Finally,
the date info in the text is also removed due to possible bias.

2.6. Length of Note Text
The length of note text, which is the amount of tokenized terms, varies a lot among

different records. Some employees tend to write longer notes than others. In the treemap of
Fig. 2.7, the size illustrates the number of notes and the color indicates the average length
of the notes for each employee and label group.
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We observe:
• The background color of "active" and "terminated" groups are almost the same, which
tells us that active employees wrote on average notes of similar length as terminated
employees.
• The size of the "active" group is larger than that of the "terminated", which tells that
the active employees wrote on average more notes than terminated employees.
• The background color of most employees are "light green", which tells us that the
average text length of most employees is inferior to 200.
• There is no "dark blue" on the "active" employee side, which tells us that those
extreme outliers (Dataset A: text_len > 400 , Dataset B: text_len > 350) usually
show up among the terminated employees.
• The rectangles with different background colors distribute relatively evenly3, which
tells us the average text length distributes relatively evenly among the employees
with different numbers of notes.

3They are sorted in descending order of area and positioned from left to right, from top to bottom.

32



(a) Dataset A

(b) Dataset B

Fig. 2.7. The number of notes and average note length of each user. Sorted by the number
of notes within each "active" and "terminated" class. In each class, the user with most
number of notes is at the top-left corner and the user with least number of notes is at the
bottom-right corner.
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Chapter 3

Methodology

3.1. Data preparation
As often in a concrete project, data do not come prepared, and we spent great efforts

into engineering representative tasks.

3.1.1. Assumptions

The progress note is not a complete record of a patient’s key clinical data and medical
history. In other words, the employees are not supposed to express explicitly their own
emotions nor dissatisfactions in the progress notes. Even so, it shows that the employees are
stating the information in a diplomatic and factual manner.

This project is based on a few assumptions.
Assumption 1. The progress notes will provide a signal to predict employees’ job dissatis-
faction.

There are two kinds of "signals" we expect to detect in the data:
• The changes of language style, which is brought unconsciously into the progress notes
by employees when their job dissatisfaction is growing.
• The factors about patient care and work environment, which are considered the
direct causes of job dissatisfaction. The factors are: bad outcomes related to patients,
insufficient patient response, verbal abuse received, poor cooperation with co-workers,
etc. [29]

Assumption 2. The employee’s job dissatisfaction will lead to a turnover in the near future.

Without an objective measure of the degree of the job dissatisfaction of each employee,
we assume each employee carried a job dissatisfaction by observing his/her termination. We
assume that job dissatisfaction and intention to leave are the same. We ignore there are some
employees who keep working for a long time (≥ 3 months) while feeling job dissatisfaction.



We assume that the process of getting job dissatisfaction is one directional: As soon as an
employee gets it, he/she will never get rid of it.
Assumption 3. The active employees won’t stop writing notes for more than 90 days.

With these assumptions, we may separate the employees into two groups "active" and
"terminated" by only observing the interval between the date when they wrote last note and
the date of pulling date.

3.1.2. Data labelling

Assumption 3 helps us label the employees easily by two classes positive (terminated)
and negative (active). In section 2.2 we presented that how can we decide the employee’s
status. The employee’s status "active" or "terminated" are considered as the classes for each
employee. Fig. 2.3 illustrates the labelling process.

Since employees don’t necessarily carry the job dissatisfaction from their first day of
work, we also consider labelling the notes. In other words, we assign each note to a class,
either positive (related to terminated) or negative (related to active).

There are two possible boundaries which correspond to two different perspectives of
analysis. As shown on the left in Fig. 3.1, from a temporal perspective, we may consider
a terminated employee’s historical notes as negative data. And we consider those recent
notes, whose created_time is closer to termination date, as positive. From the tenant
level perspective, we label the active employees notes as negative data instead, and the
terminated employee’s recent notes as positive. Meanwhile, the historical notes are not
taken into account.

....

....

time

employee A

employee B

time

employee A

employee B

....employee C employee C

....

....
....

Negative data Positive data Other

temporal perspective tenant level perspective

Fig. 3.1. Labelling the data from two different perspectives. Employee A has a terminated
status while employees B and C have an active one.
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We choose to label this imbalance of the data (many blue only a few orange) as shown in
Fig. 3.2 combining these two perspectives. It is simply labelling the terminated employee’s
recent notes as positive and the other notes as negative.

....

....

time

employee A

employee B

....employee C

Negative data Positive data

temporal perspective

tenant level
perspective

Fig. 3.2. Method used to label the data.

There’s probably a transition phase between the negative and positive notes from a
terminated employee. We have no way to measure it. We suggest a safety phase between
them. It is the data that we won’t include in the final dataset. In other words, data marked
as safety phase are not used in the training nor testing. This phase of data are shown as
grey rectangles in Fig. 3.3.

a terminated
employee

.... ....

.... .... ....

time

Fig. 3.3. The safety period for a terminated employee.

The recent data, which is close to the data pulling time, of an active employee carries
uncertainty. The unseen future data coming after the data pulling time may affect the label
of the recent data as shown in Fig. 3.4. There are two possibilities for the unseen data:

• This active employee remains as an active employee.
• This active employee becomes a terminated employee.

For this reason, we will put the active employees’ recent data in a safety phase, as
shown in Fig. 3.5. It means we don’t use them in the training nor testing.

There are 3 train/test split related hyperparameters. We align the recent part of a
terminated employee’s note timeline and an active employee’s note timeline by their last
notes, as shown in Fig. 3.6. The 3 hyperparameters are:
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time

................. ?
an active
employee

Data pulling time

unseen data

(positive
or negative)

Fig. 3.4. Uncertainty for the unseen data of an active employee. For an active employee,
there are always some notes which are written by the employee and close to data pulling
time (within 90 days). Sometimes the notes quite approach to the data pulling time. This
part of notes is indicated in the green box. After data pulling time, the employee’s status
is uncertain (active or terminated). The note marked by a question mark, after the data
pulling time, can be either negative or positive. Since we assume there would be a transition
phase between the negative and positive notes from a terminated employee, the labels of this
part of notes can be uncertain.

time

................. ?

................. ....

................. .................or

Remains as an active employee Becomes a terminated employee

an active
employee

Data pulling time

?

Fig. 3.5. Safety period for an active employee.

• n : The total number of weeks of data for each employee we bring into our dataset.
• p : The number of weeks of data labelled as positive data.
• st : The number of weeks of data in the safety phase.

We use a short code format to mention the hyperparameters easily. We illustrate it in
Fig.3.7. The first digit is n in black; the second one is p in orange; and the third is st in
grey.
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a terminated
employee

time

.... .... ....

an active
employee ............... ....

n

pst Negative data

Positive data

Fig. 3.6. The hyperparameters related to labelling and building the data set.

The value ranges of the hyperparameters are:
• n ∈ {1,2,3,4}
• p ∈ {1,2}
• st ∈ {1,2}

4-1-1

n p st

Fig. 3.7. An example of hyperparameters short code and simplified illustration

3.1.3. Tasks

Based on the labelings aforementioned, we designed 3 tasks.
The first one is to predict the class of each note. Formally, our data set is a sample S of

m items:
S = {(x(i),y(i))|i = 1,...,m} (3.1.1)

where
• x is a note record represented as a vector in Rd,
• y is the class and y ∈ {0,1} ,
• m is the number of notes.

The notes are labelled by the method disclosed in Section 3.1.2. The task is that given
a test note x, we try to predict its true class y by:

ŷ = h(x) = argmax
y∈{0,1}

{Pr(y|x)} (3.1.2)
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where h(x) is a linear binary classifier1. To identify this task more easily, we refer to it as:
Pred(Class|note).

Since notes are relatively short, in terms of both text length and time span, we group the
notes of each employee by week. A weekly note group of one employee is called a period of
notes. The second task is to predict the class of each period. We proposed this task based
on these considerations:

• There’s a significant correlation between the job dissatisfaction and weekly working
hours. [3]
• The model will be triggered and executed weekly in AlayaCare system.
• The employees’ shifts are normally scheduled weekly.

Similarly we have the dataset S as in Equation 3.1.1, but the differences are:
• x is a period of notes represented as a vector in Rd,
• y is the class and y ∈ {0,1},
• m is the number of periods.

We refer to this task as: Pred(Class|period).
Lastly, we will predict the class of each employee. As a result, the dataset S as in

Equation 3.1.1, but the differences are:
• x is a set of employee’s notes represented as a vector in Rd,
• y is the class and y ∈ {0,1},
• m is the number of employees.

We refer to this task as: Pred(Class|employee).

3.2. Evaluation
3.2.1. Metrics

The receiver operating characteristic curve, or ROC curve is a plot with the true positive
rate (TPR) against the false positive rate (FPR) when threshold is varied. Where

TPR (True Positive Rate)/Recall/Sensitivity = TP

TP + FN
; (3.2.1)

FPR = 1− Specificity = 1− TN

TN + FP
= FP

TN + FP
. (3.2.2)

As shown in Fig. 3.8, the TPR is plotted on y axis and FPR is plotted on x axis. The
y = x line (FPR = TPR) shows the curve corresponds to the performance of the random
guessing. A single scalar value is proposed to represent the classifier performance since the
ROC curve is a two-dimensional presentation. The area under the ROC curve (AUC) is a

1The reason that we choose linear classifier in this project is that, beside reporting the evaluation result for
each task, we will analyze as well the feature importance by checking the feature weights of the classifier.
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Fig. 3.8. An ROC curve and area under the curve.

commonly accepted method since Bradley [4]. The AUC is always in the range of [0,1.0].
The y = x line which corresponds to the random guessing will has an AUC of 0.5. The
realistic classifiers should have an AUC larger than 0.5. Researchers often use AUC as a
general measure of predictiveness and it works very well in general [10].

3.2.2. Cross-validation

All Data

Training data Test data

Fold 1 2 3 4 5 6

Split 1

Split 2

Split 3

Split 4

Test data

Tuning
model

Final Evaluation

E

Fig. 3.9. Cross-validation illustration.

The labelling related hyperparameters not only plays a role in the optimization of
our model, but also provides some useful information in the task of job analysis. Dur-
ing the early stage of the experiments, I found the model is quite easy to overfit for task
Pred(Class|period) and task Pred(Class|employee) due to the small size of datasets.

41



All Data

E0

Training dataTest data

Fold 1 2 3 4 5 6

Split 1

Split 2

Split 3

Split 4

Test dataEvaluation

E9

...

Shuffle-split Shuffle-split
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Fold 1 2 3 4 5 6

Split 1

Split 2

Split 3

Split 4

Test data

Model
tunning
CV

Evaluation

Model
tunning
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Fig. 3.10. Nested Cross-validation illustration

Nested cross-validation (or "double-cross") usually helps better optimize and evaluate the
model as Stone [39] mentioned. Nevertheless, Krstajic [23] pointed out that there are even
pitfalls in nested cross-validation, and suggested repeated v-fold (or k-fold) cross-validation,
which is substantially more computationally intensive.

Cross-validation is one popular method to avoid overfitting. The common cross-validation
is presented in Fig. 3.9. The nested cross-validation (CV) add another model evaluation CV
outside of model tuning CV as shown in Fig. 3.10. During each iteration of model evaluation
CV, we do: 1) Random split the data in to train and test; 2) Apply the model tuning CV
to train and tune our model; 3) Evaluate on the unseen test data to get the evaluation Ei

with the tuned model from 2). Eventually, when all the iterations of model evaluation CV
terminates, we average all the Ei and get the final evaluation E.

In our experiments, the evaluation results from shuffle-split (random split) cross-
validation converge eventually while the number of iterations increases after being greater
than 10. For this reason, it is our choice through the whole project. Shuffle-split
cross-validation will not generalize better than repeated cross-validation but it offers a
choice between the v-fold and repeated v-fold cross-validation. It helps us avoid the small
sub-sample problem in v-fold cross-validation when v is large and the infeasible computation
in repeated v-fold cross-validation when the number of repetitions is large.

Fig. 3.11 shows the flow chart of the nested cross-validation used in this research.
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Fig. 3.11. The modelling process. (nSplits is the number of re-shuffling & splitting itera-
tions.)

3.2.3. Dataset splits

In order to select train/test splits, we applied two kinds of shuffle-split. The strategies
illustrated in Fig. 3.12. The grouped shuffle-split will make sure the data from same group
won’t show up in the training set and test set at same time.

3.2.4. Training and testing set preparation

There’s a potential risk during stratified splitting. The models may be trained by the
future data and tested on the ancient data. This data leakage will probably bring the future
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Fig. 3.12. Stratified shuffle-split and grouped shuffle-split. (Figure source: https://
scikit-learn.org/stable/auto_examples/model_selection/plot_cv_indices.html)

information to the past in a classification task. A simple way to avoid this is that we split
the data using grouped shuffle-splits, where the employees are the groups. Thus, the notes
from the employees in the testing data won’t show up in the training data and vice versa.
Since the cross-validation is used to report the performance of our models, the train/test
splitting is accomplished during the process of each iteration of the cross-validation. The
model performance based on both stratified shuffle-split and grouped shuffle-split will be
reported.

Task Training:Testing Dataset A Dataset B
train test train test

Pred(Class|Note) 80%:20% 72033 18008 30057 7514
Pred(Class|Period) 90%:10% 7640 849 6048 672
Pred(Class|Employee) 80%:20% 418 105 401 100
Table 3.1. Available samples of training and testing set for 3 tasks over two datasets.

Table 3.1 shows the available sample numbers for the 3 tasks in theory. For each
specific experiment, the training and testing set size varies due to the hyper-parameter
of each experiment. It should be noted that sample numbers are relatively small in task
Pred(Class|period) and task Pred(Class|employee) because the samples are actually some
bundles of concatenated notes.

In task Pred(Class|note), 7 different n-p-st combinations will be used on both datasets.
We took the last 8 weeks (n = 8) of notes of each user. It’s around 30% of total dataset
received. Table 3.2 listed the sample numbers for each experiment over both datasets.
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n-p-st Type Dataset A Dataset B
y=0 y=1 y=0 y=1

(8,1,1) train+valid 26392 1554 10483 638
test 6599 388 2622 159

(8,2,1) train+valid 24543 3725 9645 1490
test 6136 932 2411 373

(8,3,1) train+valid 22588 5575 8884 2330
test 5647 1394 2222 582

(8,4,1) train+valid 20410 7530 8068 3089
test 5102 1883 2017 773

(8,5,1) train+valid 18382 9709 7255 3906
test 4596 2427 1814 977

(8,6,1) train+valid 16670 11736 6421 4719
test 4168 2934 1605 1180

(8,7,1) train+valid 15092 13448 5681 5554
test 3773 3362 1421 1388

Table 3.2. Sample numbers for Task Pred( Class |note )

Negative

Positive

8-7-1

8-6-18-5-18-4-1

8-1-1 8-2-1 8-3-1

Fig. 3.13. The different combination of n-p-st with the short code for task
Pred(Class|note). E.g.: , 8-7-1 means n = 8, p = 7, st = 1.

Fig. 3.13, illustrates the n-p-st combinations used in this task with the short code format
defined in Section 3.1.2. Fig. 3.14 shows positive and negative counts of training samples on
different n-p-st combinations on two datasets. It shows, by decreasing the p value, the data
become more and more imbalanced.

In task Pred(Class|period), 11 different n-p-st combinations will be used on both Dataset
A and B. Fig. 3.15, illustrates the n-p-st combinations used in this task. Table 3.3 listed the
sample numbers for each experiment over both datasets. Fig. 3.16 and Fig. 3.17 show the
train and test dataset counts (left) and the positive/negative percentage (right).

Comparing Fig. 3.16 to Fig. 3.17, it shows that these combinations of n-p-st lead generally
to more well balanced datasets but with the same pattern on Dataset B. In both Fig. 3.16
and Fig. 3.17, the counts are the number of period (week) other than the number of notes,
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Fig. 3.14. Dataset A (left) and B (right): The visualization of the positive and negative
counts of samples on different n-p-st combinations for task Pred(Class|note).

n-p-st Type Dataset A Dataset B
y=0 y=1 y=0 y=1

(8,7,1) train+valid 941 1350 1010 1039
test 235 338 210 305

(7,6,1) train+valid 810 1231 867 939
test 210 285 213 237

(6,5,1) train+valid 698 1048 733 817
test 175 262 175 219

(6,4,2) train+valid 544 866 585 661
test 151 200 140 177

(5,4,1) train+valid 566 850 588 661
test 136 216 140 177

(4,3,1) train+valid 426 647 443 501
test 102 166 105 134

(4,1,1) train+valid 636 222 606 172
test 154 58 149 46

(4,2,2) train+valid 274 445 295 338
test 76 106 70 90

(3,2,1) train+valid 286 437 296 338
test 68 114 70 90

(3,1,2) train+valid 138 226 148 172
test 38 54 35 46

(2,1,1) train+valid 144 222 148 172
test 34 58 35 46

Table 3.3. Sample numbers for Task Pred( Class |period )

since this task is to predict the class of instead of the class of notes. The number of notes
covered in the 8-7-1 split is around 33k for Dataset A and 13k for Dataset B.

In task Pred(Class|employee), 3 different MID-FIN combinations is tested on both
datasets. Table 3.4 listed the sample numbers for each experiment over both datasets. As
we increase the MID and FIN size, which means we observe a long historic and recent
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4-3-1

5-4-1

6-4-2
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Fig. 3.15. The different combination of n-p-st with the short code for task
Pred(Class|period). E.g.: , 8-7-1 means n = 8, p = 7, st = 1.

Fig. 3.16. Dataset A: The train and test sample counts (left) and percentage (right) on
different n-p-st combinations for task Pred(Class|period).

Fig. 3.17. Dataset B: The train and test sample counts (left) and percentage (right) on
different n-p-st combinations for task Pred(Class|period).

period of note history of a user, there would be some samples which are not qualified and
be filtered out. Fig. 3.18 and Fig. 3.19 show the train and test dataset counts (left) and the
positive/negative percentage (right). In all the cases, the data are quite balanced.
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MID-FIN Type Dataset A Dataset B
y=0 y=1 y=0 y=1

2-2 train+valid 139 219 147 176
test 35 55 37 44

3-3 train+valid 137 195 144 158
test 34 49 36 40

4-4 train+valid 130 170 136 143
test 32 43 34 36

Table 3.4. Sample numbers for task Pred(Class|employee)

Fig. 3.18. Dataset A: The train and test sample counts (left) and percentage (right) on
different MID-FIN combinations for task Pred(Class|employee).

Fig. 3.19. Dataset B: The train and test sample counts (left) and percentage (right) on
different MID-FIN combinations for task Pred(Class|employee).
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Chapter 4

Models

4.1. Model paradigm
In this section, the structure and algorithm of each model will be reported. For task

Pred(Class|note), we designed a typical classification model. Fig 4.1 illustrates its structure
while Algorithm 1 demonstrates it with a pseudo code.

(a) Training

(b) Prediction

machine
learning
algorithm

input note

feature
extractor features

input note

classifier
model

feature
extractor features

note
label

note
label

Fig. 4.1. The structure of the model for task Pred(Class|note).

• During training, a feature extractor turns each input note to a feature set x. (x,y)
are fed into the machine learning algorithm to generate a linear binary classifier h(x),
as mentioned in Equation 3.1.2.
• During prediction, the same feature extractor is used to turn unseen input note to
feature sets. These feature sets are then fed into h(x), which generates predicted
labels.



Algorithm 1: The model for task Pred(Class|note)
Data: dataTrain, dataTest
Result: model_h

1 def TrainingProcess(dataTrain): // (a) Training
2 i←− 0;
3 foreach (note, label) in dataTrain do
4 (X(i), y(i))←− (ExtractFeature(note), label);
5 i←− i+ 1;
6 end
7 model_h.F it(X,y);
8 return model_h ;
9 ;

10 def PredictionProcess(dataTest, model_h): // (b) Prediction
11 i←− 0;
12 foreach note in dataTest do
13 x←− ExtractFeature(note);
14 ŷ(i) ←− model_h.Predict(x);
15 i←− i+ 1;
16 end
17 return ŷ ;
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For task Pred(Class|period), we designed two models. The first one, model A, is a
typical one. All the note text of one period are concatenated to form the input which will
pass through the feature extractor. The structure of model is shown in Fig 4.2 and pseudo
code is shown in Algorithm 2.

(a) Training

(b) Prediction

machine
learning
algorithm

input period

feature
extractor features

input period

classifier
model

feature
extractor features

period
label

period
label

Fig. 4.2. The structure of model A for task Pred(Class|period)

Algorithm 2: Model A for task Pred(Class|period)
Data: dataTrain, dataTest
Result: model_h

1 def TrainingProcess(dataTrain): // (a) Training
2 i←− 0;
3 foreach (period, label) in dataTrain do
4 (X(i), y(i))←− (ExtractFeature(period), label);
5 i←− i+ 1;
6 end
7 model_h.F it(X,y);
8 return model_h ;
9 ;

10 def PredictionProcess(dataTest, model_h): // (b) Prediction
11 i←− 0;
12 foreach period in dataTest do
13 x←− ExtractFeature(period);
14 ŷ(i) ←− model_h.Predict(x);
15 i←− i+ 1;
16 end
17 return ŷ ;

The second model for task Pred(Class|period), model B is a variant of model A. The
structure of model is shown in Fig 4.3 and pseudo code is shown in Algorithm 3.

51



• During training, a feature extractor turns each input note to a feature set x . (x,y)
are fed into the machine learning algorithm to generate a linear binary classifier h(x).
• During prediction, each note included in the unseen period will pass through the
same feature extractor, and be turned into a group of feature sets. These feature sets
are then fed into h(x), which generates predicted labels for each note. Subsequently,
all the note labels within that period will do the "majority vote" and output the
predicted period label.

(a) Training

(b) Prediction

note
label machine

learning
algorithm

input note

feature
extractor features

input period

featuresinput note

classifier
model

feature
extractor featuresinput note

featuresinput note

note
label

note
label

note
label

majority
vote

period
label

... ... ...

Fig. 4.3. The structure of model B for task Pred(Class|period)
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Algorithm 3: Model B for task Pred(Class|period)
Data: dataTrain, dataTest
Result: model_h

1 def TrainingProcess(dataTrain): // (a) Training
2 i←− 0;
3 foreach (period, label) in dataTrain do
4 foreach note in period do
5 (X(i), y(i))←− (ExtractFeature(note), label);
6 i←− i+ 1;
7 end
8 end
9 model_h.F it(X,y);

10 return model_h ;
11 ;
12 def PredictionProcess(dataTest, model_h): // (b) Prediction
13 i←− 0;
14 foreach period in dataTest do
15 (votes, j)←− (0, 0);
16 foreach note in period do
17 x←− ExtractFeature(note);
18 ŷ ←− model_h.Predict(x);
19 votes←− votes+ ŷ;
20 j ←− j + 1;
21 end
22 ŷ(i) ←− round(votes/j); // majority vote
23 i←− i+ 1;
24 end
25 return ŷ ;
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For task Pred(Class|employee), we use 2 types of periods: MID period and FIN period.
MID periods located in the middle and FIN periods at the end of an employee’s note time
span. MID and FIN are two integer hyperparameters. The MID1 periods contribute some
contextual attributes to the features meanwhile the FIN periods bring in some triggering
attributes. All the note text of one type of period are concatenated to form the input which
will pass through the feature extractor. The features extracted from these two kinds of period
will be eventually concatenated. For one sample, suppose MID feature = (x1,x2,...,xd),
FIN feature = (x′1, x′2,...,x′d), then the final feature is:

Final feature = (x1,x2,...,xd,x
′
1, x
′
2,...,x

′
d)

Fig. 4.4 illustrates these two kinds of periods. This model is illustrated in Fig.4.5.

an employee’s
note timeline

MID FIN

... ...... ...

time

0.5l

l

Fig. 4.4. The MID and FIN periods in the model for task Pred(Class|employee). By
putting an employee’s all the notes on a timeline, we mark the time span of the notes as
l which indicates the time duration between the created time of employee’s first note and
the last note in the dataset. 0.5l indicates the time duration between the created time of
employee’s first note and the "middle point" note, which is located or close to the middle
point of the time span. We call the periods which include last note and the "middle point"
note as last period and middle period respectively. Suppose this employee’s note include q
periods in total. The periods are sequentially numbered as 0,1,2, . . . ,p, . . . ,q where p is the id
of middle period and q is the id of last period. The periods whose id are from {p−MID−1,
p −MID − 2, . . . , p − 1, p} are marked as MID periods. The periods whose id are from
{q − FIN − 1, q − FIN − 2, . . . , q − 1, q} are marked as FIN periods.

1We use MID and FIN to mention the value of the hyperparameter, while using MID and FIN to mention
the type of the period.
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Fig. 4.5. The structure of the model for task Pred(Class|employee)
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Algorithm 4: The model for task Pred(Class|employee)
Data: dataTrain, dataTest
Result: model_h

1 def TrainingProcess(dataTrain): // (a) Training
2 i←− 0;
3 foreach (employee, label) in dataTrain do
4 x_MID ←− ExtractFeature(employee.MID_periods);
5 x_FIN ←− ExtractFeature(employee.FIN_periods);
6 (X(i), y(i))←− (Concatenate(x_MID, x_FIN), label);
7 i←− i+ 1;
8 end
9 model_h.F it(X,y);

10 return model_h ;
11 ;
12 def PredictionProcess(dataTest, model_h): // (b) Prediction
13 i←− 0;
14 foreach employee in dataTest do
15 x_MID ←− ExtractFeature(employee.MID_periods);
16 x_FIN ←− ExtractFeature(employee.FIN_periods);
17 x←− Concatenate(x_MID, x_FIN);
18 ŷ(i) ←− model_h.Predict(x);
19 i←− i+ 1;
20 end
21 return ŷ ;
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4.2. Features extraction
We considered a number of features typically used in related works.

4.2.1. Statistical Features

We selected 6 features in total: 5 basic statistical features mentioned by Kriz et al. [22]
in the "Text length characteristics" part; 1 feature related to punctuation. They are:

• Number of sentences
• Number of tokens
• Number of characters
• Average sentence length (Number of tokens divided by number of sentences)
• Average token length (Number of characters divided by number of tokens)
• Number of quotation marks

Kriz et al. used the first 5 basic features in the task of Native Language Identification. It
shows that these features are able to measure the different writing styles. We believe that
when employees write the progress notes with dissatisfaction, their writing styles would also
be different. The employees quote sometimes directly the patients’ words. They implicitly
show their agreement or disagreement of patient’s words in this way. For this reason, we
added the number of quotation marks as a feature as well.

4.2.2. VADER Features

VADER is a popular rule-based model for sentiment analysis tasks. It performs even
better than individual human raters in one of its authors’ experiments [19]. VADER brings
us 4 features:

• Positive (pos) score
• Neutral (neu) score
• Negative (neg) score
• Compound (compound) score

The pos, neu, and neg scores are percentages for parts of text (tokens, expressions,
punctuations) that belong to each category. And pos + neu + neg = 1. The compound
score is computed by adding the adjusted sentiment ratings scores2 of each word, and then
normalized to be between -1 (most extreme negative) and +1 (most extreme positive), as
shown in Fig 4.6.

Jung and Suh [21] showed the importance between the sentiment and 9 job satisfaction
factors they spotted from online employee reviews. It shows that the sentiment analysis
relates to the dissatisfaction detection.

2From 10 independent human raters.
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Fig. 4.6. The normalized VADER compound score

4.2.3. LIWC Features

Linguistic Inquiry and Word Count (LIWC) 2015 dictionary consists 73 categories. Fur-
thermore it contains about 6600 words and stems. Each of them belong to one or more
categories. Pennebaker claims that LIWC2015, on average, holds over 86% of the words
people use [33].

There are about 260 words on average in each category. But as shown in Fig 4.7, the
numbers varies a lot.

Fig. 4.7. The number of words/stems which belong to each category in LIWC2015
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In this project, for each category, I count the words of a given text that fall into the
category and divide the count by the total number of words of the text.

De Choudhury and Counts [6] showed that it is effective to measure positive affect and
negative affect by LIWC. And the work-life imbalance dissatisfaction could cause the pos-
itive affect decreasing after-hours. This shows that LIWC may be a measurement of job
dissatisfaction in some cases.

4.2.4. Language Model Features

Language model is a statistical model. Given a sentence w1, . . . ,wm, a language model
gives a probability P (w1, . . . ,wm) to this sentence. By applying the chain rule, we have:

P (w1, . . . ,wm) =
m∏

i=1
P (wi | w1, . . . ,wi−1)

With a n-gram approximation, it can be rewritten as ∏m
i=1 P (wi | wi−(n−1), . . . ,wi−1).

I take a short sentence from the notes as an example.
Example 1.

<s> Received client awake @21:40hr nurse given night meds . </s>
1 2 3 4 5 6 7 8 9 10 11

It’s a sentence with 11 terms including the inserted <s> and </s>. They indicate respec-
tively the start and the end of a sentence. That is to say, that we observe the preceding
n− 1 words instead of the preceding i− 1 words when we calculate the probability of the ith

word. For example, as shown in Table 4.1, the probability of the term "given" is calculated
as p(given | nurse) with bigram3 other than p(given | <s> Received client awake ... nurse).

Position Term Log Probability n-gram Context
1 <s> NA NA
2 received -0.70 p (received | <s>)
3 client -0.18 p (client | <s> received)
4 awake -1.42 p (awake | <s> received client)
5 @21:40hr -5.53 p (@21:40hr)
6 nurse -2.81 p (nurse)
7 given -2.43 p(given | nurse)
8 night -1.10 p (night | nurse given)
9 meds -0.61 p (meds | nurse given night)
10 . -0.81 p (. | night meds)
11 </s> -1.94 p (</s> | .)

Table 4.1. The probability of each term in Example 1. The colour of position number
indicates the corresponding bin in Fig 4.8.

3n-gram, where n=2
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After calculating the log probability of each term in a sample by the language model,
I chose 8 features: 3 statistical metrics and 5 slice-score based on these probabilities. The
3 statistical metrics are: average, max and min of the term probabilities. The 5 slice-score
(SLC1, . . . ,SLC5) is simply the number of terms that fall into a specific bin of the histogram
of term probabilities. The histogram of Example 1 is shown in Fig 4.8 while the terms
belonging to each bin are shown in Table 4.2. Table 4.3 shows the 8 features of Example 1.

logprob

# of terms

1
0

1

5

3

-6.8
9

-5.5
1

-4.1
3

-2.7
6

-1.3
8
-0.0

007

Fig. 4.8. The histogram of term probability in Example 1. (Corpus max = -0.0007, corpus
min = -6.89)

Bin Number Bin Boundary Term Position
#1 [-6.89, -5.51] 5
#2 [-5.51, -4.13] -
#3 [-4.13, -2.76] 6
#4 [-2.76, -1.38] 4, 7, 11
#5 [-1.38, -0.0007] 2, 3, 8, 9, 10

Table 4.2. The details of the bins in histogram Fig 4.8.

Feat 1 Feat 2 Feat 3 Feat 4 Feat 5 Feat 6 Feat 7 Feat 8
average max min SLC1 SLC2 SLC3 SLC4 SLC5
-1.75 -0.18 -5.53 1 0 1 3 5

Table 4.3. The 8 features for Example 1 without normalization.

The histogram is able to summarize the information and the language model is able to
provide the likelihood of the terms. Kriz et al. [22] used the language model with a cross-
entropy score in the task. We believe this feature set will help us to detect the dissatisfaction
as well.

4.2.5. TF-IDF Features

TF-IDF ( Term frequency and Inverse document frequency) is a statistic that shows the
importance of a word to a document in a corpus. Briefly, TF-IDF is the product of TF and
IDF. It highlights the terms that appear often in a document but not so in the corpus.
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Without limitation, the dimension of TF-IDF features is the length of the vocabulary of
the corpus. It’s usually in the thousands.

In this project, I choose the top 500 terms ordered descendingly by their frequency across
the corpus since the number of terms lager than 500 doesn’t bring a significant performance
increase.

TF-IDF is widely used in the classifications of the satisfaction/dissatisfaction text, e.g.,
Forster and Entrup [13], Rehan et al [35].

4.2.6. DistilBERT Features

Bidirectional Encoder Representations from Transformers (BERT) [7] is a pretrained NLP
model developed by Google in 2018. It relies on a stack of transformers. DistilBERT [36] is
a model pretrained by a simplified BERT base. The authors claimed it’s 40% smaller than
BERT and 60% faster at inference time while keeping the almost the same performance of
BERT [36].

The vectorized output with a dimension of 768 from the DistilBERT model is taken
directly as the features.

BERT model performs well on NLP tasks which relates to the satisfaction/dissatisfaction
[31] [12].
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Chapter 5

Experiments

This chapter describes our experiments trying to resolve the 3 tasks mentioned in Section
3.1.3. The analysis will be presented in Chapter 6.

With Dataset A and B, the train-test sets are prepared separately for each task. The
"stratified" and "group" indicate the train/test splitting method. As we mentioned in sec-
tion 3.2.2, the "group" method makes sure the same user’s notes in testing dataset won’t
show up in training dataset. They show obviously the "stratified" method brings better per-
formance than the "group" method does. Generally, it will be harder for the model to tell
the true class of a user’s note without training by this user’s notes. In other words, a user’s
notes in the training data will facilitate classifying the same user’s notes in the testing data.

Suppose that we arbitrarily choose one note from the training data and one note from
the testing data from the same user. We assume there are no notes that were written by the
same user at the exact same time, then these two notes will be with two different timestamps.
With the "stratified" method, there would be two situations for these two notes:

• Situation I: Past training note and future testing note1

• Situation II: Past testing note and future training note
Meanwhile, with "group" method, none of the two situations exist. From a perspective of

a prediction system which is based on temporal data splits, the situation II should definitely
be excluded. For this reason, we believe the score of "stratified" splits is greater than the score
of temporal splits, which is greater than the score of "group" splits, by simply comparing the
metrics of their classification performance. In other words, it shows the performances of the
"stratified" and "group" splits are the upper and lower theoretical performance boundaries of
performance of the temporal splits respectively.

In section 3.1.2, three variables n,p and st were defined. For different combination of
n-p-st:

• Different number of samples will be brought into the training and testing.

1The note from the training data is written earlier than the note from the testing data.



• Different number of samples will be labelled as the positive or negative.
In addition to, the degree of the imbalance is dominated by the combinations of n-p-st.

• The small n value will lead to a small dataset.
• The small p value will lead to an imbalanced dataset split.
• The st value will lead to a "shift" of the negative data sampling.

By using this short code representation, it helps visualize these combinations in different
tasks (Fig. 3.13 and Fig. 3.15). The maximum n in our experiments is 8, which represents
8 weeks due to the computational power is limited, larger n asks for more cpu and memory
resources.

5.1. Task Pred(Class|note)

Fig. 5.1. Dataset A: AUC score with different splitting methods on different n-p-st combi-
nations. For each n-p-st combination, 12 scores are reported (6 feature sets and 2 splitting
methods). The AUC socre of the same feature set is indicated by the same color. The scores
of the different splitting methods but same feature set are distinguished by the two different
brightness of the color.

Fig. 5.1 presents the AUC score of this classification task on Dataset A. Generally the
performance of stratified split method is better than that of grouped split. It shows also the
"bert" feature outperforms other features for Dataset A. The performance of "tfidf" feature
is not farm from that of "bert". The feature "liwc" is slightly better than the baseline
(AUC = 0.5), which is the performance of the random guess. The left 3 features, which are
"vader", "stat" and "lm" doesn’t seem any better than the random guess. As we increase the
p value, the difference between the performance of stratified "bert" and grouped "bert" shows
a trend that it becomes smaller.
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Fig. 5.2. Dataset B: AUC score with different splitting methods on different n-p-st combi-
nations

Fig. 5.2 presents the AUC score of this classification task on Dataset B. It shows generally
the "tfidf" feature is the best with stratified split method for Dataset B. With grouped split
method, "tfidf" feature provides better performance over 5 ≤ p ≤ 7 and "lm" feature provides
better performance over 1 ≤ p ≤ 4. Surprisingly, as we decrease the p value, the "lm" feature
shows a trend that it provides a better performance.

n-p-st
Dataset A Dataset B
Stratified Grouped Stratified Grouped
bert tfidf bert bert tfidf liwc lm lm

8-1-1 .83 .82 .71♦ .71♦ .77♦ .65 .82 .80
8-2-1 .84 .80 .74♦ .73♦ .78♦ .64 .68 .65
8-3-1 .83 .79♦ .76♦ .74♦ .79♦ .65 .65 .63
8-4-1 .86 .79♦ .79♦ .74♦ .80 .66 .63 .61
8-5-1 .85 .82 .82 .74♦ .82 .66 .62 .60
8-6-1 .92F .84 .85 .77♦ .85 .67 .61 .60
8-7-1 .90F .86 .88 .80 .89 .71♦ .62 .60
♦’s count 0 2 4 6 3 1 0 0
’s count 5 5 3 1 4 0 1 1
F’s count 2 0 0 0 0 0 0 0
Ability Outstanding Excellent Excellent Acceptable Excellent - - -
Table 5.1. All the experiments with AUC ≥ 0.7. (♦ : 0.7 ≤ AUC < 0.8, : 0.8 ≤ AUC <
0.8, F : AUC > 0.9. )

Hosmer’s general guidelines [18] suggests:
• ( 0.5 < AUC < 0.7 ) is not better than a coin toss;
• ( 0.7 ≤ AUC < 0.8 ) is acceptable discrimination;
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• ( 0.8 ≤ AUC < 0.9 ) is excellent discrimination.
• ( AUC ≥ 0.9 ) is outstanding discrimination.

According to this guidelines, we rank the feature sets’ description ability and show them
in Table 5.1. The rank we used are Outstanding (F : AUC > 0.9), Excellent ( : 0.8 ≤
AUC < 0.8) and Acceptable (♦ : 0.7 ≤ AUC < 0.8). The order is Outstanding > Excellent
> Acceptable. One feature-split’s ability will be ranked with the highest rank whose count
greater than 1. For example:

• For Dataset A, bert-stratified provides (♦’s count=0, ’s count=7, F’s count=2).
The highest rank with the count greater than 1 is F (Outstanding). So it is ranked
as "Outstanding".
• For Dataset B, bert-stratified provides (♦’s count=6, ’s count=1, F’s count=0).
The highest rank with the count greater than 1 is ♦ (Acceptable). So it is ranked as
"Acceptable".

For Dataset B, the bert-stratified, lm-stratified and lm-grouped only reports the 0.8 ≤
AUC < 0.9 once ( ’s count is 1). Similarly, for Dataset B, the liwc-stratified only re-
ports the 0.7 ≤ AUC < 0.8 once (♦’s count is 1). It shows some randomness in these cases.
For this reason, we don’t mark the rank based on these count = 1 situations.

Feature-Split Dataset A Dataset B
bert-stratified Outstanding Acceptable
bert-group Excellent -
tfidf-stratified Excellent Excellent
tfidf-group - -

Table 5.2. Summarised feature-split ability of description for those provides at least ac-
ceptable description.

To clearly show the different feature-splits’ ability of description, we take the ability values
in Table 5.1 and list them separately in Table 5.2. All the ability values that are better than
"acceptable" are on bold. It shows clearly that the models with different feature-splits work
better on Dataset A.

5.2. Task Pred(Class|period)
In this task, for both datasets, the AUC score from 2 models with 6 feature sets by dozens

of different n-p-st combinations will be shown in 4 separate figures. The experiments results
on Dataset A are illustrated in Fig. 5.3 (model A) and Fig. 5.4 (model B). Respectively the
experiments results on Dataset B are illustrated in Fig. 5.5 (model A) and Fig. 5.6 (model
B). The ROC bars with the splitting method of "group" are stacked on the bars of the
"stratified".
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Fig. 5.3. Dataset A: AUC score by model A with different splitting methods on different
n-p-st combinations

Fig. 5.4. Dataset A: AUC score by model B with different splitting methods on different
n-p-st combinations

It shows the "stratified" method’s results generally outperform the "group" method’s.
And the experiments with feature set "tfidf" generally outperforms other features sets on
both datasets, except the model B on Dataset A. In most cases, the "group" splits gives a
lower AUC score than "stratified" one.

In Fig. 5.3, Fig. 5.4, Fig. 5.5 and Fig. 5.6, we noticed:
• Generally bigger the dataset gives better performance.
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Fig. 5.5. Dataset B: AUC score by model A with different splitting methods on different
n-p-st combinations

Fig. 5.6. Dataset B: AUC score by model B with different splitting methods on different
n-p-st combinations

• The 4-1-1 presents a low AUC score, which indicates that the both model A and B
don’t work well with imbalanced splits.
• The st seems less important than n and p. In other words, "shift" the sampling of
negative data doesn’t affect performance. E.g.:
– 2-1-1 and 3-1-2 yield the similar performance.
– 3-2-1 and 4-2-2 yield the similar performance.
– 5-4-1 and 6-4-2 yield the similar performance.
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n-p-st

Dataset A Dataset B
model A model B model A model B
Stratified Stratified Grouped Stratified Grouped Stratified
tfidf bert tfidf bert tfidf tfidf bert tfidf

2-1-1 .70♦ .72♦ .64 .73♦ .63 .62 .60 .59
3-1-2 .68 .71♦ .63 .71♦ .68 .64 .61 .61
3-2-1 .78♦ .77♦ .69 .73♦ .77♦ .65 .68 .73♦
4-1-1 .57 .53 .51 .54 .57 .54 .55 .55
4-2-2 .83 .75♦ .71♦ .73♦ .77♦ .65 .66 .72♦
4-3-1 .84 .77♦ .72♦ .73♦ .81 .66 .71♦ .77♦
5-4-1 .84 .79♦ .73♦ .74♦ .83 .67 .71♦ .77♦
6-4-2 .83 .79♦ .73♦ .73♦ .83 .67 .70♦ .77♦
6-5-1 .85 .80 .74♦ .74♦ .84 .67 .73♦ .79♦
7-6-1 .86 .87 .76♦ .83 .83 .70♦ .75♦ .80
8-7-1 .87 .89 .76♦ .86 .84 .71♦ .78♦ .82
♦’s count 2 7 7 8 2 2 6 6
’s count 7 3 0 2 6 0 0 2

Ability XLNT XLNT AXPT XLNT XLNT AXPT AXPT XLNT
Table 5.3. All the experiments with AUC ≥ 0.7. (♦ : 0.7 ≤ AUC < 0.8, : 0.8 ≤ AUC <
0.8, XLNT: Excellent, AXPT: Acceptable.)

Dataset A Dataset B
model A model B model A model B

bert-stratified - Excellent - Acceptable
bert-group - Excellent - -
tfidf-stratified Excellent Acceptable Excellent Excellent
tfidf-group - - Acceptable -

Table 5.4. The feature sets are acceptable and excellent in terms of description ability by
considering the two best AUC scores of each feature.

Table 5.3 shows the AUC score of the feature sets which performs at least as well as
"acceptable". Following Hosmer’s general guidelines [18], we rank the feature sets’ description
ability in the table. The rank we used are Excellent ( : 0.8 ≤ AUC < 0.8) and Acceptable
(♦ : 0.7 ≤ AUC < 0.8). One feature-split’s ability will be ranked with the higher rank whose
count greater than 1. For example:

• For Dataset A, tfidf-stratified with model A provides (♦’s count=2, ’s count=7).
The higher rank with the count greater than 1 is (Excellent). So it is ranked as
"Excellent".
• For Dataset B, tfidf-grouped with model A provides (♦’s count=2, ’s count=0).
The higher rank with the count greater than 1 is ♦ (Acceptable). So it is ranked as
"Acceptable".
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To clearly show the different feature-splits’ ability of description, we take the ability
values in Table 5.3 and list them separately in Table 5.4. It shows "bert" feature shines on
Dataset A, which is the much bigger one. And the "tfidf-stratified" generally perform well
on the two datasets with both models.

Dataset A Dataset B
model A model B Difference model A model B Difference

bert .588 .749 -.161 .597 .654 -.056
liwc .601 .556 .045 .622 .602 .020
lm .647 .535 .112 .642 .552 .089
stat .618 .525 .093 .567 .503 .064
tfidf .729 .664 .065 .712 .675 .037
vader .613 .491 .123 .604 .535 .067

Table 5.5. Average AUC difference between model A and model B with each feature set.

Additionally, comparing the model A and B, we noticed that model A with all the
features outperform model B except with "bert". Table 5.5 shows this difference, where
Difference = model A′s AUC−model B′s AUC. Each AUC score in this table is averaged
over all the n-p-st combinations. "bert" is with the smallest difference (only negative value).
In other words, among all the features, only "bert" feature with model B works better than
model A. The possible reason is that with the "bert" feature the model only uses the sequence
at maximum length of 5122, then the concatenated period notes in model A hides up more
information. In the meantime, "lm" and "vader" features yield the largest differences. It
shows these features work better with longer text samples.

Fig. 5.7. Dataset A (left) and Dataset B (right): The growth of AUC score becomes slowly
when the dataset count increases.

2This is due to the parameter of the pretrained BERT model we use.
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Since the feature "tfidf" works the best among other features on Dataset B, we illustrate
the growth trend of the AUC score with this feature when the counts of dataset increase.
Fig 5.7 show the growth slows down on both datasets.

5.3. Task Pred(Class|employee)
Fig. 5.8 and Fig. 5.9 show the performance with different feature sets. Obviously, "tfidf" is

the only feature which gives an "acceptable" description all the time. And the 4-4 yields the
same performance as 3-3. At the mean time, 2-2, among the threeMID−FIN combinations,
with "tfidf" is slightly better on Dataset A but slightly worse on Dataset B. The "bert" feature
only shines with 4-4 on Dataset A.

Fig. 5.8. Dataset A: AUC score on different MID − FIN combinations

Fig. 5.9. Dataset B: AUC score on different MID − FIN combinations

5.4. Conclusion of the experiment results
The feature "tfidf" is the only one that gives the description ability better than "ac-

ceptable" on both datasets for all the 3 tasks. It shows "excellent" description ability in
Task Pred(Class|note) and Pred(Class|period), and "acceptable" description ability in Task
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Pred(Class|employee). The feature "bert" gives basically "excellent" on dataset A and "ac-
ceptable" in Task Pred(Class|note) and Pred(Class|period), but very low performance in
Task Task Pred(Class|employee). Those conventional emotional analysis features such like
VADER or LIWC are far behind. It shows that in this kind of professional progress notes,
emotion detection is a hard job. It also show that the classification of the notes or periods
of notes are easier than the classification of the employees. A system built on the notes wise
or periods of notes wise will not only have a finer granularity and accuracy but also have
more training samples available.

In addition, in terms of the classifying a user’s notes, training the model with a part of
this user self’s note ("stratified" splits) always gives much better performance than training
solely with other users’ notes ("group" splits). It implies the temporal classification model
should be considered in the future research. It will help us train the model do the prediction
based on user’s historic note, which will avoid training on the "new" data and predicting the
"old" data.
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Chapter 6

Analysis

In this chapter, coefficients of the TFIDF features of the models trained in Task
Pred(Class|note) will be interpreted. According to Table 5.2, the models with TFIDF
feature and "stratified" split method are providing excellent discrimination on both datasets.
We draw the conclusion based on the trained models rather than about the true (real-world)
generative process of the data.

6.1. Coefficient variety analysis
We use the logistic regression classifier as h(x) in this research. Given a note’s vector

representation x = {x1, . . . ,xd}, the probability of Y = 1 is denoted as p = P (Y = 1).

p = S(β0 + β1x1 + · · ·+ βdxd) (6.1.1)

Where the β0, . . . ,βd are the regression coefficients and S is the e based sigmoid function.
The binary label ŷ predicted by the model is defined in Equation 3.1.2 and extended as:

ŷ = h(x)

=

1 if p ≥ 0.5,
0 if p < 0.5.

(6.1.2)

Specifically, when the note is presented with a TFIDF standardized1 vector x, these
coefficients will tell us how does the model think some TFIDF features are more important
than others. We take a simple case as an example. Suppose there are two TFIDF features:
"bad" and "normal", the xtfidf_bad and xtfidf_normal are the standardized vector presentation
for the two features respectively.
1The standard score of a sample x′ is calculated as:

x = (x′ − u)
s

Where u is the mean and s is the standard deviation of the population.



p = S(0.2 · xtfidf_bad + 0.02 · xtfidf_normal)

= 1
1 + e−(0.2·xtfidf_bad+0.02·xtfidf_normal)

Then the log-odds of p is:

ln p

1− p = 0.2 · xtfidf_bad + 0.02 · xtfidf_normal

• It means increasing the xtfidf_bad by 1 increases the log-odds by 0.2, the odds that
Y = 1 increase by a factor of e0.2 ≈ 1.22.
• It means increasing the xtfidf_normal by 1 increases the log-odds by 0.02, the odds
that Y = 1 increase by a factor of e0.02 ≈ 1.02.

Observing the value of coefficients, we conclude that the TFIDF feature "bad" is more
important than "normal" in this case.

Fig. 6.1. Dataset A: Coefficient variability Top 30 through cross-validation (k = 10). The
coefficients of the TFIDF features of the models trained in Task Pred(Class|note) are ana-
lyzed.

However, we should be prudent to interpret the coefficients which vary significantly [38].
For this reason, the coefficient variability through cross-validation will be examined. In
addition, the 25th percentile (Q1) and the 75th percentile (Q3) of a coefficient’s distribution
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should be both negative or positive. This will make sure the corresponding TFIDF features
contribute to the positive label or negative label at least 75% of all the cases.

For Dataset A, as shown in Fig. 6.1, among the top 30, there are 14 coefficients on the
positive side, which we believe are important for this model to predict the positive labels.
The corresponding TFIDF features are2:
’ccac’, ’targeted’, ’ccc’, ’therapy’, ’visit person’, ’transfer’, ’turn’,
’home practice’, ’peers’, ’home’, ’needs’, ’office’, ’programs’, ’leave’

Fig. 6.2. Some note samples that contain "targeted".

We manually go through the notes and find the usage of "targeted" is strongly related to
the work content of speech therapy. Some note samples are shown in Fig. 6.2 as examples.
In these examples, the object of "targeted" are /s/, /z/, structured conversation and /sh/.
These sound symbols and professional terms are commonly used by speech therapists in the
description of job schedule or progress.

To get more information about the context of each feature, we examined the left and right
context (2-words3) of each feature. This is a heuristic choice. We created the 1-word, 2-words,
and 3-words context for some selected features and compared the expression of context with
different length. The 2-words context is generally good enough to present the context of the
features. For example, the Fig. 6.3 shows the top 20 left and right context of the feature
’targeted’. The total count of its Top 20 left context is 2743 and the total count of its Top
20 left context is 8849. It gives the coverage of 31%. Similarly, its Top 20 right context gives
the coverage of 24%. In the left context, according to the words like "cooperative", "medial"
2[PERSON ] is introduced into the data as the placeholder of a person’s name during the anonymization.
3It means, for one-word feature, the 3-grams is used; for two-word feature, the 4-grams is used.
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Fig. 6.3. The left and right context of ’targeted’ for Dataset A.

and "sound", it shows that "targeted" relates to the work content of speech therapy. In the
right context, "word", "level", "position" and different phonetic symbols confirms that this
feature relates to the work content of speech therapy. We don’t think this feature directly
relate to the dissatisfaction. The reason that this feature contributes to the prediction of
the positive case is due to the work content due to our analysis. For example, many speech
therapists may choose to turn over after they finish the current treatment session of the
patient. During the end of their session, they may mention the term "targeted" more often
to optimize their treatment achievement. For this reason, eventually, we categorize the
feature as "work content".

Take the term "leave" as another example. Some note samples are shown in Fig. 6.4 as
examples. In these examples, there are generally two kinds of usage of "leave". In the first
case, as in note id 320 and 87166, it is used as a verb meaning deliver. If the caregiver
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Fig. 6.4. Some note samples that contain "leave"

Fig. 6.5. The left and right context of ’leave’ for Dataset A.
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Fig. 6.6. Dataset B: Coefficient variability Top 30 through cross-validation (k = 10). The
coefficients of the TFIDF features of the models trained in Task Pred(Class|note) are ana-
lyzed.

can’t contact clients, there’s no doubt it will cause the communication barrier and the dis-
satisfaction [29]. In the second case, as in note id 14994 and note 15006, it is used as a
verb meaning depart. Either the caregiver’s or other peers’ depart will be mentioned in the
note. We suspect, if other peers are taking the leave, the caregiver will have to take more
workload. For this reason, it may bring up dissatisfaction as well. To get more information
about the context of this feature, the Fig. 6.5 shows the top 20 left and right context of the
feature ’leave’. In the left context, according to the words like "maternity" and "medical", it
shows that "leave" relates to the second case we manually analyzed. In the right context, the
word "message", "voice", "voicemail" and "contacted" shows "leave" relates to the first case.
So we categorize the feature as "work environment" and "Communication". Similarly, for
Dataset B, as shown in Fig. 6.6, there are 8 coefficients on the positive side among the top
30. Among these 8, the feature "progress note" seems special. Even though there are around
one thousand notes containing the "progress note", but most of them are quite short as show
in Fig. 6.7. The left and right context of the feature "progress note" are shown in Fig. 6.8.
The high coverage in this figure shows the homogeneity of the context. We strongly suspect
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Fig. 6.7. Some note samples that contain "progress notes"

Fig. 6.8. The left and right context of ’progress note’ for Dataset B.

that this feature related to the caregiver’s dissatisfaction. The notes are quite short and
there’s no concrete work content details presented.

We categorized manually 14 corresponding TFIDF features for Dataset A, and 8 corre-
sponding TFIDF features for Dataset B. As shown in Table 6.1, most of the features are
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Category Dataset A Dataset B
Work content (pa-
tient status)

’targeted’, ’therapy’, ’home’, ’home
practice’, ’needs’, ’programs’, ’trans-
fer’, ’peers’, ’visit person’, ’visit’,
’turn’, ’office’,’ccc’, ’ccac’

’alert’, ’ambulated’, ’bed bath’, ’bed
sleeping’, ’bowel’, ’rest’, ’started’,
’progress note’

Work environment
(administrative
management,
colleague relation-
ship)

’leave’ ’progress note’

Table 6.1. Important TFIDF features for both datasets.

categorized as ’work content’. The features ’leave’ and ’progress notes’ are categorized as
’work environment’. Their context are shown in Fig. 6.5 and Fig. 6.8 respectively. As we
analyzed, the "leave" usage probably shows two situations:

• The caregiver can’t contact clients;
• The caregiver’s or other peers’ depart.

The "progress note" usage shows the situation that there’s no concrete work content details
presented. For this reason, these ’work environment’ related factors will probably cause the
dissatisfaction.

6.2. Clustering of important features by K-means
In the last section, we presented the categorized results that we got by examining these

important features manually. In this section, we will show the clustering completed by the
algorithm. The generation of the context vectors will be explained. Then, the application
of the Principle Component Analysis (PCA) to reduce the dimensionality of these context
vectors will be presented. Lastly, the clustering results will be shown by applying the K-
means method.

6.2.1. Features’ Term-Term Matrix

In Section 6.1, we spotted 14 important features from Dataset A and 8 important features
from Dataset B. We will create the vectors for each of them by counting the word occurrence
in their left and right context. Each feature’s context forms a document. We denote a
feature’s context as d. The score ft,d is the number of times that term t occurs in context
d (l words to the left and l words to the right). It could be seen as "features’ feature".
We define our corpus as D = {Da,Db}, where Da = {d1,d2,...,d14} is the corpus of 14
features for Dataset A and Db = {d15,d16,...,d22} is the corpus of 8 features for Dataset B.
The feature dimension of each di is |{Va,Vb}|, with Va = {v1,v2,...,vp}, v ∈ d, d ∈ Da and
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Vb = {v1,v2,...,vq}, v ∈ d, d ∈ Db. We are actually putting the feature vectors of the 14
features from the Dataset A and the ones of 8 features from Dataset B into the same linear
space.

In our case, we set l = 2, which means the context window is 2 words to the left and
2 words to the right. It gives us |{Va,Vb}| = 12790. In this way, our term-term matrix
dimension for our 22 features are 22 by 12790.

6.2.2. Dimension reduction with PCA

The dimension of the features is too large compared to the number of samples. In
addition, our 22 by 12790 term-term matrix is quite sparse. We choose the PCA [32] method
to reduce the dimension. Before applying the PCA, we standardize the matrix by removing
the mean and dividing by the standard deviation.

Fig. 6.9. Cumulative variance on different number of components in PCA

Choosing the number of principal components (PCs) in PCA is usually heuristic. We
choose to keep 95% variance of the matrix and present the cumulative variance in Fig. 6.9.
It shows that 15 PCs will keep the percentage of variance we chose. The dimension reduced
features’ term-term matrix is 22 by 15 therefore.

We present the visualization based on 2PCs and 3PCs in Fig. 6.10. In the 2D situation,
the "therapy" and "home" are far away from the others. In the 3D situation, the "therapy",
"home" and "needs" are far from the others. Nevertheless, the visualization doesn’t show not
much details in this case due to the lack of specificity for the majority.

A heat map of the correlation matrix of the dimension reduced features’ term-term matrix
is shown in Fig. 6.11. Generally, it shows the features from Dataset B correlate with each
other. It also shows interestingly some features from dataset A (e.g., "ccc", "visit person",
"leave") correlate to the features from dataset B.
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Fig. 6.10. Visualization of the dimension reduced features’ term-term matrix (2PCs on the
left and 3PCs on the right).

Fig. 6.11. Heat map of the correlation matrix of the dimension reduced features’ term-term
matrix
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6.2.3. Clustering

The intuition is to separate the features those causing the dissatisfaction from the features
solely relating to the job content.

Fig. 6.12. Elbow method for choosing the number of clusters in K-means

The elbow method is usually used to decide the number of clusters in K-means [25]. The
basic idea of this method is that calculating the sum of Euclidean distance between the data
points and their respective cluster centroids on different number of clusters. Then we need
to find the "elbow" point that after which the SSE decreases relatively slowly as the number
of clusters increases. Nevertheless, in our case, there is no clear "elbow" point as shown in
Fig.6.12. We choose 10 clusters based on our observation of the clustering result.

Cluster id Features in Dataset A Features in Dataset B
1 ’ccac’, ’ccc’, ’visit person’, ’home

practice’, ’office’, ’leave’,
’alert’, ’bed bath’, ’ambulated’, ’bowel’,
’progress notes’, ’bed sleeping’, ’rest’

2 ’home’ -
3 ’therapy’ -
4 ’needs’ -
5 ’targeted’ -
6 ’turn’ -
7 ’programs’ -
8 ’peers’ -
9 ’transfer’ -
10 - ’started’

Table 6.2. Clustering result by K-means with 10 clusters
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The clustering results by K-means with 10 clusters are shown in Table 6.2. In cluster 1,
there are 6 features from dataset A and 7 features from dataset B. In other clusters, there is
only 1 feature in each of them. Nevertheless, according to our observation, non of the cluster
of features relate generally to the caregivers’ dissatisfaction.

6.3. Conclusion of the analysis
The section shows that manual method outperforms the clustering algorithm. It also

shows that our model is able to help us find the dissatisfaction factors even though the
factors are quite few.
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Chapter 7

Conclusion

The detection of the home healthcare worker’s dissatisfaction is defined as a supervised
binary classification problem in this research. We conducted the experience on real data
collected by two AlayaCare’s tenants. During the exploration of the nature of the data, we
illustrated the number of notes by user, the number of notes by week and the distribution
of the length of note time span in Chapter 2. It shows the two data sets are similar to each
other in terms of the distribution of number of notes and the length of notes.

The input is generally a progress note (or a bunch of concatenated notes) coming from one
healthcare worker, and the output is the prediction over one of the binary value positive or
negative, which correspond to healthcare worker’s job post status "terminated" and "active"
respectively. We designed three tasks with three different granularities of the input and
output. A single note, a period of notes and a historic/recent period combination of notes
from a worker are used as three different kinds of input in our three tasks. The class of a
note, class of a period and class of an employee are predicted.

The effect of performance by the balance of positive and negative data interests us. We
carefully engineered these tasks paying attention to data balance. By varying our labeling
related hyper-parameters, the balanced-data situations and the imbalanced-data situation
are covered in Task Pred(Class|note) and Task Pred(Class|period). The results show that
generally, a balanced input outperforms an imbalanced one. We also compared the mod-
els with different features fed into a logistic regression classifier, including TFIDF, BERT,
VADER, LIWIC, statistical features and language model features.

Applying the "double-layer" cross-validation, as discussed in Chapter 3, we tuned the
hyper-parameters with first cross-validation and trained our models with second cross-
validation to overcome the overfiting issue. The models with TFIDF and BERT features
showed excellent description ability in two tasks out of three as shown in Chapter 5. How-
ever the TFIDF feature works mostly the best for all the tasks due to its large dimension
and the capability of taking the whole sample into account compared to the BERT feature



which only handles up to 512 tokens. By analyzing the coefficient variability of our regres-
sion model with TFIDF feature, we identified the "work environment" related dissatisfaction
factors in Chapter 6. Our designed combinations of labeling hyper-parameters also give us
a chance to observe the relationship between the performance and the number of samples.
The results show that expectedly the experiments trained with more samples generally give
a better performance.

Among the three tasks we designed, Task Pred(Class|note) and Task Pred(Class|period)
are relatively easier than Task(Class|employee) which means predicting the class of a note
or a period of note are easier than predicting the class of an employee. It makes sense that:

(1) The sample numbers in Task Pred(Class|employee) is quite small;
(2) The employees write the notes which include the dissatisfaction factors don’t neces-

sarily turnover or turnover immediately in real world.
From the medical point of view, dissatisfaction is not like depression which is a disease

and there is a standard about how to diagnosis it. However, Our research shows detecting
the dissatisfaction factors from caregiver’s note is possible.

Following this research, there are many paths this domain could follow, some of them
being listed here:

(1) A temporal classification model could be applied;
(2) BERT features could be used on larger datasets to prove its ability;
(3) An end2end BERT solution should be designed, deal with the fact that data is rather

specific (challenging for fine tuning the model) and the notes maybe rather long
(challenging long dependency issues)

(4) Some domain oriented linguistic features could be explored with the cooperation of
the domain professionals;

(5) In order to have a common benchmark for researchers, the anonymization of a
progress note dataset could be done, allowing to share it ethically.
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