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Résumé

Comprendre le cablage complexe de la régulation cellulaire reste un défi des plus redoutables.
Les connaissances fondamentales sur le cablage et le fonctionnement du réseau d’homéostasie
des protéines aideront a mieux comprendre comment 1’homéostasie des protéines échoue
dans les maladies et comment les modeles de régulation du réseau d’homéostasie des
protéines peuvent étre ciblés pour une intervention thérapeutique. L’étude vise a développer
et a appliquer une nouvelle méthodologie de calcul pour l'identification systématique et
la caractérisation des systémes de rétroaction en homéostasie des protéines. La recherche
proposée combine des idées et des approches issues de la science des protéines, de la biologie
des systemes de levure, de la biologie computationnelle et de la biologie des réseaux.
La difficulté dans la tache d’incorporer des données multi-plateformes multi-omiques est
amplifiée par le vaste réseau de geénes, protéines et métabolites interconnectés qui se
réunissent pour remplir une fonction spécifique. Pour ma these de maitrise, j'ai développé
un algorithme PBPF (Path-Based Pattern Finding), qui recherche et énumere les motifs
de réseau de la topologie requise. Il s’agit d'un algorithme basé sur la théorie des graphes
qui utilise la combinaison d’'une méthode transversale de profondeur et d’une méthode
de recherche par largeur ensuite pour identifier les topologies de sous-graphes de réseau
requises. En outre, le fonctionnement de 'algorithme a été démontré dans les domaines
de I'homéostasie des protéines chez Saccharomyces cerevisiae. Une approche systématique
d’intégration des données de la biologie des systemes a été orchestrée, qui montre l'iden-
tification systématique de motifs de rétroaction régulatrice connus dans I’homéostasie des
protéines. Il revendique fortement la capacité d’identifier de nouveaux motifs de rétroaction
réglementaire envahissants. L’application de l’algorithme peut étre étendue a d’autres
systemes biologiques, par exemple, pour identifier des motifs de rétroaction spécifiques a

I’état cellulaire dans le cas de cellules souches.

Mots clés: homéostasie, science des réseaux, motif de réseau, motif de rétroaction,

biologie des systemes






Abstract

Understanding the intricate wiring of cellular regulation remains a most formidable chal-
lenge. The fundamental insights into the wiring and functioning of the protein homeostasis
network will help to better understand how protein homeostasis fails in diseases and how
the regulatory patterns of protein homeostasis network can be targeted for therapeutic
intervention. The study aims at developing and applying novel computational methodology
for the systematic identification and characterization of feedback systems in protein
homeostasis. The proposed research combines ideas and approaches from protein science,
yeast systems biology, computational biology, as well as network biology. The difficulty
in the task of incorporating multi-platform multi-omics data is amplified by the large
network of inter-connected genes, proteins and metabolites that come together to perform a
specific function. For my master’s thesis, I developed a path-based pattern finding (PBPF)
algorithm, which searches and enumerates network motifs of required topology. It is a graph
theory based algorithm which utilizes the combination of depth-first transverse method and
breadth-first search method to identify the required network sub-graph topologies. Further,
the functioning of the algorithm has been demonstrated in the realms of protein homeostasis
in Saccharomyces cerevisiae. A systematic approach of integration of systems biology
data has been orchestrated, which shows the systematic identification of known regulatory
feedback motifs in protein homeostasis. It claims the unique ability to identify novel
pervasive regulatory feedback motifs. The application of the algorithm can be extended to
other biological systems, for example, to identify cell-state specific feedback motifs in case

of stem-cells.

Key words: homeostasis, network science, network motif, feedback motif, systems biol-

ogy
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Chapter 1

Introduction

Problem

Protein homeostasis is a complex regulatory network employed to maintain balance in the
cell and is achieved through the integrated regulation of protein synthesis, folding, traffick-
ing, aggregation, and degradation. Failure or dysregulation of protein homeostasis is associ-
ated with severe loss-of-function diseases (cystic fibrosis) and gain-of-toxic-function diseases
(Alzheimer’s, Parkinson’s, and Huntington’s disease). Thus, understanding the mechanisms
of protein homeostasis will help us better understand and alleviate neurodegenerative dis-
eases. In particular, while many protein quality control mechanisms have been studied in
great detail, very little is known about how they integrate. The aim of my project is to
systematically identify feedback systems in protein homeostasis in Saccharomyces cerevisiae
(Yeast) by integrating different omics data to reveal fundamental insights into the wiring
and functioning of the protein homeostasis network, which will eventually be helpful to bet-
ter understand how protein homeostasis fails in diseases and how the protein homeostasis

network can be targeted for therapeutic intervention.

Objectives

Our main objective is to propose a network-motif finding algorithm to identify putative
functional feedback loops. Since searching network motifs is a computationally expensive
task, the algorithm needs to focus on the type of network motif and optimise the search
accordingly. The biological networks are usually huge in size with thousands of nodes and
millions of interacting edges. Hence, we need to begin by restricting the search of motifs
for only known functionally important proteins. To do so, the algorithm needs to provide

flexibility of use.



Next, we seek to formalize and systematically establish the mechanistic basis of these
feedback systems in yeast protein homeostasis. To identify feedback motifs in protein
homeostasis, the first important criterion is that they must be connected. The aim of my
project is to systematically identify feedback systems in protein homeostasis by integrating

different omics data.

Experimental approach

I used bioinformatics and graph-theory to develop a search algorithm that identifies topo-
logically connected motifs from interaction network. By systematically integrating biological
information from available omics data, I aim to filter my search and add more confidence
towards obtaining candidate feedback motifs which are potentially important in protein
homeostasis. It is well-known that functional motifs have specific topology [24]. Therefore,
the strategy is to make use of protein-protein interaction data to provide information on the
physical connectedness between proteins. To reduce the computational expenses and obtain
the most likely functional network motifs, list of proteins classified into known regulatory
roles are to be used. The systematic integration of genetic-interaction data to add infor-
mation on functional connectedness of the motifs is to be used to identify possible types of
functional interaction (positive or negative). To further infer dynamics of the motifs, gene
expression data is to be included and analysed in various ways to identify novel approach
of integrating the expression data and better understand the feedback mechanisms. Thus,
we hypothesize that systematic integration of omics data will help to identify key regulatory

feedback motifs in protein quality-control systems.

Contribution

The study will provide a novel algorithm to integrate multi-omics data for predicting
functionally relevant network motifs in protein homeostasis, which is anticipated to provide
potential new and exciting connections between currently separate fields. Moreover, it will
aid in better understanding how protein homeostasis fails in diseases and how the protein
homeostasis network can be targeted for therapeutic intervention. Further, the analysis of
the biological data over a general context and holistic study will provide an opportunity to
better understand the significance of the information. Moreover, the simplicity and flexibility
of the novel algorithm allows application on a broad range of data and can be extended to

different usages in multiple fields.
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Organisation of the thesis

The master’s thesis is organized into the following six parts. The first chapter presents a
brief introduction, the research objective and a concise mention of the experimental approach
of the project and its perspectives in the field.In the next chapter, we make a critical synthesis
of previous publications related to the subject of this thesis, from a biological point of view
(2.1) and in bioinformatics (2.2). In the third chapter, we formulate the hypothesis and
discuss the objectives. The fourth chapter contains the materials and methods in which
we discuss the datasets used and the approach to be used for the study. The fifth chapter
includes the results.Finally, the last chapter presents a general discussion which includes the

conclusion and the future aspects of the project.
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Chapter 2

Literature review

2.1. Biological aspects

Biological systems are characterised by extremely complex architecture involving enor-
mous number of factors that carry out highly complicated, yet balanced inter-regulations
to maintain a proper function. For a very long time, biological studies focused on the
individual aspects of a biological system, leading to deep understanding of each of them
and generation of ample genomics, transcriptomics and proteomics data. Because of their
intrinsic strengths and weaknesses, no single approach can fully unravel the complexities
of fundamental biological events. However, an appropriate combination of different infor-
mation could lead to integrative analyses that would furnish new insights not accessible
through a one-dimensional dataset. Further, we understand that the viability of an
organism is contributed by the proper functioning of each of the involved factors, and the
cross-communication between them. Also, we realise that the design principles of complex
systems, in general, share universal design patterns which form the essential elements for
building successful complex systems that can function, compete, survive, reproduce and
evolve for long periods through multiple generations towards increased fitness and overall

growth.

The aim of this thesis is to develop a framework for understanding regulation in
complex systems, specifically, the goal is to identify regulatory motifs in biological
systems. For the study, we have considered protein homeostasis to apply the pipeline

on and perform the analysis in the realms of protein homeostasis, its functioning, and failure.

In this section, we introduce the basics of the protein quality control systems involved
in protein homeostasis. More specifically, we present how the crosstalk between the protein
quality control methods are achieved through integrated regulation of cellular pathways that

govern protein synthesis, folding, trafficking, and degradation [91]. It forms a complicated



network in the model organism which is a single-celled eukaryote [20], Saccharomyces

cerevisiae.

2.1.1. Protein homeostasis

Homeostasis, which is a Greek word meaning "same" or "steady," was first coined by
the physician Walter Cannon, in 1930 in his book, The wisdom of the body [17]. The
term homeostasis refers to the process of maintaining a stable condition in living organisms
that is necessary for their survival. Here, we focus specifically on the homeostasis of
the proteome. The term protein homeostasis or proteostasis is attributed to a pervasive
process that operates to maintain the stuctural and functional features of the proteome by
preserving the correct concentration, conformation, and subcellular location of the proteins.
It works through a coordinated system of protein synthesis, repair, and degradation where
the state of dynamic equilibrium between protein synthesis and protein folding is balanced

by degradation [1].

Proteins are made up of amino acids which are joined by peptide bonds to form a
long chain of amino acids, which constitutes the primary structure of the protein. The
systematic unique folding of these poly-peptide chains to form three-dimensional shapes,
stabilizing their structure. This allows the exposure of only the specific sticky (hydro-phobic)

positions, creating the final structure of the protein which is well-adapted for their functions.

Proteins continuously face perturbations increasing the risk of the organism to enter
a number of disease states. As shown in figure 1, a failure in protein homeostasis leads
to misfolding, acculmulation of damage, aggregation, and toxicity and disease [26]. Ex-
amples of neurodegenerative diseases (NDs) include formation of intracellular inclusions
containing aggregated -synuclein in Parkinson’s disease, huntingtin in Huntington’s disease
and extracellular -amyloid plaques in Alzheimer’s disease [123]. NDs further include
amyotrophic lateral sclerosis, spinocerebellar ataxias, frontotemporal dementia, corticobasal
degeneration, progressive supranuclear palsy, chronic traumatic encephalopathy, multiple
system atrophy, dementia with Lewy bodies, and prion diseases (PrD) [110]. NDs are
related to oxidative stress [26], ER stress [67], apoptosis [30]. Moreover, proteins can
also behave like an infectious pathogen and cause neurodegenerative (ND) diseases by
degenerating the central nervous system [92]. Parkinson’s disease (PD), a motor and
cognitive neurodegenerative disorder for which an environmental exposure to the manganese
(Mn) metal is a prominent risk factor has been shown to be altering the iron (Fe) and

calcium (Ca) homeostasis, thereby interfering in the mitochondrial and ER health leading
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to accumulation of ER unfolded proteins and which may further compound toxicity [5].
To date, at least 37 proteins have been discovered which aggregates to form amyloids, in
different organs of the body, like, the brain in AD, the pancreas in type II diabetes, the liver
and the heart in systemic disorders [77]. Further, 7 out of the 37 have been found to form
deposits in the central nervous system (CNS), giving rise to neurodegenerative conditions,
whereas, 15 form aggregates in the tissues of heart, spleen, liver, and kidney, while the
remaining 15 aggregate in specific tissues, causing conditions including, type II diabetes,
atrial amyloidosis etc [20]. Amyloid-related diseases can be sporadic or hereditary in nature,
which shows a late age of onset. It suggests that the process of protein aggregation and the

onset of symptoms is closely connected to the loss of regulatory control.

Loss-of-function hypothesis
Inflammation hypothesis
== (5 ain-of-toxic-activity hypothesis

N ative Misfolded and Protein
protein > aggregated protein > deposits
l
Depletion of Brain Neuronal
normal protein inflammation apoptosis
bli-(?lgléjiggl Cellular Neuronal
activity malfunction loss
\4
Neurodegeneration

Fig. 1. Models for the mechanism of neurodegeneration associated with protein misfolding
and aggregation [109]

The figure 1 suggests three major models of possible pathways that leads to neurodegen-

eration. One of them is the loss-of-function hypothesis, a clinical condition that is related

to specific mutation in which there is an alteration of gene product that lacks the molecular
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function of the wild-type gene. Series of such mutations could lead to non-functional
misfolded proteins that causes cell impairment, further leading to neuronal loss or death.
Accumulation of such misfolded (non-functional) proteins leading to inflammation in the
regions of brain leading to neuronal apoptosis or neural loss is known as inflammation
hypothesis [109]. Further, another pathway can be as simple as aggregation of misfolded
proteins causing necrosis, which is called gain-of-toxic-activity hypothesis [109]. The
predominant feature of these disorders is protein misfolding as manifested by the formation

of intracellular and/or extracellular deposits of aggregated proteins.

2.1.1.1. Saccharomyces cerevisiae: an ideal model organism to study protein homeosta-
sis.

Yeast is structurally simple and share similarity of essential cellular processes with
humans. Further, the list of homologous proteins involved in neurodegenarative diseases of
humans are known to be present in yeast. This remarkable homology despite of the huge
evolutionary gap of millions of years is the reason why the study of yeast carries immense
importance for the treatment of human diseases [51]. Also, the basic mechanisms and
pathways underlying neurodegenerative diseases, such as mitochondrial dysfunction, tran-
scriptional dysregulation, trafficking defects and proteasomal dysfunction, are remarkably
well conserved between humans and yeast, and thus, study of yeast would provide molecular

insights to the problem.

2.1.1.2. Protein quality control (PQC) systems.

The cell of an organism contains several billion protein molecules, and to synthesize a
proteome of this magnitude, millions of ribosomes work to translate the codons. Despite
the complexity of mRNA synthesis, the chemical synthesis of proteins remains remarkably
efficient: the vast majority of polypeptides that are produced from a single mRNA are
perfect chemical copies of each other. By contrast, both the folding and maintenance of
proteins in their functional, native, 3D conformations frequently fails. Quality control of
the proteome is made more difficult by the high degree of heterogeneity present across
populations of proteins, which prevents them from fitting into standardized categories of

size, shape, or stability.

Organisms constantly face unexpected challenges with adverse environmental and
cellular conditions, which have led to evolution of mechanisms to cope and adapt. One such
a mechanism in protein homeostasis is the protein quality control system that comes to its
rescue where molecular chaperones assist the (re)folding of proteins, facilitate their translo-

cation and assembly into macromolecular complexes, and if necessary, target proteins for
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degradation [38], hence playing the central role in protein homeostasis. The macromolecular
assistance helps in preventing protein aggregation and promotes its functionality, by con-
trolling the rate of protein synthesis and influencing the folding-rate of the proteome. It also
controls membrane trafficking patterns responsible for the compartmentalized localization,

and initiates degradation when required to mitigate aggregation and enable protein turnover.

Multiple regulatory mechanisms are involved in the process of maintaining the quality of
thousands of proteins in a cell. This complicated process is achieved through the cross-talk
between the protein quality control methods. A perturbation or stress that disturbs the
balance in protein homeostasis acts as a signal which is sensed, processed and a response is
initiated to bring back the balance in the biological system to ensure the proper functioning

of protein homeostasis.

In figure 2, different layers of proteostasis network is illustrated. It is demonstrated
through three layers; in the first layer, there exist synthesis and maintenance (fold-
ing/unfolding) of the proteins which is directed by ribosome, chaperones, aggregases, and
disaggregases, post-translational modifications that include phosphorylation, acetylation,
oxidation etc., and degradation which consists of different pathways like, ubiquitin-
proteasome system (UPS), endoplasmic reticulum (ER)-associated degradation (ERAD)
systems, proteases, autophagic pathways, lysosomal/endosomal targeting pathways, and
phagocytic pathways. Further, the second layer is made up of components that influence
the first layer and represent the signalling system in proteostasis. The third layer makes the
genetic and epigenetic pathways, physiologic stressors, and intracellular metabolites which

affect the activities of the second and first layers.

The maintenance of PQC is carried out by complex regulatory homeostasis processes,
which senses the folding state and signals for its modification required for proper functioning.
In the Salvage pathway, to regulate the turnover of complex I (the largest mitochondrial
respiratory chain complex) the NADH-oxidizing N-module of complex I is highly expressed.
The mitochondrial matrix protease ClpXP plays an important role to recognize, disassemble,
and rapidly degrade impaired core N-module proteins to safeguard against the accumulation
of dysfunctional complex I [112]. Protein ubiquitination and SUMOylation have long been
known to control regulated protein turnover in addition to labeling damaged proteins for
degradation, thus regulating cell physiology [40]. Moreover, in case of interferon-induced
oxidative stress, which leads to formation of defective ribosomal products and formation of
aggresome-like induced structures are degraded by an up-regulation of immunoproteosome-
induced ubiquitylation machinary to preserve cell viability [100]. In contrast, chaperones

have been primarily associated with their roles in assisting the folding of proteins and
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Fig. 2. Management of proteostasis

preventing their aggregation. By selectively stabilizing client proteins, and under dynamic
cellular control, chaperones also fulfill important regulatory functions, which are however
poorly characterized. An example is given by the chaperone controlled toxin-antitoxin
system in the human pathogen M.tuberculosis where under stress the chaperone capacity is
exhausted, which leads to destabilization and subsequent degradation of the anti-toxin as
a protective mechanism [98]. Hsp70 co-chaperones can modulate spindle elongation [72],
and steroid hormone receptor function [54]. Moreover, Hsp90 has been found to bind to
many important regulatory and signaling proteins. In the pathogen C.albicans, a distinct
role of Hsp90 to regulate temperature-dependent morphogenesis and cell cycle progression
[101], chromatin architecture [62], and cell-wall remodeling [61] has been demonstrated.
However, while broad consequences upon major perturbation of central and well-connected

chaperones such as Hsp90 provide fundamental insights into potential mechanisms to
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target e.g. pathogens or cancers, a systematic understanding of how the different protein
regulatory systems communicate to regulate important cellular pathways and networks

remains completely lacking.

2.1.2. Feedback regulation in biological systems

Feedback occurs when outputs of a system either acted as or regulate inputs as part of
a chain of cause- and-effect that forms a circuit or loop. A feedback system constitute of
a detection mechanism which senses signal, a controller which measures the deviation and
helps in deciding on which direction the system should respond and a mechanism which acts
on the decision made. Feedback systems are omnipresent: both in natural and man-made
systems. A thermostat is often cited as a simple example of feedback control; the device
measures the temperature, compares that temperature to the desired set-point, and assesses
the deviation to generate a control action e.g. to turn heat on when the temperature is too
low and to turn it off when the temperature is too high. The mechanism of regulation of
heat shock proteins (hsp) in a cell is similar in nature, where environmental stress acts as
a signal which is detected by an increase in the rate of protein denaturation and compared
to the amount of required functional protein as a control, to increase the expression of

hsp-producing gene as an appropriate action.

Biological networks are composed of complicated interconnections among network
modules and some subnetworks carrying out specific functions are often identified as
network motifs [48]. Among such network motifs, feedback loops are thought to play an
important role in decision making [12] to maintain the dynamic equilibrium of various
biological processes such as cell fate specification, embryogenesis, circadian rhythms, cell
cycle, and blood clotting, etc. [52, 80]. The genetic interaction data has been used to
understand the biological details by using network biology. Triplet motifs are analyzed for
the study of transcription-factors and target protein kinases [43]. Another study using
triplet motifs is done for transcriptional networks where they tried to interpret the pattern
based on genetic co-regulation [57]. Seminal work has established how biochemical networks
are composed of distinct network motifs that define these feedback systems. Accordingly,
the decomposition of complex regulatory networks into more tractable subnetworks [106]
and network motifs [117, 52, 27| has revealed fundamental insights into the mechanistic

basis of complex cellular processes such as adaptation [70].

2.1.2.1. Types of feedback systems in biological systems.
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In a biological network, a feedback loop is a connected or interacting pattern between
the network modules. A feedback loop in a cell governs the physiological responses of
cells to external and internal stimuli. The cyclic topology of feedback systems gives rise
to a non-linear type of interaction or argument which makes the response non-trivial. To
maintain homeostasis, different types of feedback loops are may exist in a cell at different

levels of cellular processes. The most common types of feedback loops are listed below 3.

v L/ Y

Fig. 3. Types of feedback motifs; from the left: PFL, DNFL, NFL and Self — regulation
(positive and negative)

(1) A positive feedback loop (PFL), in which the input-signal and output-response
amplify each other in the recurring cycles. It is commonly observed in the case of
cellular memory [5],[6] and differentiation [7]. A PFL has a tendency to amplify
noise, also the time taken to reach the steady-state protein level is longer than in the
case of an unregulated gene. The Rb-E2F-CycE system, that has role in cell-cycle,

is an example of a three-component PFL [16].

(2) A double-negative feedback loop (DNFL), in which the input-signal and
output-response damp each other in the recurring cycles. For example, the p53-
dependent response to DNA damage in mammals involves the inactivation of p53 by
binding to Mdm2, among other things [81]. One of the commonly observed examples
for DNFL is, transcription-factor (TF) suppressing a miRNA whereas the TF itself
is negatively regulated by the miRNA [78]. It tends to have a bi-stable region that
can switch from one steady-state to the other by choosing the appropriate extrinsic

noise source [15].

(3) Negative feedback loops (NFL) is a type of feedback in which amplification of
one leads to dampening of another and vice versa. The mechanism that regulates
protein synthesis involve binding of TF to DNA, mediated by enhancers and
cofactors, is observed to be favouring the catalysis of the proteolytic inactivation
of the TF in case of stress response mechanism that [88]. An NFL is known as a
balancing loop, and it may be common to see oscillations in which a delayed negative

feedback signal is used to maintain homeostatic balance in the system [84].
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(4) Self-regulation can be either positive or negative, and can involve either a direct
or indirect (multi-path or intermediate) regulation. One of the examples is the poly-
merization (positive self-regulation) and depolymerization (negative self-regulation)
of actin filaments [63]. Positive autoregulation produce a switch-like response by
increasing the sensitivity to signals. This leads to threshold-associated response in
the system which helps to control dynamic stability by slowing down the response
time and enhancing the variation [31]. Negative autoregulation on the other hand,
speeds up the response time in gene circuits and promotes robustness to fluctuations

in production rate [97].

2.1.2.2. Feedback regulation in PQC systems.

At the heart of the functioning of the PQC system, lies the intricate balance between
failure in the maintenance of proteins and their recovery or removal from the system. In
the PQC, there exists a constant functional dynamics (figure 4) of misfolding of proteins,
which comes with a burden on protein homeostasis network and the processes that come
together in its rescue by increasing the amount of chaperone in the system to enhance the
possibility of re-folding of the protein, increase ER export-signal to mediate exit of the
misfolded proteins from the ER [53], and increase proteases to direct degradation of the
proteins in case it could not be rescued. Further, as a feedback, the synthesis of the protein

decreases to stop misfolding and aggregation of proteins.

Synthesis Degradation

« Transcription- + Proteolysis
factors P —) | < Autophagy
Translation Chaperone- + Vacuolar

» Post-translation assisted Protein- degradation

folding

Translocation .‘ Folding
To different +  Chaperones
organelles

Fig. 4. Folding-centered protein homeostasis
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2.2. Bioinformatics framework
2.2.1. Network science

“I think the next century will be the century of complexity.”

Stephen Hawking

To ensure our biological existence, the pre-requisite is the cooperative organization
between the thousands of genes, proteins, and metabolites to form a cellular network. Our
qualification to cognize comes from the systematic connection between billions of neurons,
which decides the functioning of the brain. The society that we live in, requires cooperation
and communication between billions of individuals. We interact with each other using
communication devices, through wired internet connections or wireless links, that integrate
billions of cell phones with computers and satellites. The transportation network: roadways,
railways, airways, the electricity networks that involve generators and transmission lines,
etc. are all important factors of our lives which work on the basis of network. The bottom

line is, we are fundamentally surrounded by complex systems.

At the heart of complex systems, lies a network. A network is an emergent property i.e.
a behavior that arise from a collective functioning of a system, but do not belong to any
one part of that system. This makes the understanding of a network highly non-intuitive.
The presence of such complex systems that play an important role in our daily lives makes
it highly essential to have a set of methods to analyze, understand, and eventually be able
to control such systems. Hence, the emergence of network science: the science of the 21st

century, came into existence [8].

Fundamentals of Network science: A network is a representation of binary relationship
between components of the system. In network science, the individual components are called
Nodes and the interactions between the nodes are represented by Links. The analysis of

the network properties can be categorized into the following three abstraction levels:
(1) Element-level analysis: It involves methods for identification of the most
important nodes of the network. This includes, centrality measures such as de-

gree centrality, eigenvector centrality, closeness centrality and betweenness centrality.

(2) group-level analysis: It comprises of methods to identify the closely connected

groups of nodes in the network. It deals with calculation of densely connected groups
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Fig. 5. Random versus Scale-free network [8]

(clustering) and the computation of structural roles and positions.

(3) network-level analysis: The methods focuses on the topological properties of
networks as a whole. Properties such as density, degree-distributions, transitivity, or

reciprocity falls under this category.

As seen in figure 5(a), the degree distribution in case of a random graph follows a Poisson
law, which suggests a more or less similar or small range in the variance of degree of the
nodes in the graph. The same can be visualised through the national highway network in
the United States, in the figure 5(b); the nodes are connected directly or indirectly, and it
is hard to identify a hub among them because of the absence of highly connected nodes. On
the contrary, the degree distribution of a scale-free network follows a power-law distribution
(figure 5(c)), and some of its nodes have a very small degree whereas some are almost
connected to all the nodes in the graph (figure 5(d)), as observed in the air traffic network
in the United States.

2.2.2. Network biology

Biological entities are made up of intricately connected complex interactions. Network
biology provides the framework to investigate the complex relationships and model them

to characterize the enrichment patterns and understand the system-wide properties. The
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integrative and systems level approach of network science to uncover the informations
administered by biology is highly significant. The complexity of biological phenomenons
can be broadly represented as: i) Protein-protein interaction networks, where proteins
are nodes and their interactions are edges, ii) Gene regulatory networks (DNA-protein
interaction networks), iii) Gene co-expression networks (transcript-transcript association
networks), iv) Metabolic networks, v) Signaling networks, vi) Neuronal networks, vii) Food

web, viii) Between-species interaction networks, and ix) Within-species interaction networks.

Over the last decade, the advances in high-throughput genomic and proteomic profiling
technologies, such as DNA microarrays, next-generation sequencing (NGS) and mass
spectrometry based proteomics and metabolomics, has led to rapid developments in data
acquisition of all kinds, namely, genomic, transcriptomic, proteomic and metabolomic data
(85, 68, 86]. Although it gave a tremendous opportunity to better understand biological
systems, there were huge challenges of bringing together the heterogeneous data and put in
a framework that has the capacity to capture the high-dimensionality of the data [104]. The
origin and evolution of network biology came handy as a tool with a holistic approach, with
an ability to integrate multi-platform, multi-dimensional data, graphical(wiring diagram)
representation to exhibit the interactions and functions that connects the dots to identify

the fundamental mechanisms of biological systems [120].

Network biology has proven to be a powerful tool for the study of biological systems.
It has been beneficial in resolving the inherent mechanisms of biological problems, starting
from the basal activities of genes and proteins in cells [8, 37], to complex diseases like cancer
[129], cardiovascular diseases [22] and neurodegenerative diseases [76]. Tools using network
analysis, that uses integration of co-expression network and the human interactome network
has been developed and shown to have efficient screening capacity to identify potential new
disease- gene associations [87]. Single cell network biology has shown to identify regulatory
programs specific to disease-associated cell types and cellular states using cell-type-specific
gene networks [18]. A regulatory multi-omic network study has found the connection
between lipid metabolism and glucose regulation in case of coronary artery disease [22].
The etiologies of a rare disease, Mayer-Rokitansky-Kiister-Hauser (MRKH) syndrome has
been identified using PPI network analysis of protein-coding genes found in the altered
genomic regions [90]. To identify the underlying mechanisms behind biological functions, for
example, the lactation process has been studied using weighted gene co-expression network
analysis (WGCNA) [29]. The evolution of transcription network has been done using
network analysis to identify the overlapping regulatory pathways [108, 102]. Fundamental
studies like, the study of design principles in inter-layered biological networks in nine

different species has been investigated using robustness analysis of the networks [71]. The
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study potentially provides a framework that can be extended to different molecular species

to achieve a desired biological function.

2.2.2.1. Network biology in PQC systems.

Under certain stressful conditions protein folding can fail leading to misfolding or aggre-
gation. There is a protein quality control system that comes to its rescue where molecular
chaperones assist the (re)folding of proteins, facilitate their translocation, promote their
assembly into macromolecular complexes, and if necessary, target proteins for degradation
[9], hence playing the central role in protein homeostasis. Such macromolecular assistance
to prevent aggregation and promote function controls rate of protein synthesis and influence
the rate of folding of the proteome. In addition, membrane trafficking patterns responsible
for compartmental localization can mitigate aggregation and mediate degradation to enables

protein turnover.

The intricate play of inter-connections in PQC can be represented as network of proteins,
where the connections can be defined as physical or functional in nature. An elaborate
network of molecular chaperones and protein degradation factors continuously monitor and
maintain the integrity of the proteome. Cellular protein quality control relies on three distinct
yet interconnected strategies whereby misfolded proteins can either be refolded, degraded,
or delivered to distinct quality control compartments that sequester potentially harmful

misfolded species 4.

2.2.2.2. Modularity of PQC network.

One issue that has received a considerable amount of attention is the detection
and characterization of community structure in networks, meaning the appearance
of densely connected groups of vertices, with only sparser connections between groups
(figure 6). The ability to detect such groups could be of significant practical importance [82].

On a mesoscopic level of protein-protein interaction networks, modules form the next
functional and organisational building blocks above individual proteins. Therefore, modules
in the network play an important role in getting insights into fundamental organizational
principles of biological systems. Mathematically, there are several algorithms available
to identify network modules, such as, Fast-greedy algorithm [21], Walktrap algorithm
[89], Label propagation algorithm [93], Spinglass community algorithm [94], Multi-level
community algorithm [11] and Correlation based hierarchical clustering [115]. According
to the definition of modules (i.e. modules are functional building block of the network), we
can also consider proteins involved in a particular function to constitute a module. These

proteins inter-play between each other and with other functional modules to carry out
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Fig. 6. Modularity in a network
The vertices in many networks fall naturally into groups or communities, sets of vertices
(shaded) within which there are many edges, with only a smaller number of edges between
vertices of different groups.

particular functions.

The interactions within and between proteins and metabolites in complex metabolic
networks has been studied for different organisms, in the perspective of robustness of the
network offered by its modular structure, to identify indispensable links present in the
network [35]. These metabolic interactions are used as potential drug targets [42]. Yeast
protein interactome has been studied in the context of modularity of the protein inter-
action network to understand intra-modular inetractions [25]. There has been successful
application of a framework, MoNet, on yeast protein interaction weighted network to under-
stand the organization of the biological system, where the modules obtained were found to

be significantly enriched in proteins with related biological process Gene Ontology terms [69].

2.2.2.3. Functional module discovery in PQC network.

A functional module is nothing but a sub-network defined by a group of cellular
components and their interactions that can be attributed a specific biological function
[39]. There have been approaches that includes scoring functions to identify modules
in gene-expression data [130, 59], metabolic pathways [46] and complexes [44]. The
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identification of functional network modules using network topology has been done in
several ways; algorithms involved utilization of shortest-path length, betweenness, density

of connections, and percolation clustering.

In PQC, the different processes of synthesis, which includes transcription, translation,
folding, maintenance that consists of signal trafficking, re-folding and degradation cross-
communicate in a huge network. In the PQC network, the cellular entities that govern
the individual processes connect more densely and closely than their connection with each
other. While studying the regulation of the network that is made up of thousands of nodes
and edges, it is difficult to consider the enormous magnitude of factors and information.
The modularity of the network can be played to reduce the dimensionality of the network

without losing the information the network data offers.

2.2.3. Feedback motifs in PQC network

The term ’motif’ is used in a variety of contexts conveying varied meanings in each
field. The origin of the term dates back to 1848, which was used back then in French,
specifically in an artistic or dramatic work where it meant "dramatic idea or theme". The
most fundamental abstract definition of motif is, a frequently occurring pattern with
a salient significance. The term carries its significance from arts, music and literature, to

computer science and biochemistry.

In biochemistry, there are generally two types of motifs; (i) Sequence motifs and (ii)
Structural motifs. Further, depending on the content of the sequence i.e. nucleotide or
amino-acid, it can be DNA or RNA, or protein motif. The well-known regulatory sequences
[119] such as transcription-factor binding sites or binding sites in general [96], promoter
regions, and crossed-species conserved sequences are some of the examples of sequence
motifs. It is clear from the examples that sequence motifs are generally functionally
significant in nature [127, 45]. The discovery of sequence motifs is an important problem
in bioinformatics. Among the currently available search algorithms, the Boyer-Moore
algorithm, the Rabin-Karp, and the suffix trees are some of the most commonly used ones.
The problem of sequence motif identification, in general, is based on sequence alignment,
and the graphical representation of sequence motif is mostly done through sequence logo.
The structural motif is a recurring patterns of three-dimensional spatial arrangement of
amino acids or nucleotides [56, 83, 74]. A structural motif may [126] or may not be

associated with a sequence motif. Stem-loop, D-loop, beta-hairpin, helix-turn-helix, and
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zinc finger are examples of structural motifs.

In the realm of biological networks, there exist network motifs that are nothing but
repeatedly occurring statistically significant sub-graphs, with a frequency higher than the
compatible randomized networks. The term, network motifs has been introduced by the
group of Uri Alon [75] to better understand biological networks. The network motifs can
be regarded as the structural and functional units of a network. They are known to have
regulatory properties [7, 49]. As part of the network, the network motifs can be directed or
un-directed, owing to the type of network it comes from. The detection of network motifs
is computationally challenging. Several algorithms has been developed for the identification

of specific network motifs, which is discussed in the next section.

2.2.3.1. Network motif discovery.

The task of searching and enumerating network motifs is time consuming due to their
potentially large number, and the time consumption increases exponentially with an increase
in the size of motif [125]. Also, it gets practically impossible for large and dense networks,
for example, networks of biological systems. To tackle this problem, various methods has
been developed, which utilizes different computational techniques like breadth-first search
algorithm and isomorphism. The core goals of most of the motif finding algorithm can be

summarized as follow:

(1) Search and enumeration of network subgraphs of certain size for a given input data.
(2) Classification of isomorphic network subgraphs.
(3) Calculation of frequency of network subgraphs in the network to identify network

motif.
Below we discuss some of the well-known motif finding methods.

(1) FANMOD: Wernicke’s ESU algorithm: Wernicke [124] presented the ESU algo-
rithm, which enumerates all motifs of size k in a graph. The ESU algorithm starts
with individual nodes in the graph and iteratively adds an additional node from
the subgraph’s neighborhood, until reaching subgraphs of size k (figure 7). It does
consider open neighbourhood vertices in its graphlet search. Hence, the goal is

to search and enumerate all the possible topologies for a given size of motif. (figure 8)

(2) Mfinder: The main aim of the algorithm used in MFINDER is to reduce the run

time. In order to count all n-node they start with an edge, el, and search for all
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Algorithm: ENUMERATESUBGRAPHS(G, k) (ESU)
Input: A graph G = (V, E) and an integer 1 < k < |V]|.
Output: All size-k subgraphs in G.

01 for each vertex v € V do

02 VEctension — {4 € N({v}) : u > v}

03 call EXTENDSUBGRAPH({v}, Vistension, V)

04 return

EXTENDSUBGRAPH (Vsubgraph, VEstension, V)
E1  if |Vsubgrapn| = k then output G[Viyygrpn| and return
E2 while Vigension # 0 do
E3 Remove an arbitrarily chosen vertex w from Vggension
E4 Vé.‘:tem:‘on — VEstension U {u € Nezd(w, VSubgmph) LU > ’U}
E5  call EXTENDSUBGRAPH(Vsupgrapn U {w}, Vi,
E6 return

ension? U)

Fig. 7. Pseudocode for ESU algorithm: Motif finding algorithm used in FANMOD [124]
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Fig. 4. Given the labeled graph in the left upperhand corner, the above ESU-tree corresponds to calling ENUMERATESUBGRAPHS(G, 3). The tree
has 16 leaves which correspond to the 16 size-3 subgraphs of G.

Fig. 8. ESU implementation for G(3) [124]

n-node subgraphs it participates in. All of the sets of nodes that were already visited
are then stored in an array of hash tables. This saves time in searching because the
traversing of a tree is stopped if a set or subsets of nodes have already been visited.
When this process of edge el is finished, the hash tables are cleared and the next
edge in the network, e2 is then searched. This process is repeated for all network
edges and accumulates the counts for each subgraph type. At the end of this process
each subgraph count is divided by the number of edges that the subgraph contains
[113].

(3) RAGE: It is an efficient counting algorithm for 4-node size graphlets. Specifically, it

present algorithms that count for each node, all non-induced tailed triangles, 4-node
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cycles with chord (chordal cycles), and a path of length three graphlets [73].
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Fig. 9. All three and four node undirected position aware graphlets found using RAGE
[73].

(4) ORCA: It uses a combinatorial method for counting graphlets and orbit signatures
of network nodes. The algorithm builds a system of equations that connect counts
of orbits from graphlets with up to five nodes, which allows to compute all orbit
counts by enumerating just a single one. This reduces its practical time complexity
in sparse graphs by an order of magnitude as compared with the existing pure

enumeration-based algorithms (figure 10) [41].
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Fig. 10. Graphlets searched in ORCA with 2-5 nodes and automorphism orbits [41].

42



(5) MAVisto: It is meant to support both the search for motifs of any size under
different frequency concepts (that is different ways of counting motif occurrences
depending on the reuse of network elements) and powerful exploration of motif
distribution and motif fingerprint. MAVisto is known as Motif Analysis and
VISualization TOol [99]

(6) Kavosh: Kavosh makes use of 'revolving door ordering" algorithm to obtain all
the combinations of vertices present in the network. The aim here is to obtain
statistically over-represented network sub-graphs [47]. The motifs, the method is

concerned about, does not need to be connected or form a loop (figure 11).

ZScore=618389.82 1Score=437251.85 ZScore=420402.39 2Score=388341.69 ZScore=387864.29

Fig. 11. 9-size motifs of E.coli, found by Kavosh [47].

(7) NetMODE: NetMODE can only perform motif detection for subgraphs of size
less than 6. It is a method concerned towards specific improvement over Kavosh.
The iteration procedure here does not involve revolving door algorithm and does not

utilize Nauty for detecting isomorphs [65].

2.2.3.2. Regulatory motif discovery.

At the heart of a control or regulatory system, fundamentally lies a feedback regulation
which controls the signal and compares to a desired reference signal and uses the discrepancy
to compute corrective control action, and in the realms of engineering models, the modules
that performed the actions are sensor, actuator and effector respectively [58]. As shown in
the figure 12, the regulatory mechanisms are in a constant dynamics and biological control
modules evolve and assemble into hierarchical modular systems to help the cell or organism

survive in demanding environments.
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Chapter 3

Hypothesis and Objectives

3.1. Hypothesis

Since the protein homeostasis entirely relies on feedback regulation which in turn is driven
by feedback motifs of closed-loop pattern, we hypothesize that a path-based algorithm that
specifically searches for closed-loop pattern connections among the nodes (regulatory genes

or proteins) will facilitate in unbiased identification of feedback motifs.

3.2. Objectives
3.2.1. Identification of network motifs with specific topology

As previously discussed, network motifs are essentially identified through enumeration
and identification of the statistically significant ones. However, the challenge here is
the computational expensiveness, and the aim is identification of functionally important
network motifs (figure 13). Statistically proven network motifs are trivial solution for the
problem of identification of network motifs. Also, the hub proteins have been claimed to
be both physiologically more important and evolutionarily more stable, which suggests
that they are less dispensable [9]. We aim at building a framework for identifying key
regulatory network motifs present in a given network. We understand that rare presence
could very well be essential for the proper functioning of a system. Moreover, a scarce yet
essential entity has a higher possibility to break the system when it gets damaged, and
hence constitute a key regulator. Therefore, it is important for us to not limit ourselves to

the frequently available motifs.
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Fig. 13. Pipeline for regulatory motif discovery

It is important to figure out the characteristic properties that are to be used as essential
filters for defining a network motif as a regulatory one. The filtering properties that are
selected are given below:

(1) Physically connected cyclic motifs: The entities in the network motifs should be
physically connected to each other, and the topology should be cyclic in nature to
account for and select the motifs that form feedback loops. The size of network motifs
are kept at 3 to 6, for now.

(2) Functionally connected: The connections between the entities of the network should
be of a functional importance.

(3) Co-regulation: The entities in the network motifs are expected to be perturbed

simultaneously under a similar condition.

In this section, we will focus on the first criteria i.e. the physically connected cyclic
motifs. As discussed, there exist numerous motif finding algorithms. However, we lack a
method to define the specific topology of the motifs, and above all, none of the known
algorithms support the filtering steps at the core of this project. This leads us to our first
objective, which is, building a methodological framework to identify cyclic-topology network

motifs.
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Fig. 14. Cyclic network motifs: (from left) Triplet, Quadruplet, Quintuplet and Sextuplet.
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3.2.2. Identification of regulatory motifs

Fulfilling the previous objective will guarantee the topology of the candidate mo-
tifs. For the next filters, we aim at systematically integrating functional information to
the candidate motifs. This is very relevant because understanding protein homeostasis
is a problem which deals with different layers of biological informations and Saccha-
romyces cerevisiae is a well-studied model organism than we chose protein homeostasis in

Yeast to apply the framework on and analyse the functioning of the data integration pipeline.
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Fig. 15. Data integration pipeline

For information on physical connection, protein-protein interaction data is used (figure
15) whereas for functional information, genetic interaction data is considered. Finally, to
verify coregulation, gene-expression data is taken into account. In each step, a scoring

function, available from the literature or explicitly derived, is used for the filter.






Chapter 4

Materials and methods: Network Data

4.1. Integration of information to study protein home-

ostasis in Saccharomyces cerevistiae

“The whole is greater than the sum of its parts”
Aristotle

The revolution in the research and applications in biology have made it easier and
cheaper to generate ever-greater volumes and types of data which helped in the detailed
study of the important parts of the biological systems. The continuous addition of the
already existing data in biology has permitted the exploration of new areas in biology,
namely, genomics, proteomics [34], metabolomics [60], lipidomics [128], and techniques
charting epigenetic regulation [64] or chromatin structure [14]. However, the unrelated and
the heterogeneous nature of the biological data obtained from different platforms through
different experimental conditions and procedures makes it extremely challenging to map
them for the purpose of integrating them. However, since the molecular complexity of
protein homeostasis etiology exists at all different levels, the integrative analysis offers
an effective way to increase the strength across multi-level omics data and can be more
powerful than single-level analysis [36, 66]. An extensive integrated study of structural
and functional aspects of transcription factors has been carried out [3] using bioinformatics
approaches [70, 121]. It is evident despite the available data eligible for systems level
analysis. It is due to the difficulty and complexity of the problem to put them in one
single integrated framework, most of the large scale studies is often done in isolation,
without considering the links that connect the underlying molecules. Although application
of integration of data is known and has been used in many instances, an integrated

framework for a holistic approach study of protein homeostasis remains unresolved. Hence,



an important next step in systems biology is the identification of systematic approach for

the integration of multi-omics data.

Integrate, collected genes from
different resources

GONnstruct gene network
Identify gene modules
validate gene modules

Construct protein module
carresponding to each gene module

| }

Identify protein submodules

validate protein subodules

Tdentify Ilis Classes

Domain analysis of hub class

Cluster analysis

Fig. 16. Schematic diagram representing two-layer network structure between genes and
proteins [111].

Integration of omics data has been used to establish a framework that makes the
identification of biologically correlated modules. It has been proven in the context of breast
cancer [111], which can be extended to any biological function or disease. Figure 16 depicts
the overall methodology of integration of the data combined with network analysis. Here,
they have constructed two layers of the breast cancer network: the gene and the protein,
where each gene module is extended to map out the network of expressed proteins and their

interactions in order to identify submodules.

4.1.1. Functional module

The goal is to identify regulatory motifs, which could be achieved by considering a set of
well-known regulatory proteins involved in the protein homeostasis network, and identifying
all the connected motifs that these proteins make, and adding multiple filters to recognise
the protein homeostasis based regulatory motifs. However, it is computationally very
expensive to do the same for thousands of proteins. Also, most of the biological networks
are scale-free in nature, where the degree follows a power-law distribution [50]. It suggests
that the network consists of a few nodes which are connected to almost all rest of the nodes

present in the network, and it is practically impossible to do the downstream analysis on
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such a huge number of candidates.

In the search of regulatory motif, we systematically choose functional modules based on
their function and their representation in the various datasets used in the pipeline. This
step is important, biologically and computationally. Through this decision, we increase the
confidence of identifying candidate regulatory motifs, hence, it acts as a preliminary filter.
Further, with specific targets, we skipped the unnecessary calculations that would have

been otherwise required.

4.1.2. Protein-protein interaction data

PPIs are physical contacts between protein molecules, where the contact is mostly
governed by electrostatic forces, hydrogen bonding and the hydrophobic effect. As shown in
figure 15, the first step of integration is PPI data for Saccharomyces cerevisiae obtained from
BioGrid. It consists of approximately 6000 proteins and 708411 inetractions, which maybe
direct or indirect PPI. The protein - protein interactions are detected using several known
experimental techniques such as, two-hybrid screening and different types of affinity cap-
ture. Interactions between proteins are also identified by enquiring about their biochemical

activities, constitution of the complex they are a part of and identifying co-localized proteins.

To identify regulatory motifs in protein homeostasis, the first important criterion is that,
the proteins involved must be physically connected. Further, the connection topology is to
be predefined, and only the candidate motifs with particular patterns of connectivity will
be identified. The PPI dataset is in the form of pairwise protein-protein interaction, which
when taken together provides the information about connectivity in the interactome of the

organism.

4.1.3. Genetic interaction data

Genetic interactions provide information on functional relationships among genes and
the type of interaction depends on the type of genetic interaction. A large-scale genetic
interaction study on Saccharomyces cerevisiae has been done [33]. The strength of genetic
interaction is defined by deviation of a double-mutant organism’s phenotype from the
expected neutral phenotype. Genetic interactions occur when mutations in two or more
genes combine to generate an unexpected phenotype. An extreme negative or synthetic
lethal genetic interaction occurs when two mutations, neither lethal individually, combine

to cause cell death (figure 17). Conversely, positive genetic interactions occur when two
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mutations produce a phenotype that is less severe than expected. Genetic interactions
identify functional relationships between genes and can be harnessed for biological discovery

and therapeutic target identification.

Synthetic lethality Genetic suppression
Wild-type MutantQ MutantQ + Wild-type MutantQ MutantQ+
(e.g. cancer gene) Mutant F Suppressor S
® D € ® ¢ p ® 6 a @ ¢ s
N ¥ R4 o ¥ N/ w / B

x x X x X x
! ! H ! H !
Normal fitness Normal fitness Fitness defect Normal Disease Normal
(healthy) (healthy) (lethal/sick) phenotype phenotype phenotype

Fig. 17. Examples of genetic interactions [118]
abcdefgh

To identify regulatory motifs, it is important to integrate functional information to the
previously obtained physically connected motifs. It ensures the regulation dependencies
among the contained proteins in the candidate motifs. The genetic interaction information
in Saccharomyces cerevisiae is taken from the article [23]. Further, in the realms of epis-
tasis, the negative genetic interactions are known to be functionally related genes, whereas
positive interactions might provide insights into general mechanisms of genetic suppression

or resiliency.

4.1.4. Gene expression data

The data is obtained from the paper Genomic Expression Programs in the Response
of Yeast Cells to Environmental Changes [33]. The data captures the gene-expression in
Saccharomyces cerevisiae under different environmental conditions. Gene expression is the
process by which the genetic information in DNA is transcribed into mRNA. It is a tightly
regulated process that governs the response of a cell against changes in environment. It
controls the time when the protein is to be synthesized as well as the amount of proteins
synthesized.

The data contains values from DNA microarrays. A microarray is a laboratory tool
used to detect the expression of thousands of genes at the same time. DNA microarrays are
microscope slides that are printed with thousands of tiny spots in defined positions, with
each spot containing a known DNA sequence or gene. Often, these slides are referred to

as gene chips or DNA chips. The DNA molecules attached to each slide act as probes to
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detect gene expression, which is also known as the transcriptome or the set of messenger
RNA (mRNA) transcripts expressed by a group of genes. The data contained in the
file represents the normalized, background-corrected log2 values of the Red/Green ratios
measured on the DNA micro-arrays. The yeast gene expression data in its raw version has
a dimension of 6,152 rows by 176 columns. The rows consists of the gene names whereas
the columns display the description of the experimental condition, hence the data-point

in the matrix is the expression values of a gene under a given environmental condition/stress.

The systematic integration of co-expression information will help to infer on the dynam-
ics of the motifs. In the absence of condition-specific perturbation data, the gene-expression
data screened under different environmental conditions is used to identify motifs that show

co-expression.
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Chapter 5

Results

5.1. Performance of Path-based pattern-finding
(PBPF) algorithm

Multiple algorithms have been proposed to search and identify network motifs [75].
Since searching network motifs is a computationally expensive task, each algorithm focuses
on the type of network motif and optimises the search accordingly. As we discussed above,
the type of network motifs that are required to obtain the candidate feedback motifs
constitutes of a closed-loop pattern (figure 14). Since none of the available algorithms
effectively searches for this specific type of network motif, we propose a novel network motif
finding algorithm which is based on the path that connects the nodes in a network, and we
name it as Path-based pattern-finding (PBPF) algorithm.

5.1.1. PBPF algorithm

We developed an algorithm to search and enumerate connected patterns or graphlets
in the yeast PPI network that meets the first requirement for a feedback motif. It is a
path-based algorithm that utilizes the depth-first transverse method in which for a given
input of required node (“source-node”; here: protein) and the size of graphlet, the algorithm
saves all the connected neighbors (direct and indirect) to the source node as well as all the
paths connecting the source node and neighbors at different levels. The algorithm is divided
into four different cases with different pattern sizes i.e. from 3 to 6. The details of the

PBPF algorithm, for each graphlet type, is described in figure 18:

(1) Triplet: The 3-node graphlet is the simplest pattern discussed here. It takes into ac-
count all the immediate (level-1) neighbors. All pairwise unique interactions between

nodes are constructed as a set of possible edges, which is then reviewed against the
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Fig. 18. Schematics for path-based pattern finding algorithm

To the left, it depicts the progression of the motif search algorithm for different sizes of
motif. To the right, it represents, the step-by-step identification of network motif (with

(2)

(3)

size=3 to 6) for a single source-node.

set of edges present in the PPI network, to keep the interactions that overlap with
the PPI data. The source node along with the nodes forming such edges forms a

triplet.

Quadruplet: In the 4-node graphlet search, for a given input of node, all the nodes
in the paths of length = 2 i.e until level-2 (end node) are curated. Further, for each
node in level-2, the possible pairwise unique paths that connect the source and the
end through the middle nodes(level-1) are taken. Hence, the source node, along with

the middle nodes and the end node form a quadruplet.

Quintuplet: The 5-node graphlet search is similar to that of the triplet search. The
only difference is that the set of edges is obtained at the level-2 from the source.
And the nodes of the edges connecting the source go through a path-length=2 i.e one
middle node on each side for each node of the edge. The source node, the two middle
nodes and their two neighboring nodes that are connected to each other, together

form a quintuplet.

Sextuplet: The 6-node graphlet search goes similar to that of quadruplet search,
with a difference of the path-length between the source and end node i.e. three,
hence including the indirectly connected level-3 nodes as the end nodes. It gives two
layers of middle nodes which form a sextuplet along with the source and the end

node. Fig 1.1 is a toy network which demonstrates an example for each of the case
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mentioned above.

5.1.2. Comparison of PBPF-algorithm to FANMOD

FANMOD is an existing algorithm(discussed in 2.2.3.1) that shows the maximum
ability to search for the closed-loop pattern network motif. However, FANMOD does not
specifically focus on the required type of motif and hence there is a greater possibility that
it does not render the best practically achievable solution to the problem. In the table given
below, the properties which separates PBPF from FANMOD are listed. In comparison, the
PBPF provides a greater stability by allowing a greater stability and flexibility of usage
with respect to the problem.

Property FANMOD PBPF
Motif-size Flexible Flexible
Source-node No flexibility Flexible
Specific motif structure | No or low specificity Highly specific
Output Number of motifs | Motifs (nodes and edges), Number of motifs

Table 1. Comparison between FANMOD and PBPF algorithm.

The comparison is made on the essential properties that justifies the need of development of a novel
algorithm i.e. the PBPF algorithm.

As shown in table 1, the only control possible in case of FANMOD is the size of
the motif and the network in which the motif is to be searched. In contrast, the PBPF
algorithm allows us to control the source-node, which reduces the required calculation
as well as provides only the motifs that are of our interest. According to figure 8, for
a given size of motif, all the possible types of motifs are produced (table 2). We are
interested in only one out of the many types i.e. the closed-loop pattern (14). To obtain
the specific closed-loop pattern motifs out of all the outputs, we would require another
level of filtration which will add extra computing to the already done unnecessary calcu-
lations. Considering that, PBPF does only definite calculations to identify exclusively the
closed-loop pattern motifs. FANMOD finds and enumerates motifs, checks for isomorphic
motifs and classifies them, and compares the frequency of the motifs in the real network
to the random network, which is generated using a random graph model. The important
drawback here is, it only provides us with the frequency of the motifs. At this step, the
obtained candidate motifs captures only the topological connectedness property, which is
an important prerequisite but not enough to qualify as a feedback motif. For that, we
need to further integrate biological properties to the candidate motifs. To do so, control
over the nodes and edges that form the motifs is very important. On the other hand,

PBPF gives motifs with constituent nodes and edges in closed-loops, satisfying all the
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required conditions of our purpose and justifies its application in identifying feedback motifs.

5.1.2.1. Application of PBPF and FANMOD algorithms on a test network.

The biological networks are usually huge in size with thousands of nodes and millions
of interacting edges. Application of the graph-based algorithms on such networks could
be very tricky. To avoid any nuisances, there exist a well established step that includes
systematic validation of the algorithm, which is generally done using a small dummy graph

because it is easier to visualise and faster to search and enumerate the motifs present in it.

Fig. 19. Test network.
A dummy network to test the functioning of the algorithm on. It consists of the
connections that are speculated to be potential cause of mis-counting of motifs.

Motif-size | FANMOD | PBPF
3 64 8
4 167 8
5 425 7
6 970 6

Table 2. FANMOD versus PBPF

Number of motifs obtained in the dummy network using FANMOD and PBPF algorithm.

As shown in figure 8, the motifs identified by FANMOD do not satisfy the topology
of the search motifs. FANMOD is very lenient with respect to the type of topology, and
it recognises chained structure, open-loop, along with closed-loop cycle for a given size of
motif. It also accepts different permutations and combinations of connections as unique

motifs. In contrast, PBPF is very stringent in its identification search for motif. The goal
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of the algorithm, which is, to identify potential feedback motifs, makes the filter conditions
very stringent. Therefore, PBPF ensures only closed-loop cycles from size three to six to
be the only possible motif topologies of motif to be selected. This is the reason behind
the outcome presented in (table 2), which clearly shows a larger number of motifs while
enumerated through FANMOD than PBPF. An increase in number of motifs with increase
in size of the motif is also observed in case of FANMOD, which is definitely not the case in
case of PBPF algorithm.

5.2. Application of PBPF-algorithm on protein home-

ostasis network of Saccharomyces cerevisiae

5.2.1. Identification of candidate motifs that are likely to be phys-

ically interacting

The proteins in the PPI data of S.cerevisiae form the nodes and the protein-protein
pairwise interaction make the edges in the PPI network. The network is built using

networkx in python. It is a huge network of 6000 nodes (proteins) and 708411 edges.

The degree distribution of the PPI network is calculated, and it was observed that there
are few proteins with degree equivalent to total number of proteins in the network (figure
20). The n in the boxplot denotes the number of proteins that are forming motifs for each
size. This suggests that these proteins form hubs in the network, the rest of the proteins in
the network have a lower degree (figure 21). This confirms the PPI network to be scale-free
in nature (figure 20), with the degree distribution following power-law function. As we have
discussed earlier, it is computationally impractical and biologically less relevant for the
analysis. Therefore, the hubs are required to be deleted from the network before starting
any kind of analysis. To do so, a range of degree threshold is chosen, and all the nodes with
degree beyond that threshold are deleted from the network. Moreover, this step provides the
opportunity to keep a check on the number of motifs enumerated for each degree threshold.
The aim is to keep more information but without losing the practical situation for the motif
analysis i.e. the module that supplies less number of motifs for a higher degree threshold is
the most favourable one.

As biologically significant and variant, ribosomal proteins, transcription factors and
signalling proteins are taken as the functional modules, and are given as the input for the
list of source nodes while applying on PBPF algorithm. It was observed that, for the list

of source nodes as ribosomal proteins, the most suitable degree threshold is 100, whereas
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Fig. 20. Pipeline for identification of network motifs formed by proteins in the PPI network.
To the top-left, it is a representation of the format of the PPI data, which is represented as
a network using networkx, a Python module. It treats the pair-wise PPIs as the
connections or edges in the network. To the top-right, it is the degree-distribution plot of
the PPI network. To the below, in the table, the degree-thresholds for different set of
proteins are mentioned for which PBPF was applied on the network.

for TFs, although all the degree thresholds yield results for some of the proteins, but for
some it gets terminated. The calculation pipeline runs smoothly for all the thresholds for
signalling proteins. Also we observed that, for the proteins that yield results, the number
of motifs for ribosomal proteins and TFs was extremely high, and hence are not the most
convenient ones for the downstream analysis. Hence, we chose to proceed the study with

signalling proteins.

The above observation can be explained as follows:

(1) Ribosomal proteins are highly expressed and central for almost all the cellular func-
tions [9]. Therefore it is highly likely that they form hubs in the PPI network.

(2) TFs as well, being at the heart of every cellular function, makes it a popular regulator.
This explains the huge number of motifs formed by TFs in PPI network.

(3) Signalling proteins enables interaction among other proteins, making them a core
regulator of a cellular system. However, the functioning of signalling proteins depend
on their free availability as well as their specificity of interaction through receptors.
Probably, this is the reason behind obtaining feasible number of interactions with

signalling proteins in a huge ball of densely connected network.
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Fig. 21. Enumeration of network motifs formed by signalling proteins in the PPI network.
Each data point is the representation of the number of a specific size of motif formed by a
single signalling protein in the PPI network. The box-plot represents the distribution of
numbers of a specific size motif for all the signalling proteins. Here, n=number of signalling
proteins that form motifs.

In figure 21, the boxplot shows the distribution of the number of motifs formed by
the signalling proteins, with a degree threshold of 300. And we see the number of motifs
growing from triplets to quadruplets, which drops for quintuplets, and it is the least for
sextuplets. The observation can be explained as the increase in possible combinations with
an increase in size of motif, and also the conditions getting too stringent when the size of

motif grows further.

5.2.2. Genetic interaction in Protein complexes (PCs)

PCs are biological entities, constructed through protein-protein or protein-ligand
binding, hence consisting of group of proteins and ligands to perform specific cellular
processes. PCs, being functional in nature, with proteins known to be physically connected
within it, are considered as the control set for protein-protein interaction. The goal here is

to check if PCs are able to show functional relevance when integrated with genetic interaction.
Out of the list of PCs, small connected sub-networks are created from the PPI network.

As one of the approaches, the aggregate genetic-interaction score of the pairwise PPIs in the

PCs is taken as a criterion to determine functionality of the PC. Based on the size of real
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Fig. 22. Schematics explaining the creation of random PCs and integration of GIs to the
PC based sub-networks.
To the top, the creation of PCs (real and random) is displayed. GI score is integrated to
the constructed PCs. To the right-bottom, in the table, number of real and random PCs of
different size of PC are mentioned.

protein-complexes, random protein complexes are created using randomly chosen proteins
to create a background distribution (figure 22). The PCs are normalized and segregated

according to their size to avoid over or under-representation of the aggregate scores.

A more negative score is observed for the real protein-complexes (figure 23), suggesting
that a functional interaction tends to have a more negative genetic interaction score. A
double mutant with a more extreme phenotype than expected bears a negative score which
defines a synergistic interaction between the corresponding mutations or synthetic lethality,
in the extreme case. This explains the negative score for the real PCs which are known to

be functional in nature.

This validates the strategy of integrating PPI to genetic-interaction data, opening the
door to extend the study and apply to the curated candidate motifs.
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Fig. 23. Genetic interaction of PCs
An aggregate genetic-interaction score is plotted for the real versus random PCs of same
size.

5.2.3. ldentification of functionally interacting candidate motifs

The PPI-based physically connected candidate motifs is integrated with the genetic
interaction score. From the literature [23] it is known that a genetic score above 0.08 or

below -0.08 can be confidently defined as functional interaction.

At this step, we obtain candidate motifs which are likely physically connected and func-
tionally interacting. After the filter of genetic interaction, we observed decrease in number
of motifs (figure 24). Also, the number of signalling proteins forming any motif decreases
dramatically for higher size motifs. We understand that PPI and GI data are orthogonal in
nature, and this could explain the reduction in number of motifs. Below, the examples of
cyclic motifs are drawn, with information of PPI and gene interaction. The GI information
is integrated from the previously created Gl-score matrix. The same information is available
in the databases like Saccharomyces Genome Database (SGD); where the score might differ
slightly because of the difference in approach to accommodate the multiple data points
for each pairwise interaction. Thus, both of the factors are available in literature and in
well-studied datasets, at pairwise interaction level. Here, the usage of the PBPF algorithm
and data-integration techniques allows us to visualise and study at the level of cyclic motifs.
A few cases of network motifs are identified, with one or many unavailable data point, sug-

gesting that this approach has a potential to identify novel cyclic motifs from a given network.
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Fig. 24. Enumeration of network motifs likely functional motifs formed by signalling pro-
teins in the PPI and Genetic interaction network.

Each data point is the representation of the number of a specific size of motif formed by a
single signalling protein in the PPI network, integrated with GI score. The box-plot
represents the distribution of numbers of a specific size motif for all the signalling proteins.
Here, n=number of signalling proteins that form motifs.

5.2.4. ldentification of candidate motifs that are likely active under

the same condition

Heat shock response is a well studied topic in the realms of protein homeostasis. Hence,
for testing co-expression, we chose temperature specific conditions, i.e. a steady-state
growth condition at 25°C and a heat-shock temperature at 37°C. The former is represented
as the normal condition and the later is considered as the stressed condition. Further, we
keep a threshold of gene-expression = -/+ 2, to regard an expression as regulation; only the

data points beyond the blue horizontal lines in figure 25 are considered as being relevant.
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Fig. 25. Expression value of yeast genes compared over normal and stressed conditions.
It is the distribution of GE log2 value for normal (25°C) and stressed (37°C) condition.
The blue lines in the plot display the positive and negative GE threshold value.
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Fig. 26. Enumeration of network motifs likely co-expressed motifs formed by signalling
proteins in the PPI and Genetic expression network in normal condition.

Each data point is the representation of the number of a specific size of motif formed by a
single signalling protein in the PPI network, integrated with GE score at normal
temperature. The box-plot represents the distribution of numbers of a specific size motif
for all the signalling proteins. Here, n=number of signalling proteins that form motifs.
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Fig. 27. Enumeration of network motifs likely co-expressed motifs formed by signalling
proteins in the PPI and Genetic expression network in stressed condition.

Each data point is the representation of the number of a specific size of motif formed by a
single signalling protein in the PPI network, integrated with GE score at stressed
temperature. The box-plot represents the distribution of numbers of a specific size motif
for all the signalling proteins. Here, n=number of signalling proteins that form motifs.

As shown in figure 26 and figure 27, the number of motifs is comparatively higher in
stressed condition than in normal condition, suggesting that the stressed condition can be
identified with an increase in the number of motifs and in number of proteins that are
deferentially expressed to form motifs. Also, an observation worth noting is, the data points
(number of proteins forming motifs) in the case of normal condition is far lower than in
the stressed condition. The basal level expression in the normal condition could explain this
observation. Since, the higher number is one of the core issues of motif enumeration problem,
the decrease in the number with systematic integration of information could be a successful
and meaningful way of dealing with the problem. In the examples of cyclic motifs, we added
information of expression profile for each temperature condition to create two subsets of
data ( 25°C and 37°C). We can see the change in expression for stressed condition compared
to the normal suggesting that stressed conditions may provide additional information on

regulatory motifs.
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5.3. Identification of likely co-expressed motifs with
physical connectivities and functional relations

Above, we saw pairwise integration of information, and by doing that we have systemati-
cally increased the confidence of candidate motifs which are potentially regulatory in nature.

The ultimate step is where all the information is systematically integrated.

AOOO

PPI+Gl based connected
network patterns

+GE(Normal) +GE(Stressed)

Type of motif # of proteins Type of motif # of proteins
with motifs with motifs

Triplets I YOLI 51W (GRE2 Triplets
Quadruplets 0 Quadruplets 0
Quintuplets 0 Quintuplets |
Sextuplets 0 Sextuplets 0

Fig. 28. Pipeline for enumeration of likely regulatory network motifs.
PPI+GI motifs are integrated with GE scores, normal and stressed, separately.

Here, the analysis pipeline makes sure that the candidate motifs that is obtained has
gone through the three filters i.e. PPI, genetic interaction with +/- 0.08 threshold, and gene-
expression with two-fold change. The network motifs at this step are putative regulatory
motifs. The number of motifs is higher in case of stressed compared to the normal condition
(figure 28). Above that, there is an extremely low number of proteins that crosses the three
levels of filter, and among those, all are part of triplets, except for the unique occurrence of

a quintuplet.
5.3.1. Identification of regulatory motifs

At this instance, we have successfully integrated the functional informations with the
identified candidate motifs. In this section, we introduce to some of the examples of network
motifs obtained through the framework of this project, some of which are found to be
known, described in the literature, and some are novel putative regulatory motifs discovered
through the stringent functionality filters of PBPF algorithm.

67



By carrying out further investigation of the candidate motifs, we discovered the presence
of known regulatory motifs among the PBPF predicted candidate motifs (figure 29).
Literature study of these motifs suggests their functional importance in protein homeostasis
[19, 105]. Figure 29 is the graphical representation of the regulatory network of some
of the signalling proteins (specifically, that of the BMH2), taken from SGD. BMH?2 is a
protein involved in the regulation of many processes including exocytosis, vesicle transport,
Ras/MAPK signaling, and rapamycin-sensitive signaling [10]. It regulates many transcrip-
tion factors, including the ones present in predicted motifs which play role in directly or
indirectly initiating a cellular response against environmental stresses, specifically, response
against heat [13]. The comparison of the known regulatory motifs with the regulatory
network shows an overlap in the structure; the triplet motif BMH2-PKH1-PKH2 is one of
such regulatory motif. This confirms that the discovered motif is regulatory in nature. It is
a validation for the algorithm and the approach for successfully identifying the regulatory

motifs.

REGULATOR SGD 2021-04-06

@ TARGET URG
@ rFocus

FKH2

1 ‘—\
YAPG

RAP1

Fig. 29. Regulatory networks formed by BMH2 (YDR099W).

We tried to integrate GI data to the regulatory motifs (figure 29). Surprisingly,

it was found that the GI data for the interactions present in the regulatory motifs
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(figure 29) does not exist. Firstly, it is a good news that the pipeline is able to cap-
ture the functionally important interactions. We learnt, every integration of information

can yield important output, which may or may not be in alignment with the next integration.

The figure 30 demonstrates one example of each type of motif that are identified using
PBPF-algorithm and the systematic integration of functional information. The PPI data
carries the information of pairwise interaction. But the topological structure is obtained by
treating the pairwise interaction data into graph or network, where the proteins form the
nodes and the connection between them form edges. Therefore, it is now possible to carry
out studies at the level of motifs.
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Fig. 30. Examples of likely regulatory network motifs.
Source nodes are signalling proteins. The figure represents network motifs formed by
signalling proteins. GE-score is in red, Gl-score is in blue.

In the figure 30, the nodes represent the names of proteins. Below them, in red, are
mentioned their gene-expression values; S for the stressed condition and N for normal.
At the edges, in blue, Gl-score for the given interaction is given. The triplet and the
quintuplet is derived from the final integration i.e. PPI+GI4+GE. The triplet is taken from
the specific integration of gene expression at steady-state growth condition whereas the
quintuplet is obtained through that of the heat-shock condition. In both cases, surprisingly,
the source-node selected are the only proteins that form motifs in the network. Therefore,
we investigated the nature of these proteins as well as the proteins they form motif with.
GRE2 is a stress response gene that plays an important role in restoring homeostasis in
case of environmental perturbations, like, osmotic, ionic, oxidative, heat shock and heavy
metals [32]. GRE2 is found to be involved in methylglyoxal reductase (NADPH-dependent)
activity as well as 3-methylbutanol:NAD(P) oxidoreductase activity [114]. It is regulated
by HOG MAPK signal transduction pathway [95]. Its relative gene-expression value
for stressed condition over normal suggests its involvement in heat shock response. The
immediate neighbour of GRE2 in the motifs are: HEL2, which is a ubiquitin ligase, which
helps to control the protein quality by inducing degradation when required [103]; MGM1 is
a mitochondrial GTPase, and plays role in maintaining the mitochondrial genome [4]; DPH1

is a protein involved in biosynthesis [28] and MRX11 is a mitochondrial ribosome: both
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regulate proteins involved in heat-shock response [6]. On the other hand, YPS1 is a MAPK
activating protease. It regulates transcription factors which are active under heat shock
condition [107]. QCR6 and QCRT is a component of the mitochondrial inner membrane
electron transport chain, and regulates proteins involved in cellular response against heat
and during mitotic cell cycle [2]. RSM22 is also a component in mitochondrial subunit
[116]. DBP3 is RNA-dependent ATPase [122]. PIN3 regulates cellular response against
thermal stress [79]. BRE4 is a zinc finger protein with a role in endocytosis. Together,
these suggest that the proteins involved in the motifs are functionally very different from
each other and they often, belong to different pathway. Thus, suggesting that we conclude

here is, there is an inter-play between functional modules in order to maintain homeostasis.

The function of individual gene or protein is known. In some cases, the interaction
between them is also characterised. But as we discussed, at the heart of the functioning
of biological systems lies communication and feedback systems which regulate each other in
order to maintain or restore back a stable environment for the cell. In this project, we have
moved a step closer in this direction by proposing to study biological systems at the level of

network motifs.

70



Chapter 6

Discussion and Conclusion

PBPF: the proposed motif finding algorithm is written in Python 2.0 programming language,
consisting of four parts, each for the triplets, quadruplets, quintuplets and sextuplets. PBPF
can detect network motifs with a cyclic topology (figure 14). For a given network and an
input node, the algorithm gives all the motifs in the form of list of sets of nodes that form
the motifs; also, the nodes in the output are ordered in such a way that the adjacent nodes
in the set of nodes of a motif represent the edges of the motifs. The whole project is set
up on the aspect of protein homeostasis. It is achieved by the application of the algorithm
on yeast PPI-network, and signalling proteins as the input nodes. The candidate motifs
were integrated with functional information (genetic interaction and gene expression) to
strengthen the confidence of the search pipeline. Since, there are thousands of proteins
with millions of interactions, it is not feasible to do extensive analysis on the millions
of motifs formed by them. The framework of this work, systematically adds regulatory
information to the putative motifs, that reduces the number of motifs alongside. The motifs
are identified and enumerated along the way, at each step of integration (that are: PPI,
PPI+GI, PPI+GE, PPI+GI+GE). A few potential regulatory motifs are represented in the
figures 30. It was also shown that, the framework of the PBPF algorithm, is able to retrieve

known regulatory motifs.

We are aware, that we are not yet there to conclude a candidate motif to be a feedback
motif. But I would like to propose a potential model at this stage, to help analyse the
regulatory motifs as feedback motifs. As shown in figure 31, for a given three-node motif,
depending on the expression value of the nodes (say, genes), could guide us to estimate the
type of interaction each edge has. But since the directionality is not known, we will apply
the logic bi-directionally. This might look simple, but, the fact that the motif that we are
analysing are discovered after systematic filtration, and are a potential regulatory motif,

adds confidence to the analysis. The model shown here, could be a simple feedback loop:



with edges 1, 2 and 6. It could also be a coherent feedforward loop: with edges 1, 3 and 2

when flow is from Y to Z.

+

AN

Fig. 31. Model for estimation of type of feedback
+ and - stand for positive and negative Gl-score respectively. The connections between the
nodes are represented bi-directionally to accommodate all the possible type of connections.
whereas red represents inhibitory regulation.

The PBPF holds potentials for improvement. We observed a scaling difficulty in the
usage of the algorithm, because of which we could not include the whole network; we
ignored the highly connected hubs from the network. The hubs create a huge amount of
data creating memory problem, which can be fixed by adding a separate function that bins
the nodes in a network according to their degree of connections, and deciding at a later
stage which bins to be included for which calculation. Further, the intermediary steps,
where the paths from the source node to the nth-level node is calculated, can be saved,
which can be retrieved according to the requirement. This would help to avoid repetition
of calculations. There is another possible limitation of the algorithm arising due to the
very nature of the interaction-data. The interactions screened in the PPI data are present
only in unique combinations. Therefore, the algorithm considers redundant combinations
of interactions, to avoid losing information. This might lead to over-counting of number of
motifs in some cases. In future work, this issue can be addressed by including a function
that identifies isomorphic graphs and saves only the unique ones [55]. Since most of this
work is dependent on the available data, and as we know, generally, these data are context
dependent and in some cases the technology that is used might face challenges in capturing

some of the reactions, is a drawback for our analysis.
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The cyclic motifs could also represent feed-forward motifs and the PBPF algorithm has
the potential to extract them from the network, as we summarize in the figure 31. But the
above explained model for feedback motif cannot be conclusive about the feedback or the
feed-forward behavior, since these systems are sensitive to the direction of interactions in
the motif. Integration of functional information in combination with loss-of-function and
gain-of-function perturbation experiments that gives simultaneous measurement of change
in level of expression of all the nodes in a motif will provide information on direction of

interaction.

The current study is carried out at a fundamental level and it immediately opens
the possibility for multiple studies. The most on-the-spot recommendation would be to
further strengthen the analysis to be able to identify known and novel feedback motifs from
biological networks. Although we applied the PBPF-algorithm on yeast protein homeostasis,
and limited the study to signalling proteins, it is possible to do the whole system-level
analysis. But it can be computationally expensive and the method needs to improve to
make it more robust. This model can be easily extrapolated in future work. Further, the
topology of motifs could be extrapolated to accommodate complexes. Also, in signalling,
directionality is quite well mapped, which can be integrated in the future work. Further, a
more elaborate study on the impact of temperature change can be done by obtaining data
for motifs formed for small and continuous shift in temperature. The identified motifs can
be linked to the change in temperature to identify the early onset of motifs; late ones; the
soft one; the rigorous ones; the ones which stay throughout and the ones that comes early
and goes away in later stages. The dynamics of motifs and their numbers will be interesting
to understand. Due to the unavailability of time resolved proteomics data during the time of
integration, could not be added to the calculations. It could be another dataset to integrate

in the future studies to strengthen the framework.

The fundamental structure of the framework allows its application in completely different
biological systems, for example: single-cell data. The information or the analysis of the
information on single-cell data can be quite robust and hence self-independent for studies
like, identification of cell-state specific regulatory motifs. From the single-cell gene expression
data, a weighted gene-regulatory network for each cell-state can be obtained. We can also,
identify potential cell-state regulatory motifs by applying PBPF-algorithm to it. We have
functional information such as, gene-expression and co-expression value between the genes.
A scoring function or a threshold is to be identified, using which the candidate motifs can be
filtered. Further, network topologies such as, change in centrality, neighbours or modularity,
sepcific to cell-state can be used to identify functional modules for cell-state specific networks
(figure 32).
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Fig. 32. Pipeline for identification of feedback motifs for cell-state specific stem-cells [18].
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