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Résumé

Les réseaux de neurones sont une famille de modèles de l’apprentissage automatique qui sont
capable d’apprendre des tâches complexes directement des données. Bien que produisant
déjà des résultats impressionnants dans beaucoup de domaines tels que la reconnaissance
de la parole, la vision par ordinateur ou encore la traduction automatique, il y a encore
de nombreux défis dans l’entraînement et dans le déploiement des réseaux de neurones. En
particulier, entraîner des réseaux de neurones nécessite typiquement d’énormes ressources
computationnelles, et les modèles entraînés sont souvent trop gros ou trop gourmands en
ressources pour être déployés sur des appareils dont les ressources sont limitées, tels que les
téléphones intelligents ou les puces de faible puissance. Les articles présentés dans cette thèse
étudient des solutions à ces différents problèmes.

Les deux premiers articles se concentrent sur l’amélioration de l’entraînement des réseaux
de neurones récurrents (RNNs), un type de réseaux de neurones particulier conçu pour
traiter des données séquentielles. Les RNNs sont notoirement difficiles à entraîner, donc nous
proposons d’améliorer leur paramétrisation en y intégrant la normalisation par lots (BN), qui
était jusqu’à lors uniquement appliquée aux réseaux non-récurrents. Dans le premier article,
nous appliquons BN aux connections des entrées vers les couches cachées du RNN, ce qui
réduit le décalage covariable entre les différentes couches ; et dans le second article, nous
montrons comment appliquer BN aux connections des entrées vers les couches cachées et
aussi des couches cachée vers les couches cachée des réseau récurrents à mémoire court et
long terme (LSTM), une architecture populaire de RNN, ce qui réduit également le décalage
covariable entre les pas de temps. Nos expériences montrent que les paramétrisations proposées
permettent d’entraîner plus rapidement et plus efficacement les RNNs, et ce sur différents
bancs de tests.

Dans le troisième article, nous proposons un nouvel optimiseur pour accélérer l’entraînement
des réseaux de neurones. Les optimiseurs diagonaux traditionnels, tels que RMSProp, opèrent
dans l’espace des paramètres, ce qui n’est pas optimal lorsque plusieurs paramètres sont mis
à jour en même temps. A la place, nous proposons d’appliquer de tels optimiseurs dans une
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base dans laquelle l’approximation diagonale est susceptible d’être plus efficace. Nous tirons
parti de l’approximation K-FAC pour construire efficacement cette base propre Kronecker-
factorisée (KFE). Nos expériences montrent une amélioration en vitesse d’entraînement par
rapport à K-FAC, et ce pour différentes architectures de réseaux de neurones profonds.

Le dernier article se concentre sur la taille des réseaux de neurones, i.e. l’action d’enlever des
paramètres du réseau, afin de réduire son empreinte mémoire et son coût computationnel. Les
méthodes de taille typique se base sur une approximation de Taylor de premier ou de second
ordre de la fonction de coût, afin d’identifier quels paramètres peuvent être supprimés. Nous
proposons d’étudier l’impact des hypothèses qui se cachent derrière ces approximations. Aussi,
nous comparons systématiquement les méthodes basées sur des approximations de premier et
de second ordre avec la taille par magnitude (MP), et montrons comment elles fonctionnent
à la fois avant, mais aussi après une phase de réapprentissage. Nos expériences montrent que
mieux préserver la fonction de coût ne transfère pas forcément à des réseaux qui performent
mieux après la phase de réapprentissage, ce qui suggère que considérer uniquement l’impact
de la taille sur la fonction de coût ne semble pas être un objectif suffisant pour développer
des bon critères de taille.

Mots clés. Réseaux de neurones, apprentissage profond, réseaux de neurones récurrents,
normalisation par lots, taille non structurée, gradient naturel, factorisation de Kronecker.
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Abstract

Neural networks are a family of Machine Learning models able to learn complex tasks directly
from the data. Although already producing impressive results in many areas such as speech
recognition, computer vision or machine translation, there are still a lot of challenges in
both training and deployment of neural networks. In particular, training neural networks
typically requires huge amounts of computational resources, and trained models are often
too big or too computationally expensive to be deployed on resource-limited devices, such as
smartphones or low-power chips. The articles presented in this thesis investigate solutions to
these different issues.

The first couple of articles focus on improving the training of Recurrent Neural Net-
works (RNNs), networks specially designed to process sequential data. RNNs are notoriously
hard to train, so we propose to improve their parameterisation by upgrading them with
Batch Normalisation (BN), a very effective parameterisation which was hitherto used only in
feed-forward networks. In the first article, we apply BN to the input-to-hidden connections of
the RNNs, thereby reducing internal covariate shift between layers. In the second article, we
show how to apply it to both input-to-hidden and hidden-to-hidden connections of the Long
Short-Term Memory (LSTM), a popular RNN architecture, thus also reducing internal covari-
ate shift between time steps. Our experiments show that these proposed parameterisations
allow for faster and better training of RNNs on several benchmarks.

In the third article, we propose a new optimiser to accelerate the training of neural networks.
Traditional diagonal optimisers, such as RMSProp, operate in parameters coordinates, which
is not optimal when several parameters are updated at the same time. Instead, we propose
to apply such optimisers in a basis in which the diagonal approximation is likely to be more
effective. We leverage the same approximation used in Kronecker-factored Approximate
Curvature (K-FAC) to efficiently build this Kronecker-factored Eigenbasis (KFE). Our
experiments show improvements over K-FAC in training speed for several deep network
architectures.
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The last article focuses on network pruning, the action of removing parameters from the
network, in order to reduce its memory footprint and computational cost. Typical pruning
methods rely on first or second order Taylor approximations of the loss landscape to identify
which parameters can be discarded. We propose to study the impact of the assumptions
behind such approximations. Moreover, we systematically compare methods based on first
and second order approximations with Magnitude Pruning (MP), showing how they perform
both before and after a fine-tuning phase. Our experiments show that better preserving the
original network function does not necessarily transfer to better performing networks after
fine-tuning, suggesting that only considering the impact of pruning on the loss might not be
a sufficient objective to design good pruning criteria.

Keywords. Neural Networks, Deep Learning, Recurrent Neural Networks, Batch Normali-
sation, Unstructured Pruning, Natural Gradient, Kronecker Factorisation.
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Chapter 1

Introduction

The performance of Artificial Intelligence (AI) systems has tremendously increased over
the past decade. Neural networks, which are models that can be trained to automatically
solve complex tasks by learning directly from the data, are at the root of this success (Dahl
et al., 2011; Krizhevsky et al., 2012). They have proven to be extremely effective in many
research area, including for instance speech recognition (Baevski et al., 2020), machine
translation (Edunov et al., 2018), image recognition (Xie et al., 2020), as well as in medical
applications such as for instance skin cancer classification (Esteva et al., 2017) or automatic
analysis of chest radiographs (Nam et al., 2019). They were also at the heart of the AlphaGo
system, which defeated professional players in the game of Go (Silver et al., 2016). Finally,
they could also be useful in the fight against climate change (Rolnick et al., 2019), which is
arguably one of the major challenges we will face in the next decades.

However, training these large-scale neural networks requires a huge amount of computational
resources. For instance, one of the neural networks used for the speech recognition system
of Baevski et al. (2020) was trained for more than 5 days on 128 V100 GPUs, learning
from more than 53 thousand hours of audio signal. Similarly, the image recognition system
of Xie et al. (2020), which learned from more than 300 million images, was trained for
6 days on a TPU v3 Pod with 2048 core, whose total processing power is greater than
100 petaFLOPS (Google, 2018). On top of these gigantic computational requirements,
we should add all the resources used during the development and design of these final
neural networks. These massive computations also have a huge impact in terms of carbon
emissions (Lacoste et al., 2019). For instance, the carbon emitted by all the networks we
trained for the articles presented in this thesis, which required orders of magnitude less
computational power than the systems presented above, is estimated to be equivalent to
flying across the Atlantic multiple times.



Thus, developing neural networks and algorithms that allow for faster training in an important
research direction that can have a drastic impact not only on the computational resources
neural networks require, but also on their carbon footprint. Similarly, designing methods to
reduce the size of trained neural networks to further reduce their computational cost and
memory requirements is also an important research direction, and can allow to generalise the
deployment of powerful AI systems on resource-limited devices, such as smartphones (Han
et al., 2015a).

All the articles presented in this document have therefore the common objective of reducing the
computational cost associated with neural networks. The first couple of articles, Laurent et al.
(2016) and Cooijmans et al. (2016), presented in Chapter 4 and 6 respectively, introduce new
parameterisations of neural networks used to process sequential data, allowing to train them
faster and and reach better performance. The third article, George et al. (2018), presented in
Chapter 8, introduces a new optimiser that can increase the training speed of neural networks.
Finally the fourth article, Laurent et al. (2020), presented in Chapter 10, studies methods to
reduce the size of trained neural networks, which lowers their computational requirements for
inference.

1.1. Structure of this Document

This thesis is structured as follows. Chapter 2 introduces the relevant background material on
neural networks, including their parameterisation, the algorithms used to train them, as well as
methods to reduce their size. Chapters 3 to 10 contain the four articles presented in this thesis.
Each article is introduced by a prologue chapter, which details the contribution of the different
authors, the context of the article, its contributions, as well as recent developments. Finally,
Chapter 11 contains concluding remarks, as well as potential future research directions.
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Chapter 2

Background

The goal of this chapter is to provide the background information which is necessary to
understand the articles presented in this thesis. We first quickly present some core concepts
of Machine Learning. We then formally introduce neural networks, along with the basic
algorithm used to train them, and highlight some of the issues that arise during training.
Afterwards, we present the typical parameterisations and later optimisers that are used in
practice to mitigate these issues. Finally, we briefly introduce the topic of network pruning,
whose objective is to reduce the size of neural networks in order to ease their deployment on
devices with limited resources.

2.1. Machine Learning Basics

2.1.1. Introduction

To predict the weather for the next day given the current temperature and air pressure,
a programmer can design by hand an algorithm in order to automatically perform such
prediction. However, as the dimensionality and complexity of the inputs increase, for instance
when the inputs are natural images or audio signals, designing such algorithms can rapidly
become tedious or even impossible. Machine Learning (ML) studies models and algorithms
that are able to automatically solve tasks by learning from the data. The different types of
tasks that ML algorithms can handle are typically categorised as follows:

- In supervised learning, the data is composed of examples with their associated
targets, and the goal is to train models that predict the correct target when inputted
with its associated example.



- In unsupervised learning, there are no targets associated with the examples, so
the goal is to learn a representation of the data.

- In clustering, the goal is to discover the underlying structure in the data in order to
partition it into small groups.

- In density estimation, the goal is to learn an estimate of the unknown distribution
that generated the data.

- In reinforcement learning, an agent learns to interact and behave in an environment,
in order to maximise a reward.

This thesis focuses exclusively on supervised learning, and more particularly on how to
improve the models and their training and ease their deployment.

2.1.2. Empirical Risk Minimisation

Let’s consider a model m ∈ M from a family of modelsM and a loss function `(m(x), t)
that measures how close to the target t the prediction of the model m is, with x as input.
We can compute the expected risk R(m) associated with m, i.e. how well the model performs
on average on the data:

R(m) = E
p(x,t)

[`(m(x), t)] (2.1)

where p(x,t) is the true data distribution. This distribution is typically unknown, so it is
usually approximated with a training dataset D = {(xi,ti)}1≤i≤N , composed of N (example,
target) pairs. We can then use this dataset to empirically estimate the expected risk:

R(m) ≈ L(m) = 1
N

N∑
i=1

`(m(xi), ti) (2.2)

where L(m) is the empirical risk associated with the model m. Empirical Risk Minimisation
is about finding the model m∗ among the family of modelsM that minimises the empirical
risk:

m∗ = arg min
m∈M

1
N

N∑
i=1

`(m(xi), ti) (2.3)

In other words, we want to find the model m∗ that best fits the data, and this fitting is
measured by the loss function `.

2.1.3. Model Capacity and Generalisation

A core concept in ML is the capacity of a model, i.e. its representation power. A model
with a small capacity would probably perform badly in modelling a non-linear mapping from
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input to targets. This phenomenon is called under-fitting. One could think that the bigger
the capacity, the better the model. However, when training a model, we actually care about
its generalisation performances, i.e. how well the model minimises R(m), which measures
the performances on the true data distribution p(x,t), rather than how well it minimises
L(m), which measures the performances on the training data. Indeed, if a model has too
much representation power, it can over-fit, namely learn “by heart” all the examples of the
training data, and will totally fail on unseen data.

To monitor both under- and over-fitting, the dataset D is split into a training set, used to
train the model m, and a test set, used to estimate R(m). Both the training algorithm and
the model family might also have hyper-parameters, such as the size of the model, that require
manual tuning. In such cases, to avoid over-fitting on the test set, the training set is further
split to generate a validation set that will be used to find the best hyper-parameters, before
evaluating the performance of the selected model on the test set.

2.2. Neural Networks Basics

2.2.1. Definition

Neural networks are families of models fθ : X → Y that map an input space X to an output
space Y, θ ∈ RD being the vector containing all the trainable parameters of the network.
Neural networks are typically organised in layers, each layer eventually containing trainable
parameters:

fθ = fLθL ◦ f
L−1
θL−1 ◦ · · · ◦ f 1

θ1 (2.4)

where the exponent indexes the layers. θ is thus the concatenation of the parameters of
each layer {θ1, . . . ,θL}. Usually, neural networks interleave layers containing parameters
together with layers that implement non-linear activation functions, which allow fθ to learn
a potentially non-linear mapping between X and Y . The bigger the number of layers L, the
deeper the network is. Current state-of-the-art networks have hundreds of layers and millions
of parameters (He et al., 2016b), hence the name Deep Learning.

2.2.2. Training

Gradient Descent. Neural networks are trained by seeking parameters θ∗ that minimise
the empirical risk L(θ):

θ∗ = argmin
θ
L(θ) (2.5)
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That minimisation is usually performed using gradient descent (GD), an iterative procedure
which takes small steps in the direction opposite to the gradient of L(θ) with respect to the
parameters θ:

θ ← θ − η∂L(θ)
∂θ

(2.6)

where η is the learning rate, a hyper-parameter controlling the step size. L(θ) and its gradient
can be computed using either all the N examples of the training set, as in the original GD,
only one example at a time, as in Stochastic Gradient Descent (SGD), or a small subset of
the training set, called a mini-batch. One usually rely on mini-batches for training in practice,
in order to take full advantage of the computational and parallelisation power that GPUs
can offer.

Backpropagation. To train neural networks, we have to compute the gradient of the
empirical risk L(θ) with respect to all the parameters in θ. Taking advantage of both the
modularity of neural networks (Equation 2.4) and the chain rule of the derivatives, we can
decompose the gradient of L(θ) with respect to the parameters θl of an arbitrarily layer l as:

∂L(θ)
∂θl

=
∂f l

θl

∂θl
∂f l+1

θl+1

∂f l
θl
· · ·

∂fL
θL

∂fL−1
θL−1

∂L(θ)
∂fL

θL
(2.7)

This can be efficiently implemented by computing the gradient layer by layer, starting from
the last layer L, and backpropagating it through the network up to the first layer. The
computation that each layer needs to perform can be summarised in two equations:

∂L(θ)
∂θl

=
∂f l

θl

∂θl
∂L(θ)
∂f l

θl
(2.8)

∂L(θ)
∂f l−1

θl−1

=
∂f l

θl

∂f l−1
θl−1

∂L(θ)
∂f l

θl
(2.9)

where Equation 2.8 computes the gradient with respect to the input of the layer and
Equation 2.9 computes the gradient with respect to its own parameters. An important point
to keep in mind is that the ability to successfully train neural networks is tightly linked with
the flow of gradients through the network, as we will see in the following Sections.

Loss functions for training. So far the loss function ` in the empirical risk L(θ) has not
been properly defined. Since the gradient of L(θ) are required to train the network, ` must
be differentiable. For regression tasks, where targets t are real-valued, the Mean Squared
Error (MSE) loss is typically used:

`MSE(fθ(xi), ti) = 1
2 ‖fθ(xi)− ti‖2

2 (2.10)
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For classification tasks, we can not directly optimise for the error rate, since it is not
differentiable. Instead, we optimise the cross-entropy as a surrogate for the error rate:

`CE(fθ(xi), ti) = −
K∑
k=1

tik log (fθ(xi)k) (2.11)

where K is the number of classes. ti is here a one-hot vector, which represents a multinoulli
distribution, and is filled with zeros except at the correct class index where it takes the
value 1.

2.2.3. Difficulties in Neural Networks Training

Before going further, we highlight here some of the issues that arise when training and using
neural networks; issues that the articles presented in this thesis aim to address. We redirect
the reader to Goodfellow et al. (2016) for a more complete overview of all the other issues
that might arise during training, and that we omitted here for brevity.

Since there are almost no restrictions on the shape neural networks can take (Equation 2.4),
the loss landscape L(θ) can be arbitrarily complex. In fact, because of the non-linear
activations functions that are interleaved in the neural networks, one cannot assume that
L(θ) is convex, so L(θ) can contain local minima in which Gradient Descent can get stuck.
Fortunately this is not an issue in practice, as these local minima are usually of high quality,
which means the loss at these points is close to the loss at the global minimum (Choromanska
et al., 2015).

However, the Hessian of L(θ) is also typically ill-conditioned (Sagun et al., 2017; Papyan,
2018; Alain et al., 2019), which translates to a loss landscape with some directions along
which the curvature can be extremely high, while the curvature in other directions might
be very low. In such cases, the steps taken during Gradient Descent (Equation 2.6) will
most likely be too large along the directions with high curvature, and almost zero along the
directions with low curvature. Some parameters might thus receive large gradients, while
other parameters might not get any gradient at all. These issues make the training of neural
networks a challenging task. Figure 2.1 pictures an example of Gradient Descent optimisation
on a 2D loss landscape and shows how the optimisation progresses depending on the learning
rate η: When η is too large, the optimisation might diverge, and when η is too low, the
optimisation might require a huge amount of computationally expensive iterations. Note that
Figure 2.1 greatly understates the problem, as the highest curvature of the ravine might be
several orders of magnitude larger than the smallest one.
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Figure 2.1. Example of iterations of Gradient Descent on a 2D loss landscape, represented
by a contour plot with its minimum being denoted by a black cross, starting from the upper
left portion of the plot. Each bullet point denotes an iteration of GD, and each colour
represents a different η (see Equation 2.6). When η is too large (e.g. 1.0, in black, going out
of the plot), GD might produce steps that are too large which can make the learning diverge
and miss the minimum. With a smaller η (e.g. 0.1, in red), the optimisation might bounce
off walls along steep direction, while progressing more slowly along flatter directions. When
η is too small (e.g. 0.01, in blue), the optimisation might require a lot of iterations before
reaching the minimum.

Overcoming training difficulties. Two main strategies have been used by ML researchers
to help overcome these training issues. The first one, which is the basis for the success of
Deep Learning, is to improve the parameterisation of neural networks, so that they can
be trained more easily or perform better. Indeed, what matters is the function that the
network learns, not the exact parameterisation of that function. So except for computational
constraints, which we detail more in Section 2.5, there are virtually no constraints on the
exact parameterisation of fθ. Current practices in network parameterisation are presented in
Section 2.3.

The second strategy is to develop optimisers that can navigate more easily than Gradient
Descent on loss landscapes with pathological curvature, or that can provide better updates
by adapting the step size according to the curvature. Section 2.4 presents the optimisers that
are used in this thesis.
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2.3. Parameterisation of Neural Networks

We now detail the different layers f l
θl

that are typically used to build neural networks and are
employed throughout this thesis. Again, we redirect the reader to Goodfellow et al. (2016)
for a more complete overview.

2.3.1. Basic Layers

Linear layer. The simplest building block for neural networks is the linear, or fully-
connected layer. It performs an affine transformation using a weight matrix W and a bias
vector b:

f{W,b}(x) = Wx + b (2.12)

A neural network composed solely of a linear layer is performing linear regression. A Multilayer
Perceptron (MLP) is a neural network composed of several linear layers, interleaved with
activation functions. An Auto-Encoder is a special kind of MLP composed of two parts: one
Encoder, which maps the input to a smaller-sized code, and a Decoder, which maps the code
back to the original input space.

Convolution layer. One parameter-efficient way of processing images or sequences is to
perform a convolution operation with a kernel of parameters W:

f{W,b}(x) = W ∗ x + b (2.13)

where ∗ denotes the convolution operation. See Dumoulin & Visin (2016) for an excellent
guide on convolutions for deep learning. Neural network containing convolution layers are
called Convolutional Neural Networks (CNNs), and are used to process images (LeCun et al.,
1989), and other sequential data such as natural language (Collobert et al., 2011) or speech
signal (e.g. Zhang et al. (2017)).

Activation Functions. Activation functions are inserted between convolution and linear
layers to allow the network to model non-linear functions, thus increasing its representation
power. The activations used in this thesis are listed in Table 2.1. Older neural networks were
based on the sigmoid and hyperbolic tangent function, while the more recent ones typically
use Rectified Linear Units (ReLUs) (Nair & Hinton, 2010), or one of its many variants (Maas
et al., 2013; He et al., 2015; Clevert et al., 2015). The softmax activation function transforms
its inputs such that they become non-negative and sum to 1. The last layer of networks that
are trained to perform classification tasks is typically a softmax activation function, so that
its output can be interpreted as a multinouilli distribution.
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Table 2.1. Activation functions used in this thesis.

Name Function

Sigmoid f(x) = 1
1+exp(−x)

Hyperbolic tangent (tanh) f(x) = exp(x)−exp(−x)
exp(x)+exp(−x)

Rectified Linear Unit (ReLU) f(x) = max(0, x)

Softmax f(x)i = exp(xi)∑
j

exp(xj)

Initialisation schemes. As stated earlier, we need to ensure good gradient propagation
in order to be able to train neural networks properly. However, activation functions can
saturate, so they actually reduce the amplitude of the signal propagated through the network,
which has harmful effects on gradient propagation. To ensure good gradient propagation,
initialisation schemes for parameters in linear and convolution layers have been proposed
in the literature: Glorot & Bengio (2010) derived such initialisation scheme for hyperbolic
tangent and sigmoid activations, and He et al. (2015) did the same for ReLU activations.

2.3.2. Batch Normalisation

In a neural network, one can think of an arbitrary layer as receiving samples from a distribution
that is shaped by the previous layer. This distribution changes during the course of training,
making any layer but the first responsible not only for learning a good representation but also
for adapting to a changing input distribution. To reduce this variation in distribution, called
Internal Covariate Shift, Batch Normalisation (BN) (Ioffe & Szegedy, 2015) uses mini-batch
statistics to standardise each feature. Given a mini-batch of data x ∈ RM×K composed of
M samples and K features, the sample mean and sample variance of each feature k can be
computed along the mini-batch axis:

µk = 1
M

M∑
i=1

xi,k and σ2
k = 1

M

M∑
i=1

(xi,k − µk)2 (2.14)

Using these statistics, one can standardise each intermediate activation of the network.
However, this reduces the representation power of the network, as all the features are
constrained to have zero mean and unit variance. To account for this issue, BN introduces
two additional trainable parameters γ and β, which respectively scale and shift the data,
leading to the following BN transformation:

BN{γk,βk}(xk) = γk
xk − µk√
σ2
k + ε

+ βk (2.15)
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where ε is a small positive constant to improve numerical stability. By setting γk to σk and
βk to µk, the network could recover the original layer representation, if it was the optimal
thing to do. This normalisation is part of the network, so the gradients are backpropagated
through the means and variance computations.

BN is applied in between the linear or convolution layers and the activation functions, which
we denote ϕ here:

y = ϕ(BN(Wx)) (2.16)

The bias vector in the linear or convolution layer can be removed, since its effect is cancelled
by the mean removal of BN, and is replaced by β after the normalisation.

Benefits of BN. BN reduces the Internal Covariate Shift by making the forward pass
invariant to the scale of the weight matrix (Ioffe & Szegedy, 2015). Indeed, for a rescaling
parameter α, we have:

BN(αWx) = BN(Wx) (2.17)

Moreover, the scale of the weight matrix does not affect the Jacobian of the transformation
(Ioffe & Szegedy, 2015) since:

∂BN(αWx)
∂x

= ∂BN(Wx)
∂x

(2.18)

Also, BN introduces a regularisation effect by stabilising the growth of the parameters (Ioffe
& Szegedy, 2015). Indeed, the gradient of the output with respect to the parameters has the
following property:

∂BN(αWx)
∂αW

= 1
α

∂BN(Wx)
∂W

(2.19)

So bigger weights, which are typically associated with over-fitting (Bishop, 2006), will receive
smaller gradients. The downside of BN is that it only works with mini-batch SGD, with a
mini-batch size large enough to produce good estimates of the statistics. Otherwise, these
statistics might be too noisy, which could hurt the training procedure.

Inference with BN. During inference, one can not rely on the statistics of the mini-batch,
because the prediction of the network for a given example should not depend on the other
examples in the mini-batch. Instead, population statistics should be estimated by either
forwarding several training mini-batches through the network, or by maintaining a running
average calculated over each mini-batch seen during training, which is typically used in
practice.
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2.3.3. Recurrent Neural Networks

Recurrent Neural Networks (RNNs) (Rumelhart et al., 1985) are a special kind of neural
networks designed to process sequential data, such as natural language or speech signal.
Contrarily to CNNs, which have a relatively narrow receptive field and are designed to extract
localised information, RNNs can learn long-term dependencies, i.e. extract information that
can potentially be scattered throughout the sequence: In natural language for instance, neural
networks might have to understand relationships between words that can be separated by
long and irrelevant subordinate clauses.

Formulation. RNNs take an input sequence of T vectors (x1, . . . ,xT ) and produce, by
applying recursively the same function fθ, a sequence of states (h1, . . . ,hT ). At each time
step, fθ usually relies on the current input xt and the previous state ht−1 to compute the
next state, as follows:

ht = fθ(ht−1,xt) (2.20)

where θ contains the parameters of fθ, which includes the initial hidden state h0. To form
deeper architectures, RNNs can be stacked on top of each other, using the sequence of states
produced by the previous RNN as inputs for the next one (Graves et al., 2013b):

hlt = f lθl(h
l
t−1,hl−1

t ) (2.21)

Figure 2.2 pictures an example of a stack composed of 2 RNNs, unrolled on 3 time steps.
The simplest RNN structure is the Tanh-RNN, defined as:

ht = tanh(Whht−1 + Wxxt + b) (2.22)

where Wh, Wx are the hidden-to-hidden and input-to-hidden weight matrices, respectively,
and b is a bias vector.

Training RNNs. RNNs are usually trained using Backpropagation Through Time (Rumel-
hart et al., 1985), i.e. the backpropagation is applied on the time-unrolled model (pictured
in Figure 2.2). The loss function can be computed using either parts or the whole sequence
outputted by the RNN, depending on the task at hand. In sequence classification for instance,
where the goal is to classify the whole sequence, one can use a RNN to encode the whole
sequence, and feed the last hidden state produced by the RNN to a final MLP that will
perform the classification. On the other hand, in frame-wise classification, there is one target
for each time step in the sequence, and the goal is to correctly classify each time step of
the sequence. In that case, the total training loss is simply a sum or average of the losses
(L1(θ), . . . ,LT (θ)) computed at each time step. Finally, in the more complex general case
where the size of the target sequence does not match the size of the input sequence, one need
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Figure 2.2. 3 time steps of a stack of 2 RNNs.

to rely on more advanced adaptations, such as Connectionist Temporal Classification (Graves
et al., 2006) or Attention Mechanisms (Bahdanau et al., 2015) to perform the alignment.

Exploding and vanishing gradients. Tanh-RNN are notoriously hard to train, because
of exploding and vanishing gradients (Hochreiter et al., 2001; Pascanu et al., 2013b). Using
the equation of the Tanh-RNN for reference (Equation 2.22), the gradient of the loss at time
step t+K, Lt+K(θ), with respect to the input xt at time step t can be computed using the
chain rule:

∂Lt+K(θ)
∂xt

= ∂ht
∂xt

(
t+K−1∏
k=t

∂hk+1

∂hk

)
∂Lt+K(θ)
∂ht+K

(2.23)

The Jacobian ∂ht+1
∂ht controls the propagation of the gradients through time. Neglecting the

effect of the hyperbolic tangent, one can see that the Jacobian of the Tanh-RNN is simply
the weight matrix Wh. So if one of its eigenvalues λi is different than 1, the gradients along
the corresponding eigenvector will either vanish (when λi < 1) or explode (when λi > 1)
(Pascanu et al., 2013b).

Mitigating exploding and vanishing gradients. A simple solution to exploding gra-
dients is to clip the gradients if they exceed a given threshold (Pascanu et al., 2013b). To
solve both exploding and vanishing gradient problems, one can use an orthogonal matrix
for the hidden-to-hidden transition. However, maintaining the orthogonality of the matrix
is, in general, too expensive computationally (O(n3), where n is the size of the matrix).
Also, Vorontsov et al. (2017) showed that strict orthogonality might not be desirable, as it
can hurt the training. Another solution is to construct the matrix by composing unitary
transformations in the complex domain (Arjovsky et al., 2016; Wisdom et al., 2016). Finally,
an old but extremely effective solution is to use the Long Short-Term Memory (LSTM)
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architecture (Hochreiter & Schmidhuber, 1997), which is a special RNN structure designed
to alleviate the vanishing gradient problem thanks to gating mechanisms and memory cells.
It will be presented in more details in Chapter 4.

2.3.4. Improving the Parameterisation of RNNs

Since RNNs are widely used to process sequential data, improving the parameterisation of
RNNs is an active area of research. The first two articles presented in this thesis line up in
that direction: We first show in Chapter 4 how to apply BN to any kind of RNN architecture,
hitherto only used in feed-forward networks, and then propose an improved version of the
LSTM architecture that better leverages BN in Chapter 6.

2.4. Optimisers for Neural Networks

Although great care is taken to parameterise and initialise neural networks to ease gradient
propagation, it might still be difficult to move around the loss landscape L(θ) following only
stochastic gradient information. To alleviate this issue, one can use the more fancy optimisers
presented below to train neural networks more efficiently.

2.4.1. First-order Optimisers

Because of their simplicity and good performance, first-order optimisers such as SGD are by
far the most popular choices of optimisers used to train neural networks. These optimisers do
not consider interactions between parameters, and thus update each θi independently. The
most popular ones, which are the ones used in this thesis, are listed below.

Momentum. Inspired from physics, the momentum method adds a velocity term v to the
parameter update, increasing the update in directions that the gradient consistently indicates:

v← µv + ∂L(θ)
∂θ

(2.24)

θ ← θ − ηv (2.25)

where µ is a hyper-parameter, usually set to 0.9. The momentum method works extremely
well in practice, and is the typical choice to optimise feed-forward networks, such as MLPs
and CNNs.
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RMSProp. The idea behind RMSProp (Tieleman & Hinton, 2012), which is based on
AdaGrad (Duchi et al., 2011), is to have one learning rate per parameter, instead of having
only one single learning rate controlling the step size of all parameters. AdaGrad proposes
to divide the current gradient of each parameter by the square root of the sum of all the
squared gradients that each parameter received so far. RMSProp improves on this method by
only maintaining a running average r of the squared gradients, instead of the whole gradient
history:

r← ρr + (1− ρ)
(
∂L(θ)
∂θ

)2

(2.26)

θ ← θ − η 1√
r + ε

� ∂L(θ)
∂θ

(2.27)

where the hyper-parameter ρ (usually set to 0.9) is the forgetting factor of the running
average, and ε is a small positive constant that ensures numerical stability. RMSProp is
typically used to optimise networks whose gradients are badly conditioned, such as RNNs.

Adam. Kingma & Ba (2015) further improves RMSProp by maintaining a running average
not only of the second moment of the gradients, but also of the first moment. It also corrects
for the bias associated with the initialisation of the running averages:

t← t+ 1 (2.28)

v← β1v + (1− β1)∂L(θ)
∂θ

(2.29)

r← β2r + (1− β2)
(
∂L(θ)
∂θ

)2

(2.30)

θ ← θ − η

√
(1− βt2)

(1− βt1)
1√

r + ε
� v (2.31)

where the hyper-parameters β1 and β2 are the forgetting factors of the running average of the
first and second moments v and r, respectively, and ε is a small positive constant that ensures
numerical stability. The default values of 0.9 for β1 and 0.999 for β2 originally proposed by
Kingma & Ba (2015) work extremely well in practice.

2.4.2. Higher-order Optimisers

As it can be observed in Figure 2.3, another interesting issue when following the direction
given by the gradient is that it might not be indicating the direction one should follow.
Indeed, the steps taken by Gradient Descent point towards the steepest direction, which is
only aligned with the direction of the minimum if the loss landscape is a circular bowl. We
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present here two methods that have been developed to alleviate this issue: Newton’s Methods,
pictured in Figure 2.3, which corrects the direction of the gradient by taking into account the
curvature of the loss landscape, and Natural Gradient (Amari, 1998), which computes the
steps in the function space rather than in the parameter space.

Figure 2.3. Same as Figure 2.1, but comparing the updates of Gradient Descent (blue),
with the updates of Newton’s method (red). The direction followed by Gradient Descent,
which is the steepest direction, is not aligned with the direction of the minimum. By taking
into account the curvature of the loss landscape, Newton’s method corrects for this issue,
and the steps it takes are directed towards the minimum.

Newton’s Method. To take the curvature of the loss landscape into account when updating
the parameters of the network, Newton’s Method relies on a second-order Taylor expansion
of L(θ), rather than a first-order one like in Gradient Descent (Equation 2.6):

L(θ + ∆θ) ≈ L(θ) + ∂L(θ)
∂θ

>

∆θ + 1
2∆θ>H(θ)∆θ (2.32)

where H(θ) ∈ RD×D is the Hessian of L(θ). Assuming that H(θ) is invertible, one can derive
the update rule of Newton’s Method:

θ ← θ − ηH−1(θ)∂L(θ)
∂θ

(2.33)

where η is an optional learning rate. This update rule is similar to the GD update rule
(Equation 2.6), with an extra preconditioning of the gradient by the inverse of the Hessian.
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For quadratic L(θ) and with η = 1, Newton’s Method reaches the minimum in a single
update (Nocedal & Wright, 2006).

Generalised Gauss-Newton. Despite the nice convergence properties of Newton’s
Method (Nocedal & Wright, 2006), H(θ) might not be necessarily positive definite, which
means Newton’s Method might take steps in the wrong direction. To alleviate this is-
sue, Schraudolph (2002) proposed to rely on G(θ), the Generalised Gauss-Newton (GGN)
approximation of H(θ) instead:

H(θ) = 1
N

N∑
i=1

∂fθ (xi)
∂θ

>

∇2
u=fθ(xi)` (u,ti)

∂fθ (xi)
∂θ︸ ︷︷ ︸

G(θ), the Generalised Gauss-Newton

+
K∑
k

∂` (u,ti)
∂uk

∣∣∣∣
u=fθ(xi)

∂2fθ (xi)k
∂θ2︸ ︷︷ ︸

≈0

(2.34)

≈ G(θ) (2.35)

where K is the number of outputs of the network. The advantage of G(θ) over H(θ) is that
it is positive semi-definite by construction (Schraudolph, 2002).

Natural Gradient. The update rule in GD (Equation 2.6) can be seen as minimising the
following problem (for small enough η and regular enough L(θ)):

∆θ∗ = argmin
∆θ

L(θ + ∆θ) + 1
2η ‖∆θ‖

2
2 (2.36)

In other words, we search for a step vector ∆θ that minimises L(θ+ ∆θ), and this ∆θ should
be small, in terms of Euclidean distance, so that we do not move too far from the current
parameter vector θ. This constraint on the parameter space is rather odd, because we do
care about the function that the network fθ computes, not about the exact values that θ
takes. So instead of measuring how the network changes in the parameter space, we could
measure how the function computed by the network changes. This is the idea behind Natural
Gradient (Amari, 1998): For networks fθ that output probability distributions, e.g. when
equipped with a softmax or a sigmoid layer at the output, one can measure the functional
change using the Kullback-Leibler divergence DKL, leading to the following objective:

∆θ∗ = argmin
∆θ

L(θ + ∆θ) + 1
η
DKL(fθ(y | x) || fθ+∆θ(y | x)) (2.37)

DKL can then be approximated using a second-order Taylor expansion around θ:

DKL(fθ(y | x) || fθ+∆θ(y | x)) ≈ 1
2∆θ>F(θ)∆θ (2.38)
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Note that the first-order term in the Taylor expansion of DKL is zero by construction.
F(θ) ∈ RD×D, the Hessian of DKL, is the Fisher Information Matrix:

F(θ) = E
x,y∼p(x,y)

∂ log(fθ(y | x))
∂θ

(
∂ log(fθ(y | x))

∂θ

)> (2.39)

Injecting this approximation into Equation 2.37, we have:

∆θ∗ ≈ argmin
∆θ

L(θ + ∆θ) + 1
2η∆θ>F(θ)∆θ (2.40)

As for Gradient Descent, we can now derive the Natural Gradient Descent update rule using
a first-order Taylor approximation of L(θ + ∆θ) around θ:

θ ← θ − ηF−1(θ)∂L(θ)
∂θ

(2.41)

This update rule is similar to the update rule of Newton’s Method (Equation 2.33), but with
the Hessian H(θ) replaced by the Fisher Information Matrix F(θ).

Links between F(θ) and G(θ). Interestingly, there are strong links between F(θ) and
G(θ). Schraudolph (2002) showed that for networks with linear outputs trained to minimise
MSE, F(θ) and G(θ) are equal, and Pascanu & Bengio (2013) demonstrated similar equality
for networks that output probability distributions and trained to minimise cross-entropy,
such as in typical classification setups.

Block-diagonal approximation. Unfortunately, since F(θ) ∈ RD×D, computing its inverse
has a computational complexity of O(D3), which quickly becomes intractable, even for tiny
network. Further approximations are thus required to be able to use Natural Gradient Descent
or Newton’s Method to train modern neural networks. A typical first approximation is to
assume this matrix is block-diagonal, each block Fl(θ) containing only the parameters of a
single layer l, thus assuming there is no correlation between the gradients on the parameters
of one layer and the gradients of any other layer. Block-diagonal matrices are cheaper to
inverse, since they can be inverted block by block.

Kronecker-factored Approximate Curvature. Sadly, a layer l can still contain several
million parameters, so Fl−1(θ) might still be intractable. Heskes (2000) and then later
Martens & Grosse (2015) proposed to further approximate the blocks of linear layers, artfully
leveraging the outer product structure of the gradient on the weight matrix Wl. To ease the
notations, we use homogeneous coordinates and incorporate the bias vector bl into Wl. So
for a linear layer l in the network:

f lWl(hl) = Wlhl (2.42)
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we can derive the approximation which is at the heart of Kronecker-factored Approximate
Curvature (K-FAC) (Martens & Grosse, 2015):

Fl(θ) = E
x,y∼p(x,y)

vec(∂ log(fθ(y | x))
∂Wl

)
vec

(
∂ log(fθ(y | x))

∂Wl

)> (2.43)

= E
x,y∼p(x,y)

vec(∂ log(fθ(y | x))
∂f lWl

hl>
)
vec

(
∂ log(fθ(y | x))

∂f lWl

hl>
)> (2.44)

= E
x,y∼p(x,y)

(hlhl>)⊗
∂ log(fθ(y | x))

∂f lWl

(
∂ log(fθ(y | x))

∂f lWl

)> (2.45)

≈ E
x,y∼p(x,y)

[
hlhl>

]
︸ ︷︷ ︸

A

⊗ E
x,y∼p(x,y)

∂ log(fθ(y | x))
∂f lWl

(
∂ log(fθ(y | x))

∂f lWl

)>
︸ ︷︷ ︸

B

(2.46)

where vec(·) denotes the vectorisation operation, and ⊗ denotes the Kronecker product.
Equation 2.46 is the K-FAC approximation of Fl(θ), where the backpropagated signal
on the output of the layer f lWl is considered independent of the input of the layer hl. For
Wl ∈ RM×N , K-FAC approximates Fl(θ) ∈ RMN×MN with the two smaller factors A ∈ RN×N

and B ∈ RM×M which are both tractable. Moreover, one can compute cheaply the inverse of
Fl(θ), thank to the following Kronecker products property:

(A⊗B)−1 = A−1 ⊗B−1 (2.47)

Finally, we can incorporate this approximation into Newton’s Method (Equation 2.33) or
Natural Gradient (Equation 2.41) update rules, leading to the following K-FAC update rule:

Wl ←Wl − ηB−1∂L(θ)
∂Wl

A−1 (2.48)

To further reduce the computational cost of K-FAC, the computation and inversion of A and
B is typically amortised over several updates, assuming the geometry of the loss landscape
does not vary too much between successive updates.

Extensions of K-FAC. K-FAC have been extended to other types of layers: Grosse &
Martens (2016) extended K-FAC for convolution layers; Ba et al. (2017) proposed another
approximation for linear layers that follow the flattening operation in CNNs; Martens et al.
(2018) extended K-FAC for RNNs; finally we showed in Laurent et al. (2018) that the
factorisation for convolutions can be approximated even further, thus reducing even more its
computational cost.
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2.4.3. Improving Neural Networks Optimisers

As training neural networks is computationally intensive, designing more efficient optimisers
to allow faster or better training is an active area of research. In the article presented
in Chapter 8, we investigate the combination of using running averages, as in first-order
optimisers, but applied in a basis constructed from the K-FAC approximation.

2.5. Neural Network Pruning

Since neural networks are getting bigger and bigger, thus requiring more memory and
computational power, it is becoming harder and harder to deploy them on limited-resources
devices, such as smartphones or embedded systems. And since it is typically easier to train
larger models than smaller ones (Hinton et al., 2012), several strategies have been developed
to reduce the size and computational requirements of trained neural networks. One can
use for instance approximate decomposition of the weight matrices and convolution kernels
(e.g. Denton et al. (2014); Moczulski et al. (2015)). One can also distil the knowledge learned
in one or several big network into a smaller one (Romero et al., 2014; Hinton et al., 2015).
Another strategy consists of quantising the parameters of the model to reduce their memory
footprint (e.g. Courbariaux et al. (2016); Wu et al. (2016)). Finally, network pruning, the
focus of this Section, proposes to reduce the size of networks by removing some parameters,
i.e. setting them to zero (e.g. LeCun et al. (1990); Han et al. (2015b)).

2.5.1. Structured and Unstructured Pruning

Network pruning can be done in an unstructured way, allowing to remove any parameter of the
network, or in a structured way, removing entire rows and columns of the matrices and kernels
in linear and convolution layers. Both these variants are pictured in Figure 2.4. Unstructured
pruning (Figure 2.4 (b)) leads to sparse weight matrices, which require very high levels of
sparsity in order to be able to leverage sparse implementations to obtain computational
speedups and memory savings (Han et al., 2016).

On the other hand, structured pruning (Figure 2.4 (c)) leads to matrices with smaller
dimensions, so models pruned that way are directly ready to be deployed. However, it also
reduces the dimensions of the intermediate representations computed by the network, so
reducing the size of the network might be more challenging with structured pruning. Also,
there is some evidence that a network pruned in a structured way can achieve a similar level
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of performance than a network of the same reduced size trained from scratch, and it does
not seems to be the case for unstructured pruning (Liu et al., 2019). The remainder of this
Section focuses on unstructured pruning.

Figure 2.4. Pruning variants. (a) Picture of a small network composed of 2 linear layers,
with their corresponding weight matrices W1 and W2 displayed below. (b) Illustration of
unstructured pruning, which removes connections from the network, leading to sparser weight
matrices. (c) Illustration of structured pruning, which removes units from the network,
leading to matrices with smaller dimensions.

2.5.2. Selecting which Parameters to Prune

The question is now to decide which parameters to prune and which parameters to keep.
This is a combinatorial problem which is intractable even for tiny networks, so one needs to
rely on heuristics to find approximate solutions. We separate here two families of methods:
the penalty-based, and the ranking-based methods.

Penalty-based methods. One first family of pruning methods relies on penalties that are
applied during the training of the network, slowly pushing some parameters to zero. Such
penalties can be for instance variational dropout (Molchanov et al., 2017), L0 regularisa-
tion (Louizos et al., 2017), L1 regularisation on the γ parameters of BN (Liu et al., 2017; Ye
et al., 2018), or soft thresholding (Kusupati et al., 2020). Ding et al. (2019) proposed to
skip gradient updates on the parameters that receive the smallest gradients from L(θ), and
only apply L2 regularisation to these parameters. Finally, Lin et al. (2020) uses a feedback
signal to reactivate weights that might have been pruned prematurely. The main drawback
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of penalty-based methods is that it can be hard to balance the penalty with the training loss:
A stronger penalty might hinder the training of the network, while a weaker one might yield
networks that are not sparse enough.

Ranking-based methods. The oldest family of methods aims at ranking the parameters in
order of importance, according to a pruning criterion, so that the least important parameters
can be safely removed from the network, while the most important ones shall be kept (LeCun
et al., 1990). To compute the importance of each parameter one can use a criterion that
approximate how much removing it would impact L(θ), relying on either first-order (Lee et al.,
2019b) or second-order (LeCun et al., 1990; Hassibi & Stork, 1993; Zeng & Urtasun, 2019;
Wang et al., 2019; Singh & Alistarh, 2020) Taylor approximations, or one can approximate
its impact on the gradient flow (Lee et al., 2019a; Wang et al., 2020). Finally, one can simply
use the magnitude of each parameter as importance criterion (Han et al., 2015b).

2.5.3. Pruning Frameworks

Contrarily to penalty-based methods, which are applied during training, ranking-based
methods can be applied at any time. For instance, pruning phases can be interleaved with
training phases to iteratively reduce the size of the network. We present below some of these
different pruning frameworks.

Foresight pruning. In foresight pruning, the pruning is performed before the training of the
network, and thus the training of the model will be performed on an already sparse architecture.
For instance, Lee et al. (2019b) proposes to use a first-order Taylor approximation of L(θ)
before the initial training. However, as noted by Lee et al. (2019a) and Wang et al. (2020),
removing parameters with low impact on L(θ) does not make much sense for untrained
networks which essentially produce random predictions. Instead, they both propose to keep
the parameters that will ensure a good gradient flow, and thus an hopefully smooth training,
even with a highly sparse neural network.

Iterative pruning and fine-tuning. As proposed by LeCun et al. (1990), pruning can
be performed in an iterative manner, where the network is first trained, and then iterations
of pruning and fine-tuning are performed until the desired sparsity level is reached. At
the time of writing this thesis, such iterative scheme, coupled with the magnitude of the
parameters as importance criterion (Han et al., 2015b), is still the state-of-the-art in network
pruning (Renda et al., 2020). The downside of pruning and fine-tuning iteratively is its
computational cost, since several iterations of training are required.
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One-shot pruning. One-shot pruning is a special case of iterative pruning, where only
one iteration of pruning and fine-tuning is performed (e.g. Zeng & Urtasun (2019); Wang
et al. (2019)). This has obvious computational advantages over performing several iterations
of fine-tuning. It can also be used to compare different pruning criteria before fine-tuning,
which has the advantage of removing all the sources of variations that are associated with
fine-tuning. Unfortunately, this is something that is usually not reported in practice (with
the exception of Wang et al. (2019) and Singh & Alistarh (2020)). Another situation where
one-shot pruning can be used is when pruning a pre-trained model whose training data is not
available for an eventual fine-tuning phase.

Lottery Ticket. Finally, one last framework to mention is the Lottery Ticket framework.
Based on the hypothesis that networks contain smaller sub-networks (the “winning lottery
tickets”) that can reach similar performance than the original network, the Lottery Ticket
framework is essentially an iterative pruning framework where, after each pruning iterations,
the parameters that have not been pruned are reset to their value at initialisation (Frankle &
Carbin, 2018). However, Renda et al. (2020) showed that not resetting the parameters to
their initial value, i.e. performing a classical iterative pruning, works better than the Lottery
Ticket framework, so there is no reason to use the Lottery Ticket framework for pruning in
practice.

2.5.4. Towards better Understanding Loss-based Pruning Criteria

As the reader probably noticed, there are endless possible combinations of pruning criteria and
pruning frameworks, which can hinder proper comparison between pruning methods (Gale
et al., 2019; Blalock et al., 2020). Moreover, and somewhat surprisingly, magnitude-based
criteria work extremely well in practice (Renda et al., 2020), and have comparable performance
to criteria based on Taylor approximations of the loss (Blalock et al., 2020). One possible
hypothesis is that the assumptions behind using Taylor approximations, which are often
overlooked in practice, could be the cause of the somewhat mitigated performance of loss-
based criteria. The last article of this thesis, presented in Chapter 10, investigates the impact
of these assumptions when using Taylor approximations for pruning.
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Chapter 3

Prologue to the First Article

3.1. Article Details

Batch Normalized Recurrent Neural Networks. César Laurent 1, Gabriel Pereyra1,
Philémon Brakel, Ying Zhang and Yoshua Bengio, In Proceedings of the 41st IEEE Interna-
tional Conference on Acoustics, Speech and Signal Processing (ICASSP 2016).

Authors contributions. I developed the method presented in this article, its implementa-
tion, ran the experiment of speech alignment prediction and wrote most of the article. Yoshua
Bengio discovered that Gabriel Pereyra, a student at the University of Southern Carolina,
was working on a similar idea, so we decided to add his language modelling experiment to
the article. Philémon Brakel was the direct supervisor of the project. He and Ying Zhang
were the author of the code base used in the speech alignment prediction experiment. Yoshua
Bengio was the supervisor of the project.

3.2. Context

Ioffe & Szegedy (2015) introduced BN, a parameterisation that drastically improved the
training speed and performance of state-of-the-art neural networks. Originally applied to
CNNs, BN set new standards of performance on ImageNet (Deng et al., 2012). BN could be
applied out-of-the-box on any feed-forward architecture, i.e. CNNs, MLPs and Auto-Encoders,
and was thus quickly adopted by the computer vision community.

1. Equal contribution



However when working with sequential data, such as in speech recognition and natural
language processing, researchers could not benefit from the advantages of BN: It was indeed
unclear how to properly apply BN to RNNs, which is the type of neural networks that was
typically used to process sequential data (e.g. Graves et al. (2013b); Bahdanau et al. (2015)).

3.3. Contributions

This work is the first step towards applying BN to RNNs. Although this article does not
show great generalisation performance, it still highlights the fact that, while applying BN
simultaneously on both input and recurrent connections is detrimental to the performance of
the RNNs, only normalising the input connections already helped the optimisation procedure.

It also presents two possible ways of computing the statistics for the normalisation, and
explains in what context one or the other should be used.

3.4. Recent Developments

Although producing somewhat mitigated generalisation performance on our benchmarks, the
parameterisation presented in this article worked extremely well in the speech recognition
system of Baidu, Deep Speech 2, which achieved performance levels competitive with human
transcriptions on standard datasets of Mandarin and English (Amodei et al., 2016).

In Cooijmans et al. (2016), we built on this work to propose a better application of BN when
the architecture of the RNN is a LSTM. That “BN-LSTM” is the version that most people
were later using and building on. This article is presented in Chapter 6.

Ravanelli et al. (2018) used our parameterisation in their Gated Recurrent Units based models
for speech recognition, and their implementation is available in the wildly-used Pytorch-kaldi
Speech Recognition Toolkit (Ravanelli et al., 2019). Finally, Ledinauskas et al. (2020) showed
that our parameterisation greatly improves the training of deep Spiking Neural Networks, a
brain inspired variant of neural networks.

46



Chapter 4

First Article: Batch Normalised Recurrent
Neural Networks

Abstract. Recurrent Neural Networks (RNNs) are powerful models for sequential data
that have the potential to learn long-term dependencies. However, they are computationally
expensive to train and difficult to parallelise. Recent work has shown that normalising
intermediate representations of neural networks can significantly improve convergence rates
in feed-forward neural networks (Ioffe & Szegedy, 2015). In particular, batch normalisation,
which uses mini-batch statistics to standardise features, was shown to significantly reduce
training time. In this paper, we show that applying batch normalisation to the hidden-to-
hidden transitions of our RNNs doesn’t help the training procedure. We also show that when
applied to the input-to-hidden transitions, batch normalisation can lead to a faster convergence
of the training criterion but doesn’t seem to improve the generalisation performance on both
our language modelling and speech recognition tasks. All in all, applying batch normalisation
to RNNs turns out to be more challenging than applying it to feed-forward networks, but
certain variants of it can still be beneficial.

4.1. Introduction

Recurrent Neural Networks (RNNs) have received renewed interest due to their recent success
in various domains, including speech recognition (Graves et al., 2013b), machine translation
(Sutskever et al., 2014; Bahdanau et al., 2015) and language modelling (Mikolov, 2012). The
so-called Long Short-Term Memory (LSTM) (Hochreiter & Schmidhuber, 1997) type RNN
has been particularly successful. Often, it seems beneficial to train deep architectures in which
multiple RNNs are stacked on top of each other (Graves et al., 2013b). Unfortunately, the
training cost for large datasets and deep architectures of stacked RNNs can be prohibitively



high, often times an order of magnitude greater than simpler models like n-grams (Williams
et al., 2015). Because of this, recent work has explored methods for parallelising RNNs
across multiple graphics cards (GPUs). In (Sutskever et al., 2014), an LSTM type RNN was
distributed layer-wise across multiple GPUs and in (Hannun et al., 2014) a bidirectional RNN
was distributed across time. However, due to the sequential nature of RNNs, it is difficult to
achieve linear speed ups relative to the number of GPUs.

Another way to reduce training times is through a better conditioned optimisation procedure.
Standardising or whitening of input data has long been known to improve the convergence
of gradient-based optimisation methods (LeCun et al., 2012). Extending this idea to multi-
layered networks suggests that normalising or whitening intermediate representations can
similarly improve convergence. However, applying these transforms would be extremely
costly. In Ioffe & Szegedy (2015), batch normalisation was used to standardise intermediate
representations by approximating the population statistics using sample-based approximations
obtained from small subsets of the data, often called mini-batches, that are also used to
obtain gradient approximations for stochastic gradient descent, the most commonly used
optimisation method for neural network training. It has also been shown that convergence
can be improved even more by whitening intermediate representations instead of simply
standardising them (Desjardins et al., 2015). These methods reduced the training time of
Convolutional Neural Networks (CNNs) by an order of magnitude and additionally provided a
regularisation effect, leading to state-of-the-art results in object recognition on the ImageNet
dataset (Russakovsky et al., 2015). In this paper, we explore how to leverage normalisation
in RNNs and show that training time can be reduced.

4.2. Batch Normalisation

In optimisation, feature standardisation or whitening is a common procedure that has been
shown to reduce convergence rates (LeCun et al., 2012). Extending the idea to deep neural
networks, one can think of an arbitrary layer as receiving samples from a distribution that is
shaped by the layer below. This distribution changes during the course of training, making
any layer but the first responsible not only for learning a good representation but also for
adapting to a changing input distribution. This distribution variation is termed Internal
Covariate Shift, and reducing it is hypothesised to help the training procedure (Ioffe &
Szegedy, 2015).

To reduce this internal covariate shift, we could whiten each layer of the network. However,
this often turns out to be too computationally demanding. Batch normalisation (Ioffe &
Szegedy, 2015) approximates the whitening by standardising the intermediate representations
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using the statistics of the current mini-batch. Given a mini-batch x, we can calculate the
sample mean and sample variance of each feature k along the mini-batch axis

x̄k = 1
m

m∑
i=1

xi,k, (4.1)

σ2
k = 1

m

m∑
i=1

(xi,k − x̄k)2, (4.2)

where m is the size of the mini-batch. Using these statistics, we can standardise each feature
as follows

x̂k = xk − x̄k√
σ2
k + ε

, (4.3)

where ε is a small positive constant to improve numerical stability.

However, standardising the intermediate activations reduces the representational power of the
layer. To account for this, batch normalisation introduces additional learnable parameters γ
and β, which respectively scale and shift the data, leading to a layer of the form

BN(xk) = γkx̂k + βk. (4.4)

By setting γk to σk and βk to x̄k, the network can recover the original layer representation.
So, for a standard feed-forward layer in a neural network

y = ϕ(Wx + b), (4.5)

where W is the weights matrix, b is the bias vector, x is the input of the layer and ϕ is an
arbitrary activation function, batch normalisation is applied as follows

y = ϕ(BN(Wx)). (4.6)

Note that the bias vector has been removed, since its effect is cancelled by the standardisation.
Since the normalisation is now part of the network, the back propagation procedure needs to
be adapted to propagate gradients through the mean and variance computations as well.

At test time, we can’t use the statistics of the mini-batch. Instead, we can estimate them
by either forwarding several training mini-batches through the network and averaging their
statistics, or by maintaining a running average calculated over each mini-batch seen during
training.

4.3. Recurrent Neural Networks

Recurrent Neural Networks (RNNs) extend Neural Networks to sequential data. Given an
input sequence of vectors (x1, . . . ,xT ), they produce a sequence of hidden states (h1, . . . ,hT ),
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which are computed at time step t as follows

ht = ϕ(Whht−1 + Wxxt), (4.7)

where Wh is the recurrent weight matrix, Wx is the input-to-hidden weight matrix, and ϕ is
an arbitrary activation function.

If we have access to the whole input sequence, we can use information not only from the
past time steps, but also from the future ones, allowing for bidirectional RNNs (Schuster &
Paliwal, 1997)

−→
h t = ϕ(−→Wh

−→
h t−1 +−→Wxxt), (4.8)

←−
h t = ϕ(←−Wh

←−
h t+1 +←−Wxxt), (4.9)

ht = [
−→
h t :
←−
h t], (4.10)

where [x : y] denotes the concatenation of x and y. Finally, we can stack RNNs by using h
as the input to another RNN, creating deeper architectures (Pascanu et al., 2013a)

hlt = ϕ(Whhlt−1 + Wxhl−1
t ). (4.11)

In vanilla RNNs, the activation function ϕ is usually a sigmoid function, such as the hyperbolic
tangent. Training such networks is known to be particularly difficult, because of vanishing
and exploding gradients (Pascanu et al., 2013b).

4.3.1. Long Short-Term Memory

A commonly used recurrent structure is the Long Short-Term Memory (LSTM). It addresses
the vanishing gradient problem commonly found in vanilla RNNs by incorporating gating
functions into its state dynamics (Hochreiter & Schmidhuber, 1997). At each time step,
an LSTM maintains a hidden vector h and a cell vector c responsible for controlling state
updates and outputs. More concretely, we define the computation at time step t as follows
(Gers et al., 2003):

it = sigmoid(Whiht−1 + Wxixt) (4.12)

ft = sigmoid(Whfht−1 + Whfxt) (4.13)

ct = ft � ct−1 + it � tanh(Whcht−1 + Wxcxt) (4.14)

ot = sigmoid(Whoht−1 + Whxxt + Wcoct) (4.15)

ht = ot � tanh(ct) (4.16)
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where sigmoid(·) is the logistic sigmoid function, tanh is the hyperbolic tangent function,
Wh· are the recurrent weight matrices and Wx· are the input-to-hidden weight matrices. it,
ft and ot are respectively the input, forget and output gates, and ct is the cell.

4.4. Batch Normalisation for RNNs

From equation 4.6, an analogous way to apply batch normalisation to an RNN would be as
follows:

ht = ϕ(BN(Whht−1 + Wxxt)). (4.17)

However, in our experiments, when batch normalisation was applied in this fashion, it didn’t
help the training procedure (see appendix 4.A for more details). Instead we propose to apply
batch normalisation only to the input-to-hidden transition (Wxxt), i.e. as follows:

ht = ϕ(Whht−1 +BN(Wxxt)). (4.18)

This idea is similar to the way dropout (Srivastava et al., 2014) can be applied to RNNs
(Zaremba et al., 2014): batch normalisation is applied only on the vertical connections (i.e.
from one layer to another) and not on the horizontal connections (i.e. within the recurrent
layer). We use the same principle for LSTMs: batch normalisation is only applied after
multiplication with the input-to-hidden weight matrices Wx·.

4.4.1. Frame-wise and Sequence-wise Normalisation

In experiments where we don’t have access to the future frames, like in language modelling
where the goal is to predict the next character, we are forced to compute the normalisation a
each time step

x̂k,t = xk,t − x̄k,t√
σ2
k,t + ε

. (4.19)

We’ll refer to this as frame-wise normalisation.

In applications like speech recognition, we usually have access to the entire sequences. However,
those sequences may have variable length. Usually, when using mini-batches, the smaller
sequences are padded with zeroes to match the size of the longest sequence of the mini-batch.
In such setups we can’t use frame-wise normalisation, because the number of un-padded
frames decreases along the time axis, leading to increasingly poorer statistics estimates. To
solve this problem, we apply a sequence-wise normalisation, where we compute the mean and
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variance of each feature along both the time and batch axis using

x̄k = 1
n

m∑
i=1

T∑
t=1

xi,t,k, (4.20)

σ2
k = 1

n

m∑
i=1

T∑
t=1

(xi,t,k − x̄k)2, (4.21)

where T is the length of each sequence and n is the total number of un-padded frames in the
mini-batch. We’ll refer to this type of normalisation as sequence-wise normalisation.

4.5. Experiments

We ran experiments on a speech recognition task and a language modelling task. The models
were implemented using Theano (Bastien et al., 2012) and Blocks (Van Merriënboer et al.,
2015).

4.5.1. Speech Alignment Prediction

For the speech task, we used the Wall Street Journal (WSJ) (Paul & Baker, 1992) speech
corpus. We used the si284 split as training set and evaluated our models on the dev93
development set. The raw audio was transformed into 40 dimensional log mel filter-banks
(plus energy), with deltas and delta-deltas. As in Graves et al. (2013a), the forced alignments
were generated from the Kaldi recipe tri4b, leading to 3546 clustered triphone states. Because
of memory issues, we removed from the training set the sequences that were longer than 1300
frames (4.6% of the set), leading to a training set of 35746 sequences.

The baseline model (BL) is a stack of 5 bidirectional LSTM layers with 250 hidden units each,
followed by a size 3546 softmax output layer. All the weights were initialised using the Glorot
(Glorot & Bengio, 2010) scheme and all the biases were set to zero. For the batch normalised
model (BN) we applied sequence-wise normalisation to each LSTM of the baseline model.
Both networks were trained using standard SGD with momentum, with a fixed learning rate
of 1e-4 and a fixed momentum factor of 0.9. The mini-batch size is 24.

4.5.2. Language Modelling

We used the Penn Treebank (PTB) (Marcus et al., 1993) corpus for our language modelling
experiments. We use the standard split (929k training words, 73k validation words, and 82k
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Figure 4.1. Frame-wise cross entropy on WSJ for the baseline (blue) and batch normalised
(red) networks. The dotted lines are the training curves and the solid lines are the validation
curves.

Table 4.1. Best frame-wise cross-entropy (FCE) and frame error rate (FER) on the training
and development sets for both networks.

Model Train Dev
FCE FER FCE FER

BiRNN 0.95 0.28 1.11 0.33
BiRNN (BN) 0.73 0.22 1.19 0.34

test words) and vocabulary of 10k words. We train a small, medium and large LSTM as
described in Zaremba et al. (2014). All models consist of two stacked LSTM layers and are
trained with stochastic gradient descent (SGD) with a learning rate of 1 and a mini-batch
size of 32.

The small LSTM has two layers of 200 memory cells, with parameters being initialised from
a uniform distribution with range [-0.1, 0.1]. We back propagate across 20 time steps and the
gradients are scaled according to the maximum norm of the gradients whenever the norm is
greater than 10. We train for 15 epochs and halve the learning rate every epoch after the 6th.

The medium LSTM has a hidden size of 650 for both layers, with parameters being initialised
from a uniform distribution with range [-0.05, 0.05]. We apply dropout with probability of
50% between all layers. We back propagate across 35 time steps and gradients are scaled
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Figure 4.2. Large LSTM on Penn Treebank for the baseline (blue) and the batch normalised
(red) networks. The dotted lines are the training curves and the solid lines are the validation
curves.

Table 4.2. Best perplexity on training and development sets for LSTMs on Penn Treebank.

Model Train Valid
Small LSTM 78.5 119.2
Small LSTM (BN) 62.5 120.9
Medium LSTM 49.1 89.0
Medium LSTM (BN) 41.0 90.6
Large LSTM 49.3 81.8
Large LSTM (BN) 35.0 97.4

according to the maximum norm of the gradients whenever the norm is greater than 5. We
train for 40 epochs and divide the learning rate by 1.2 every epoch after the 6th.

The Large LSTM has two layers of 1500 memory cells, with parameters being initialised from
a uniform distribution with range [-0.04, 0.04]. We apply dropout between all layers. We back
propagate across 35 time steps and gradients are scaled according to the maximum norm of
the gradients whenever the norm is greater than 5. We train for 55 epochs and divide the
learning rate by 1.15 every epoch after the 15th.
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4.6. Results and Discussion

Figure 4.1 shows the training and development frame-wise cross-entropy curves for both
networks of the speech experiments. As we can see, the batch normalised networks trains
faster (at some points about twice as fast as the baseline), but over-fits more. The best
results, reported in table 4.1, are comparable to the ones obtained in Graves et al. (2013a).

Figure 4.2 shows the training and validation perplexity for the large LSTM network of the
language experiment. We can also observe that the training is faster when we apply batch
normalisation to the network. However, it also over-fits more than the baseline version. The
best results are reported in table 4.2.

For both experiments we observed a faster training and a greater overfitting when using our
version of batch normalisation. This last effect is less prevalent in the speech experiment,
perhaps because the training set is way bigger, or perhaps because the frame-wise normalisation
is less effective than the sequence-wise one. It can also be caused by the experimental setup:
in the language modelling task we predict one character at a time, whereas we predict the
whole sequence in the speech experiment.

Batch normalisation also allows for higher learning rates in feed-forward networks, however
since we only applied batch normalisation to parts of the network, higher learning rates didn’t
work well because they affected un-normalised parts as well.

Our experiments suggest that applying batch normalisation to the input-to-hidden connections
in RNNs can improve the conditioning of the optimisation problem. Future directions include
whitening input-to-hidden connections (Desjardins et al., 2015) and normalising the hidden
state instead of just a portion of the network.
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4.A. Experimentation with Normalisation Inside the
Recurrence

In our first experiments we investigated if batch normalisation can be applied in the same
way as in a feed-forward network (equation 4.17). We tried it on a language modelling task
on the Penn Treebank dataset, where the goal was to predict the next characters of a fixed
length sequence of 100 symbols.

The network is composed of a lookup table of dimension 250 followed by 3 layers of simple
recurrent networks with 250 hidden units each. A dimension 50 softmax layer is added on the
top. In the batch normalised networks, we apply batch normalisation to the hidden-to-hidden
transition, as in equation 4.17, meaning that we compute one mean and one variance for each
of the 251 features at each time step. For inference, we also keep track of the statistics for
each time step. However, we used the same γ and β for each time step.

The lookup table is randomly initialised using an isotropic Gaussian with zero mean and
unit variance. All the other matrices of the network are initialised using the Glorot scheme
(Glorot & Bengio, 2010) and all the bias are set to zero. We used SGD with momentum. We
performed a random search over the learning rate (distributed in the range [0.0001, 1]), the
momentum (with possible values of 0.5, 0.8, 0.9, 0.95, 0.995), and the batch size (32, 64 or
128). We let the experiment run for 20 epochs. A total of 52 experiments were performed.

In every experiment that we ran, the performances of batch normalised networks were always
slightly worse than (or at best equivalent to) the baseline networks, except for the ones where
the learning rate is too high and the baseline diverges while the batch normalised one is still
able to train. Figure 4.3 shows an example of a working experiment. We observed that in
practically all the experiments that converged, the normalisation was actually harming the
performance. Table 4.3 shows the results of the best baseline and batch normalised networks.
We can observe that both best networks have similar performances. The settings for the best
baseline are: learning rate 0.42, momentum 0.95, batch size 32. The settings for the best
batch normalised network are: learning rate 3.71e-4, momentum 0.995, batch size 128.

Those results suggest that this way of applying batch normalisation in the recurrent networks
is not optimal. It seems that batch normalisation hurts the training procedure. It may be
due to the fact that we estimate new statistics at each time step, or because of the repeated
application of γ and β during the recurrent procedure, which could lead to exploding or
vanishing gradients. We will investigate more in depth what happens in the batch normalised
networks, especially during the back-propagation.
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Figure 4.3. Typical training curves obtained during the grid search. The baseline network
is in blue and batch normalised one in red. For this experiment, the hyper-parameters are:
learning rate 7.8e-4, momentum 0.5, batch size 64.

Table 4.3. Best frame-wise cross-entropy for the best baseline network and for the best
batch normalised one.

Model Train Valid
Best Baseline 1.05 1.10
Best Batch Norm 1.07 1.11
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Chapter 5

Prologue to the Second Article

5.1. Article Details

Recurrent Batch Normalisation. Tim Cooijmans, Nicolas Ballas, César Laurent, Çağlar
Gülçehre and Aaron Courville, In Proceedings of the 5th International Conference on Learning
Representations (ICLR 2017).

Note. Because we were not able to apply normalisation to all the parameters of the model,
the previous article presented in this document left me with a feeling of unfinished business
for which this next article is providing closure, since it presents how to successfully apply
normalisation to all the parameters of the model. This is the reason why, although I am not
the first author of the article, I nevertheless decided to include it in my thesis for completeness.

Authors contributions. Tim Cooijmans designed the proposed BN-LSTM parameteri-
sation, and came up with the idea of initialising the γ parameters to ensure good gradient
propagation. Nicolas Ballas provided the Theano implementation of the BN function and
ran the MNIST experiments. I ran the lager scale Teaching Machines to Read and Com-
prehend experiment. By properly handling the padding of variable-length sequences in the
bidirectional LSTMs, I was able to drastically improve the performance on that benchmark.
I also ran speech recognition experiments, which did not make the cut in the final article.
The Teaching Machines to Read and Comprehend experiment used a code base developed by
Çağlar Gülçehre. Aaron Courville was the supervisor of the project.



5.2. Context

After the first article on BN for RNNs (Laurent et al., 2016) and despite Baidu’s successful
use of that implementation in their system (Amodei et al., 2016), there was still a need for
better RNN parameterisations. The fact that the recurrent connections were not normalised,
and thus preventing the use of higher learning rates, clearly indicated that there was room
for improvement.

5.3. Contributions

This paper presents the BN-LSTM, an extension of the LSTM architecture that applies BN
not only to the input connections, as in Laurent et al. (2016), but also to the recurrent
connections, allowing for faster optimisation.

In particular, it highlights the importance of normalising both input and recurrent connections
separately, which is something I had not investigated previously. Also, it shows that the γ
parameter has a drastic impact on the back-propagation of the gradients, and that an initial
value of 0.1, instead using 1.0 as in the original BN formulation (Ioffe & Szegedy, 2015), leads
to better convergence of the training procedure.

5.4. Recent Developments

Since the LSTM was at the heart of almost every deep learning system processing sequences,
the BN-LSTM has been used for various applications, including e.g. action recognition
(Carreira & Zisserman, 2017), mobile sensing data processing (Yao et al., 2017) or sleep
staging (Phan et al., 2019).

However, the main drawback of BN, and thus of the BN-LSTM as well, is having to keep
track of estimates of population statistics for inference. To alleviate this issue, Ba et al. (2016)
proposed Layer Normalisation (LN), a modification of BN which computes the statistics along
the feature axis rather than the mini-batch axis, thus removing the need to track populations
statistics. So, replacing BN with LN in the BN-LSTM greatly simplifies the implementation
and usage of normalised LSTMs. LN became the de facto normalisation strategy for LSTMs,
and is still widely used at the time of writing of this document (Dai et al., 2019; Yang et al.,
2019; Sun et al., 2020). Yet, we might maybe see a comeback of BN in recurrent setups (Shen
et al., 2020).
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Chapter 6

Second Article: Recurrent Batch
Normalisation

Abstract. We propose a reparameterisation of LSTM that brings the benefits of batch
normalisation to recurrent neural networks. Whereas previous works only apply batch
normalisation to the input-to-hidden transformation of RNNs, we demonstrate that it is
both possible and beneficial to batch-normalise the hidden-to-hidden transition, thereby
reducing internal covariate shift between time steps. We evaluate our proposal on various
sequential problems such as sequence classification, language modelling and question answering.
Our empirical results show that our batch-normalised LSTM consistently leads to faster
convergence and improved generalisation.

6.1. Introduction

Recurrent neural network architectures such as LSTM (Hochreiter & Schmidhuber, 1997)
and GRU (Cho et al., 2014) have recently exhibited state-of-the-art performance on a wide
range of complex sequential problems including speech recognition (Amodei et al., 2016),
machine translation (Bahdanau et al., 2015) and image and video captioning (Xu et al., 2015;
Yao et al., 2015). Top-performing models, however, are based on very high-capacity networks
that are computationally intensive and costly to train. Effective optimisation of recurrent
neural networks is thus an active area of study (Pascanu et al., 2013b; Martens & Sutskever,
2011; Ollivier, 2013).

It is well-known that for deep feed-forward neural networks, covariate shift (Shimodaira, 2000;
Ioffe & Szegedy, 2015) degrades the efficiency of training. Covariate shift is a change in the
distribution of the inputs to a model. This occurs continuously during training of feed-forward



neural networks, where changing the parameters of a layer affects the distribution of the
inputs to all layers above it. As a result, the upper layers are continually adapting to the
shifting input distribution and unable to learn effectively. This internal covariate shift (Ioffe
& Szegedy, 2015) may play an especially important role in recurrent neural networks, which
resemble very deep feed-forward networks.

Batch normalisation (Ioffe & Szegedy, 2015) is a recently proposed technique for controlling the
distributions of feed-forward neural network activations, thereby reducing internal covariate
shift. It involves standardising the activations going into each layer, enforcing their means and
variances to be invariant to changes in the parameters of the underlying layers. This effectively
decouples each layer’s parameters from those of other layers, leading to a better-conditioned
optimisation problem. Indeed, deep neural networks trained with batch normalisation converge
significantly faster and generalise better.

Although batch normalisation has demonstrated significant training speed-ups and general-
isation benefits in feed-forward networks, it is proven to be difficult to apply in recurrent
architectures (Laurent et al., 2016; Amodei et al., 2016). It has found limited use in stacked
RNNs, where the normalisation is applied “vertically”, i.e. to the input of each RNN, but not
“horizontally” between timesteps. RNNs are deeper in the time direction, and as such batch
normalisation would be most beneficial when applied horizontally. However, Laurent et al.
(2016) hypothesised that applying batch normalisation in this way hurts training because of
exploding gradients due to repeated rescaling.

Our findings run counter to this hypothesis. We show that it is both possible and highly
beneficial to apply batch normalisation in the hidden-to-hidden transition of recurrent models.
In particular, we describe a reparameterisation of LSTM (Section 6.3) that involves batch
normalisation and demonstrate that it is easier to optimise and generalises better. In addition,
we empirically analyse the gradient backpropagation and show that proper initialisation of
the batch normalisation parameters is crucial to avoiding vanishing gradient (Section 6.4).
We evaluate our proposal on several sequential problems and show (Section 6.5) that our
LSTM reparameterisation consistently outperforms the LSTM baseline across tasks, in terms
of both time to convergence and performance.

Liao & Poggio (2016) simultaneously investigated batch normalisation in recurrent neural
networks, albeit only for very short sequences (10 steps). Ba et al. (2016) independently
developed a variant of batch normalisation that is also applicable to recurrent neural networks
and delivers similar improvements as our method.
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6.2. Prerequisites

6.2.1. LSTM

Long Short-Term Memory (LSTM) networks are an instance of a more general class of
recurrent neural networks (RNNs), which we review briefly in this paper. Given an input
sequence X = (x1,x2, . . . ,xT ), an RNN defines a sequence of hidden states ht according to

ht = φ(Whht−1 + Wxxt + b), (6.1)

where Wh ∈ Rdh×dh ,Wx ∈ Rdx×dh ,b ∈ Rdh and the initial state h0 ∈ Rdh are model
parameters. A popular choice for the activation function φ( · ) is tanh.

RNNs are popular in sequence modelling thanks to their natural ability to process variable-
length sequences. However, training RNNs using first-order stochastic gradient descent (SGD)
is notoriously difficult due to the well-known problem of exploding/vanishing gradients (Bengio
et al., 1994; Hochreiter, 1991; Pascanu et al., 2013b). Gradient vanishing occurs when states
ht are not influenced by small changes in much earlier states hτ , t� τ , preventing learning
of long-term dependencies in the input data. Although learning long-term dependencies is
fundamentally difficult (Bengio et al., 1994), its effects can be mitigated through architectural
variations such as LSTM (Hochreiter & Schmidhuber, 1997), GRU (Cho et al., 2014) and
iRNN/uRNN (Le et al., 2015; Arjovsky et al., 2016).

In what follows, we focus on the LSTM architecture (Hochreiter & Schmidhuber, 1997) with
recurrent transition given by

f̃t
ĩt
õt
g̃t

 = Whht−1 + Wxxt + b (6.2)

ct = σ(f̃t)� ct−1 + σ(̃it)� tanh(g̃t) (6.3)

ht = σ(õt)� tanh(ct), (6.4)

where Wh ∈ Rdh×4dh ,WxRdx×4dh ,b ∈ R4dh and the initial states h0 ∈ Rdh , c0 ∈ Rdh are
model parameters. σ is the logistic sigmoid function, and the � operator denotes the
Hadamard product.

The LSTM differs from simple RNNs in that it has an additional memory cell ct whose
update is nearly linear which allows the gradient to flow back through time more easily. In
addition, unlike the RNN which overwrites its content at each time step, the update of the
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LSTM cell is regulated by a set of gates. The forget gate ft determines the extent to which
information is carried over from the previous time step, and the input gate it controls the
flow of information from the current input xt. The output gate ot allows the model to read
from the cell. This carefully controlled interaction with the cell is what allows the LSTM to
robustly retain information for long periods of time.

6.2.2. Batch Normalisation

Covariate shift (Shimodaira, 2000) is a phenomenon in machine learning where the features
presented to a model change in distribution. In order for learning to succeed in the presence
of covariate shift, the model’s parameters must be adjusted not just to learn the concept at
hand but also to adapt to the changing distribution of the inputs. In deep neural networks,
this problem manifests as internal covariate shift (Ioffe & Szegedy, 2015), where changing
the parameters of a layer affects the distribution of the inputs to all layers above it.

Batch Normalisation (Ioffe & Szegedy, 2015) is a recently proposed network reparameterisation
which aims to reduce internal covariate shift. It does so by standardising the activations using
empirical estimates of their means and standard deviations. However, it does not decorrelate
the activations due to the computationally costly matrix inversion. The batch normalising
transform is as follows:

BN(h; γ, β) = β + γ � h− Ê[h]√
V̂ar[h] + ε

(6.5)

where h ∈ Rd is the vector of (pre)activations to be normalised, γ ∈ Rd, β ∈ Rd are model
parameters that determine the mean and standard deviation of the normalised activation,
and ε ∈ R is a regularisation hyper-parameter. The division should be understood to proceed
element-wise.

At training time, the statistics E[h] and Var[h] are estimated by the sample mean and
sample variance of the current mini-batch. This allows for backpropagation through the
statistics, preserving the convergence properties of stochastic gradient descent. During
inference, the statistics are typically estimated based on the entire training set, so as to
produce a deterministic prediction.
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6.3. Batch-Normalised LSTM

This section introduces a reparameterisation of LSTM that takes advantage of batch nor-
malisation. Contrary to Laurent et al. (2016) and Amodei et al. (2016), we leverage batch
normalisation in both the input-to-hidden and the hidden-to-hidden transformations. We
introduce the batch-normalising transform BN( · ; γ, β) into the LSTM as follows:


f̃t
ĩt
õt
g̃t

 = BN(Whht−1; γh, βh) + BN(Wxxt; γx, βx) + b (6.6)

ct = σ(f̃t)� ct−1 + σ(̃it)� tanh(g̃t) (6.7)

ht = σ(õt)� tanh(BN(ct; γc, βc)) (6.8)

In our formulation, we normalise the recurrent term Whht−1 and the input term Wxxt
separately. Normalising these terms individually gives the model better control over the
relative contribution of the terms using the γh and γx parameters. We set βh = βx = 0
to avoid unnecessary redundancy, instead relying on the pre-existing parameter vector b
to account for both biases. In order to leave the LSTM dynamics intact and preserve the
gradient flow through ct, we do not apply batch normalisation in the cell update.

The batch normalisation transform relies on batch statistics to standardise the LSTM
activations. It would seem natural to share the statistics that are used for normalisation
across time, just as recurrent neural networks share their parameters over time. However,
we find that simply averaging statistics over time severely degrades performance. Although
LSTM activations do converge to a stationary distribution, we observe that their statistics
during the initial transient differ significantly (see Figure 6.5 in Appendix 6.A). Consequently,
we recommend using separate statistics for each time step to preserve information of the
initial transient phase in the activations. 1

Generalising the model to sequences longer than those seen during training is straightforward
thanks to the rapid convergence of the activations to their steady-state distributions (cf.
Figure 6.5). For our experiments we estimate the population statistics separately for each
time step 1, . . . , Tmax where Tmax is the length of the longest training sequence. When at test
time we need to generalise beyond Tmax, we use the population statistic of time Tmax for all
time steps beyond it.

1. Note that we separate only the statistics over time and not the γ and β parameters.
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During training we estimate the statistics across the mini-batch, independently for each time
step. At test time we use estimates obtained by averaging the mini-batch estimates over the
training set.

6.4. Initialising γ for Gradient Flow

Although batch normalisation allows for easy control of the pre-activation variance through
the γ parameters, common practice is to normalise to unit variance. We suspect that the
previous difficulties with recurrent batch normalisation reported in Laurent et al. (2016) and
in Amodei et al. (2016) are largely due to improper initialisation of the batch normalisation
parameters, and γ in particular. In this section we demonstrate the impact of γ on gradient
flow.

(a) We visualize the gradient flow through a
batch-normalised tanh RNN as a function of
γ. High variance causes vanishing gradient.

(b) We show the empirical expected deriv-
ative and interquartile range of tanh non-
linearity as a function of input variance. High
variance causes saturation, which decreases
the expected derivative.

Figure 6.1. Influence of pre-activation variance on gradient propagation.

In Figure 6.1a, we show how the pre-activation variance impacts gradient propagation in a
simple RNN on the sequential MNIST task described in Section 6.5.1. Since backpropagation
operates in reverse, the plot is best read from right to left. The quantity plotted is the norm
of the gradient of the loss with respect to the hidden state at different time steps. For large
values of γ, the norm quickly goes to zero as gradient is propagated back in time. For small
values of γ the norm is nearly constant.

To demonstrate what we think is the cause of this vanishing, we drew samples x from a set of
centred Gaussian distributions with standard deviation ranging from 0 to 1, and computed
the derivative tanh′(x) = 1 − tanh2(x) ∈ [0, 1] for each. Figure 6.1b shows the empirical
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distribution of the derivative as a function of standard deviation. When the input standard
deviation is low, the input tends to be close to the origin where the derivative is close to 1.
As the standard deviation increases, the expected derivative decreases as the input is more
likely to be in the saturation regime. At unit standard deviation, the expected derivative is
much smaller than 1.

We conjecture that this is what causes the gradient to vanish, and recommend initialising
γ to a small value. In our trials we found that values of 0.01 or lower caused instabilities
during training. Our choice of 0.1 seems to work well across different tasks.

6.5. Experiments

This section presents an empirical evaluation of the proposed batch-normalised LSTM on
four different tasks. Note that for all the experiments, we initialise the batch normalisation
scale and shift parameters γ and β to 0.1 and 0 respectively.

6.5.1. Sequential MNIST

We evaluate our batch-normalised LSTM on a sequential version of the MNIST classification
task (Le et al., 2015). The model processes each image one pixel at a time and finally
predicts the label. We consider both sequential MNIST tasks, MNIST and permuted MNIST
(pMNIST). In MNIST, the pixels are processed in scan line order. In pMNIST the pixels are
processed in a fixed random order.

Our baseline consists of an LSTM with 100 hidden units, with a softmax classifier to produce
a prediction from the final hidden state. We use orthogonal initialisation for all weight
matrices, except for the hidden-to-hidden weight matrix which we initialise to be the identity
matrix, as this yields better generalisation performance on this task for both models. The
model is trained using RMSProp (Tieleman & Hinton, 2012) with learning rate of 10−3 and
0.9 momentum. We apply gradient clipping at 1 to avoid exploding gradients.

The in-order MNIST task poses a unique problem for our model: the input for the first
hundred or so time steps is constant across examples since the upper pixels are almost always
black. This causes the variance of the hidden states to be exactly zero for a long period of
time. Normalising these zero-variance activations involves dividing zero by a small number
at many time steps, which does not affect the forward-propagated activations but causes
the back-propagated gradient to explode. We work around this by adding Gaussian noise to
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Figure 6.2. Accuracy on the validation set for the pixel by pixel MNIST classification
tasks. The batch-normalised LSTM is able to converge faster relatively to a baseline LSTM.
Batch-normalised LSTM also shows some improve generalisation on the permuted sequential
MNIST that require to preserve long-term memory information.

the initial hidden states. Although the normalisation amplifies the noise to signal level, we
find that it does not hurt performance compared to data-dependent ways of initialising the
hidden states.

Table 6.1. Accuracy obtained on the test set for the pixel by pixel MNIST classification
tasks

Model MNIST pMNIST
TANH-RNN (Le et al., 2015) 35.0 35.0
iRNN (Le et al., 2015) 97.0 82.0
uRNN (Arjovsky et al., 2016) 95.1 91.4
sTANH-RNN (Zhang et al., 2016) 98.1 94.0
LSTM (ours) 98.9 90.2
BN-LSTM (ours) 99.0 95.4

In Figure 6.2 we show the validation accuracy while training for both LSTM and batch-
normalised LSTM (BN-LSTM). BN-LSTM converges faster than LSTM on both tasks.
Additionally, we observe that BN-LSTM generalises significantly better on pMNIST. It
has been highlighted in Arjovsky et al. (2016) that pMNIST contains many longer term
dependencies across pixels than in the original pixel ordering, where a lot of structure is local.
A recurrent network therefore needs to characterise dependencies across varying time scales
in order to solve this task. Our results suggest that BN-LSTM is better able to capture these
long-term dependencies.
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Table 6.1 reports the test set accuracy of the early stop model for LSTM and BN-LSTM
using the population statistics. Recurrent batch normalisation leads to a better test score,
especially for pMNIST where models have to leverage long-term temporal dependencies. In
addition, Table 6.1 shows that our batch-normalised LSTM achieves state of the art on both
MNIST and pMNIST.

6.5.2. Character-level Penn Treebank

We evaluate our model on the task of character-level language modelling on the Penn Treebank
corpus (Marcus et al., 1993) according to the train/valid/test partition of Mikolov et al.
(2012). For training, we segment the training sequence into examples of length 100. The
training sequence does not cleanly divide by 100, so for each epoch we randomly crop a
sub-sequence that does and segment that instead.

Our baseline is an LSTM with 1000 units, trained to predict the next character using a
softmax classifier on the hidden state ht. We use stochastic gradient descent on mini-batches
of size 64, with gradient clipping at 1.0 and step rule determined by Adam (Kingma & Ba,
2015) with learning rate 0.002. We use orthogonal initialisation for all weight matrices. The
setup for the batch-normalised LSTM is the same in all respects except for the introduction
of batch normalisation as detailed in 6.3.

We show the learning curves in Figure 6.3a. BN-LSTM converges faster and generalises
better than the LSTM baseline. Figure 6.3b shows the generalisation of our model to
longer sequences. We observe that using the population statistics improves generalisation
performance, which confirms that repeating the last population statistic (cf. Section 6.3) is a
viable strategy. In table 6.2 we report the performance of our best models (early-stopped on
validation performance) on the Penn Treebank test sequence. Follow up works havd since
improved the state of the art (Krueger et al., 2016; Chung et al., 2016; Ha et al., 2016).

6.5.3. Text8

We evaluate our model on a second character-level language modelling task on the much
larger text8 dataset (Mahoney, 2009). This dataset is derived from Wikipedia and consists
of a sequence of 100M characters including only alphabetical characters and spaces. We
follow Mikolov et al. (2012); Zhang et al. (2016) and use the first 90M characters for training,
the next 5M for validation and the final 5M characters for testing. We train on non-overlapping
sequences of length 180.
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(a) Performance in bits-per-character
on length-100 sub-sequences of the Penn
Treebank validation sequence during training.

(b) Generalisation to longer sub-sequences
of Penn Treebank using population statistics.
The sub-sequences are taken from the test
sequence.

Figure 6.3. Penn Treebank evaluation

Both our baseline and batch-normalised models are LSTMs with 2000 units, trained to
predict the next character using a softmax classifier on the hidden state ht. We use stochastic
gradient descent on mini-batches of size 128, with gradient clipping at 1.0 and step rule
determined by Adam (Kingma & Ba, 2015) with learning rate 0.001. All weight matrices
were initialised to be orthogonal.

We early-stop on validation performance and report the test performance of the resulting
model in table 6.3. We observe that BN-LSTM obtains a significant performance improvement
over the LSTM baseline. Chung et al. (2016) has since improved on our performance.

Table 6.2. Bits-per-character on the Penn Treebank test sequence.

Model Penn Treebank
LSTM (Graves, 2013) 1.26 2

HF-MRNN (Mikolov et al., 2012) 1.41
Norm-stabilised LSTM (Krueger & Memisevic, 2015) 1.39
ME n-gram (Mikolov et al., 2012) 1.37
LSTM (ours) 1.38
BN-LSTM (ours) 1.32
Zoneout (Krueger et al., 2016) 1.27
HM-LSTM (Chung et al., 2016) 1.24
HyperNetworks (Ha et al., 2016) 1.22
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6.5.4. Teaching Machines to Read and Comprehend

Recently, Hermann et al. (2015) introduced a set of challenging benchmarks for natural
language processing, along with neural network architectures to address them. The tasks
involve reading real news articles and answering questions about their content. Their
principal model, the Attentive Reader, is a recurrent neural network that invokes an attention
mechanism to locate relevant information in the document. Such models are notoriously hard
to optimise and yet increasingly popular.

To demonstrate the generality and practical applicability of our proposal, we apply batch
normalisation in the Attentive Reader model and show that this drastically improves training.

(a) Error rate on the validation set for the
Attentive Reader models on a variant of the
CNN QA task (Hermann et al., 2015). As de-
tailed in Appendix 6.C, the theoretical lower
bound on the error rate on this task is 43%.

(b) Error rate on the validation set on the full
CNN QA task from Hermann et al. (2015).

Figure 6.4. Training curves on the CNN question-answering tasks.

We evaluate several variants. The first variant, referred to as BN-LSTM, consists of the vanilla
Attentive Reader model with the LSTM simply replaced by our BN-LSTM reparameterisation.

Table 6.3. Bits-per-character on the text8 test sequence.

Model text8
td-LSTM (Zhang et al., 2016) 1.63
HF-MRNN (Mikolov et al., 2012) 1.54
skipping RNN (Pachitariu & Sahani, 2013) 1.48
LSTM (ours) 1.43
BN-LSTM (ours) 1.36
HM-LSTM (Chung et al., 2016) 1.29

71



The second variant, termed BN-everywhere, is exactly like the first, except that we also
introduce batch normalisation into the attention computations, normalising each term going
into the tanh non-linearities.

Our third variant, BN-e*, is like BN-everywhere, but improved to more carefully handle
variable-length sequences. Throughout this experiment we followed the common practice of
padding each batch of variable-length data with zeros. However, this biases the batch mean
and variance of xt toward zero. We address this effect using sequence-wise normalisation of
the inputs as proposed by Laurent et al. (2016) and Amodei et al. (2016). That is, we share
statistics over time for normalisation of the input terms Wxxt, but not for the recurrent
terms Whht or the cell output ct. Doing so avoids many issues involving degenerate statistics
due to input sequence padding.

Our fourth and final variant BN-e** is like BN-e* but bidirectional. The main difficulty in
adapting to bidirectional models also involves padding. Padding poses no problem as long
as it is properly ignored (by not updating the hidden states based on padded regions of the
input). However to perform the reverse application of a bidirectional model, it is common
to simply reverse the padded sequences, thus moving the padding to the front. This causes
similar problems as were observed on the sequential MNIST task (Section 6.5.1): the hidden
states will not diverge during the initial time steps and hence their variance will be severely
underestimated. To get around this, we reverse only the un-padded portion of the input
sequences and leave the padding in place. See Appendix 6.C for hyper-parameters and task
details.

Figure 6.4a shows the learning curves for the different variants of the attentive reader. BN-
LSTM trains dramatically faster than the LSTM baseline. BN-everywhere in turn shows a
significant improvement over BN-LSTM. In addition, both BN-LSTM and BN-everywhere
show a generalisation benefit over the baseline. The validation curves have minima of 50.3%,
49.5% and 50.0% for the baseline, BN-LSTM and BN-everywhere respectively. We emphasise
that these results were obtained without any tweaking – all we did was to introduce batch
normalisation. BN-e* and BN-e** converge faster yet, and reach lower minima: 47.1% and
43.9% respectively.

Table 6.4. Error rates on the CNN question-answering task (Hermann et al., 2015).

Model CNN valid CNN test
Attentive Reader (Hermann et al., 2015) 38.4 37.0
LSTM (ours) 45.5 45.0
BN-e** (ours) 37.9 36.3
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We train and evaluate our best model, BN-e**, on the full task from (Hermann et al., 2015).
On this dataset we had to reduce the number of hidden units to 120 to avoid severe overfitting.
Training curves for BN-e** and a vanilla LSTM are shown in Figure 6.4b. Table 6.4 reports
performances of the early-stopped models.

6.6. Conclusion

Contrary to previous findings by Laurent et al. (2016) and Amodei et al. (2016), we have
demonstrated that batch-normalising the hidden states of recurrent neural networks greatly
improves optimisation. Indeed, doing so yields benefits similar to those of batch normalisation
in feed-forward neural networks: our proposed BN-LSTM trains faster and generalises better
on a variety of tasks including language modelling and question-answering. We have argued
that proper initialisation of the batch normalisation parameters is crucial, and suggest that
previous difficulties (Laurent et al., 2016; Amodei et al., 2016) were due in large part to
improper initialisation. Finally, we have shown our model to apply to complex settings
involving variable-length data, bidirectionallity and highly nonlinear attention mechanisms.
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6.A. Convergence of population statistics

Figure 6.5 shows how the population statistics converge to stationary distribution on the
Penn Treebank task.
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Figure 6.5. Convergence of population statistics to stationary distributions on the Penn
Treebank task. The horizontal axis denotes RNN time. Each curve corresponds to a single
hidden unit. Only a random subset of units is shown. See Section 6.3 for discussion.

6.B. Sensitivity to initialisation of γ

In Section 6.4 we investigated the effect of initial γ on gradient flow. To show the practical
implications of this, we performed several experiments on the pMNIST and Penn Treebank
benchmarks. The resulting performances are shown in Figure 6.6.

The pMNIST training curves confirm that higher initial values of γ are detrimental to the
optimisation of the model. For the Penn Treebank task however, the effect is gone.

We believe this is explained by the difference in the nature of the two tasks. For pMNIST,
the model absorbs the input sequence and only at the end of the sequence does it make a
prediction on which it receives feedback. Learning from this feedback requires propagating
the gradient all the way back through the sequence.

In the Penn Treebank task on the other hand, the model makes a prediction at each time step.
At each step of the backward pass, a fresh learning signal is added to the backpropagated
gradient. Essentially, the model is able to get off the ground by picking up short-term
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dependencies. This fails on pMNIST wich is dominated by long-term dependencies (Arjovsky
et al., 2016).

Figure 6.6. Training curves on pMNIST and Penn Treebank for various initialisations of γ.

6.C. Teaching Machines to Read and Comprehend:
Task setup

We evaluate the models on the question answering task using the CNN corpus (Hermann
et al., 2015), with placeholders for the named entities. We follow a similar preprocessing
pipeline as Hermann et al. (2015). During training, we randomly sample the examples with
replacement and shuffle the order of the placeholders in each text inside the mini-batch. We
use a vocabulary of 65829 words.

We deviate from Hermann et al. (2015) in order to save computation: we use only the 4
most relevant sentences from the description, as identified by a string matching procedure.
Both the training and validation sets are preprocessed in this way. Due to imprecision this
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heuristic sometimes strips the answers from the passage, putting an upper bound of 57% on
the validation accuracy that can be achieved.

For the reported performances, the first three models (LSTM, BN-LSTM and BN-everywhere)
are trained using the exact same hyper-parameters, which were chosen because they work
well for the baseline. The hidden state is composed of 240 units. We use stochastic gradient
descent on mini-batches of size 64, with gradient clipping at 10 and step rule determined by
Adam (Kingma & Ba, 2015) with learning rate 8× 10−5.

For BN-e* and BN-e**, we use the same hyper-parameters except that we reduce the learning
rate to 8× 10−4 and the mini-batch size to 40.

6.D. Hyper-parameter Searches

Table 6.5 reports hyper-parameter values that were tried in the experiments. For MNIST and
pMNIST, the hyper-parameters were varied independently. For Penn Treebank, we performed
a full grid search on learning rate and hidden state size, and later performed a sensitivity
analysis on the batch size and initial γ. For the text8 task and the experiments with the
Attentive Reader, we carried out a grid search on the learning rate and hidden state size.

The same values were tried for both the baseline and our BN-LSTM. In each case, our
reported results are those of the model with the best validation performance.
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Table 6.5. Hyper-parameter values that have been explored in the experiments.

MNIST and pMNIST
Learning rate: 1e-2, 1e-3, 1e-4
RMSProp momentum: 0.5, 0.9
Hidden state size: 100, 200, 400
Initial γ: 1e-1, 3e-1, 5e-1, 7e-1, 1.0
Penn Treebank
Learning rate: 1e-1, 1e-2, 2e-2, 1e-3
Hidden state size: 800, 1000, 1200, 1500, 2000
Batch size: 32, 64, 100, 128
Initial γ: 1e-1, 3e-1, 5e-1, 7e-1, 1.0
Text8
Learning rate: 1e-1, 1e-2, 1e-3
Hidden state size: 500, 1000, 2000, 4000
Attentive Reader
Learning rate: 8e-3, 8e-4, 8e-5, 8e-6
Hidden state size: 60, 120, 240, 280
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Chapter 7

Prologue to the Third Article

7.1. Article Details

Fast Approximate Natural Gradient Descent in a Kronecker-factored Eigenbasis.
Thomas George 1, César Laurent1, Xavier Bouthillier, Nicolas Ballas and Pascal Vincent, In
Proceedings of the 32nd Conference on Neural Information Processing Systems (NeurIPS 2018).

Authors contributions. The EKFAC method presented in this paper is the result of an
extensive work in terms of development and implementation, of which I am responsible for
a large part. I also ran all the K-FAC baselines. Thomas George had the original idea for
the EKFAC method. Xavier Bouthillier helped us by doing punctual analysis and Nicolas
Ballas helped us scale our experiments on CIFAR10. Pascal Vincent was the supervisor of
the project, is the author of the different theorems in the article, and also contributed to
small parts of the code.

7.2. Context

After working on BN, which standardises the features, I wanted to move to the next natural
step: decorrelating the features. Indeed, there was already evidence that decorrelation of the
input features could improve neural networks training (Krizhevsky & Hinton, 2009), so it
made sense to try to apply such transformation at every layer of the network.

1. Equal contribution



It turned out that such idea was already explored in Natural Neural Networks (Desjardins et al.,
2015), and was strongly related to natural gradient under the K-FAC approximation (Heskes,
2000; Martens & Grosse, 2015).

7.3. Contributions

To lower the computational cost of K-FAC, Martens & Grosse (2015) propose to amortise the
computation of the factors by re-estimating them every few updates, assuming the geometry of
the loss landscape evolves relatively slowly along the gradient steps taken during optimisation.
Instead of taking approximate natural gradient steps, we proposed to use eigenbasis of the
factors to project the gradients to and from an approximate Kronecker-factored Eigenbasis
(KFE). These projections allow the use of traditional diagonal methods such as RMSProp, in
a basis where their inherent diagonal approximation is likely to be more accurate.

7.4. Recent Developments

Although the EKFAC optimiser itself has not been used much in practice, Bae et al. (2018)
proposed to leverage the KFE to improve noisy natural gradient, an algorithm used to
train variational Bayesian neural networks. Lee & Triebel (2019) used the KFE to improve
the Laplace Approximation used for modelling the uncertainty in the predictions of neural
networks. Finally, Wang et al. (2019) leveraged the KFE in their criterion for structured
pruning.
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Chapter 8

Third Article: Fast Approximate Natural
Gradient Descent in a Kronecker-factored

Eigenbasis

Abstract. Optimisation algorithms that leverage gradient covariance information, such
as variants of natural gradient descent (Amari, 1998), offer the prospect of yielding more
effective descent directions. For models with many parameters, the covariance matrix they
are based on becomes gigantic, making them inapplicable in their original form. This has
motivated research into both simple diagonal approximations and more sophisticated factored
approximations such as K-FAC (Heskes, 2000; Martens & Grosse, 2015; Grosse & Martens,
2016). In the present work we draw inspiration from both to propose a novel approximation
that is provably better than K-FAC and amendable to cheap partial updates. It consists
in tracking a diagonal variance, not in parameter coordinates, but in a Kronecker-factored
eigenbasis, in which the diagonal approximation is likely to be more effective. Experiments
show improvements over K-FAC in optimisation speed for several deep network architectures.

8.1. Introduction

Deep networks have exhibited state-of-the-art performance in many application areas, in-
cluding image recognition (He et al., 2016a) and natural language processing (Gehring et al.,
2017). However top-performing systems often require days of training time and a large
amount of computational power, so there is a need for efficient training methods.

Stochastic Gradient Descent (SGD) and its variants are the current workhorse for training
neural networks. Training consists in optimising the network parameters θ (of size nθ) to



minimise a regularised empirical risk R (θ), through gradient descent. The negative loss
gradient is approximated based on a small subset of training examples (a mini-batch). The
loss functions of neural networks are highly non-convex functions of the parameters, and the
loss surface is known to have highly imbalanced curvature which limits the efficiency of 1st

optimisation methods such as SGD.

Methods that employ 2nd order information have the potential to speed up 1st order gradient
descent by correcting for imbalanced curvature. The parameters are then updated as:
θ ← θ − ηG−1∇θR (θ), where η is a positive learning-rate and G is a preconditioning matrix
capturing the local curvature or related information such as the Hessian matrix in Newton’s
method or the Fisher Information Matrix in Natural Gradient (Amari, 1998). Matrix G has a
gigantic size nθ×nθ which makes it too large to compute and invert in the context of modern
deep neural networks with millions of parameters. For practical applications, it is necessary
to trade-off quality of curvature information for efficiency.

A long family of algorithms used for optimising neural networks can be viewed as approxi-
mating the diagonal of a large preconditioning matrix. Diagonal approximate of the Hessian
(Becker et al., 1988) are proven to be efficient, and algorithms that use the diagonal of the
covariance matrix of the gradients are widely used among neural networks practitioners, such
as Adagrad (Duchi et al., 2011), Adadelta (Zeiler, 2012), RMSProp (Tieleman & Hinton,
2012), Adam (Kingma & Ba, 2015). We refer the reader to Bottou et al. (2018) for an
informative review of optimisation methods for deep networks, including diagonal rescalings,
and connections with the Batch Normalisation (BN) (Ioffe & Szegedy, 2015) technique.

More elaborate algorithms do not restrict to diagonal approximations, but instead aim at
accounting for some correlations between different parameters (as encoded by non-diagonal
elements of the preconditioning matrix). These methods range from Ollivier (2015) who
introduces a rank 1 update that accounts for the cross correlations between the biases and
the weight matrices, to quasi Newton methods (Liu & Nocedal, 1989) that build a running
estimate of the exact non-diagonal preconditioning matrix, and also include block diagonals
approaches with blocks corresponding to entire layers (Heskes, 2000; Desjardins et al., 2015;
Martens & Grosse, 2015; Fujimoto & Ohira, 2018). Factored approximations such as K-
FAC (Martens & Grosse, 2015; Ba et al., 2017) approximate each block as a Kronecker
product of two much smaller matrices, both of which can be estimated and inverted more
efficiently than the full block matrix, since the inverse of a Kronecker product of two matrices
is the Kronecker product of their inverses.

In the present work, we draw inspiration from both diagonal and factored approximations. We
introduce an Eigenvalue-corrected Kronecker Factorisation (EKFAC) that consists in tracking

82



a diagonal variance, not in parameter coordinates, but in a Kronecker-factored eigenbasis. We
show that EKFAC is a provably better approximation of the Fisher Information Matrix than
K-FAC. In addition, while computing Kronecker-factored eigenbasis is an expensive operation
that needs to be amortised, tracking of the diagonal variance is a cheap operation. EKFAC
therefore allows to perform partial updates of our curvature estimate G at the iteration level.
We conduct an empirical evaluation of EKFAC on the deep auto-encoder optimisation task
using fully-connected networks and CIFAR10 relying on deep convolutional neural networks
where EKFAC shows improvements over K-FAC in optimisation.

8.2. Background and notations

We are given a dataset Dtrain containing (input, target) examples (x,y), and a neural network
fθ(x) with parameter vector θ of size nθ. We want to find a value of θ that minimises
an empirical risk R(θ) expressed as an average of a loss ` incurred fθ over the training
set: R(θ) = E(x,y)∈Dtrain [`(fθ(x),y)]. We will use E to denote both expectations w.r.t. a
distribution or, as here, averages over finite sets, as made clear by the subscript and context.
Considered algorithms for optimising R(θ) use stochastic gradients ∇θ = ∇θ(x,y) = ∂`(fθ(x),y)

∂θ
,

or their average over a mini-batch of examples Dmini sampled from Dtrain. Stochastic gradient
descent (SGD) does a 1st order update: θ ← θ − η∇θ where η is a positive learning rate.
2nd order methods first multiply ∇θ by a preconditioning matrix G−1 yielding the update:
θ ← θ−ηG−1∇θ. Preconditioning matrices for Natural Gradient (Amari, 1998) / Generalised
Gauss-Newton (Schraudolph, 2001) / TONGA (Le Roux et al., 2008) can all be expressed
as either (centred) covariance or (un-centred) second moment of ∇θ, computed over slightly
different distributions of (x,y). Thus natural gradient uses the Fisher Information Matrix,
which for a probabilistic classifier can be expressed as G = Ex∈Dtrain,y∼pθ(y|x)

[
∇θ∇>θ

]
where

the expectation is taken over targets sampled form the model pθ = fθ. Whereas the "empirical
Fisher" approximation or generalised Gauss-Newton uses G = E(x,y)∈Dtrain

[
∇θ∇>θ

]
. Our

discussion and development applies regardless of the precise distribution over (x,y) used to
estimate a G so we will from here on use E without a subscript.

Matrix G has a gigantic size nθ × nθ, which makes it too big to compute and invert. In
order to get a practical algorithm, we must find approximations of G that keep some of the
relevant 2nd order information while removing the unnecessary and computationally costly
parts. A first simplification, adopted by nearly all prior approaches, consists in treating each
layer of the neural network separately, ignoring cross-layer terms. This amounts to a first
block-diagonal approximation of G: each block G(l) caters for the parameters of a single layer
l. Now G(l) can typically still be extremely large.
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A cheap but very crude approximation consists in using a diagonal G(l), i.e. taking into
account the variance in each parameter dimension, but ignoring all covariance structure. A
less stringent approximation was proposed by Heskes (2000) and later Martens & Grosse
(2015). They propose to approximate G(l) as a Kronecker product G(l) ≈ A⊗B which involves
two smaller matrices, making it much cheaper to store, compute and invert 1. Specifically
for a layer l that receives input h of size din and computes linear pre-activations a = W>h

of size dout (biases omitted for simplicity) followed by some non-linear activation function,
let the backpropagated gradient on a be δ = ∂`

∂a
. The gradients on parameters θ(l) = W

will be ∇W = ∂`
∂W

= vec(hδ>). The Kronecker factored approximation of corresponding
G(l) = E

[
∇W∇>W

]
will use A = E

[
hh>

]
and B = E

[
δδ>

]
i.e. matrices of size din × din and

dout × dout, whereas the full G(l) would be of size dindout × dindout. Using this Kronecker
approximation (known as K-FAC) corresponds to approximating entries of G(l) as follows:
G

(l)
ij,i′j′ = E

[
∇Wij

∇>Wi′j′

]
= E [(hiδj)(hi′δj′)] ≈ E [hihi′ ]E [δjδj′ ].

A similar principle can be applied to obtain a Kronecker-factored expression for the covariance
of the gradients of the parameters of a convolutional layer (Grosse & Martens, 2016). To
obtain matrices A and B one then needs to also sum over spatial locations and corresponding
receptive fields, as illustrated in Figure 8.1.

G(l)
(nin nout kw kh)2

≈ A
(nin kw kh)2

⊗ B
(nout)2

A = E
[∑

(s,s′) h
shs

′>
]
, B = E

[∑
(s,s′) δ

sδs
′>
]

s ∈ S, s′ ∈ S: spatial positions iterated over by the
filter
hs: flattened input subtensor (receptive field) at position
s
δs: gradient of ` w.r.t. output of filter at position s

Figure 8.1. K-FAC for convolutional layer with noutninkwkh parameters.

8.3. Proposed method

8.3.1. Motivation: reflexion on diagonal rescaling in different coor-
dinate bases

It is instructive to contrast the type of “exact” natural gradient preconditioning of the gradient
that uses the full Fisher Information Matrix would yield, to what we do when approximating

1. Since (A⊗B)−1 = A−1 ⊗B−1.
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this by using a diagonal matrix only. Using the full matrix G = E[∇θ∇>θ ] yields the natural
gradient update: θ ← θ − ηG−1∇θ. When resorting to a diagonal approximation we instead
use Gdiag = diag(σ2

1, . . . ,σ
2
nθ

) where σ2
i = Gi,i = E[(∇θ)2

i ]. So that update θ ← θ − ηG−1
diag∇θ

amounts to preconditioning the gradient vector ∇θ by dividing each of its coordinates by
an estimated second moment σ2

i . This diagonal rescaling happens in the initial basis of
parameters θ. By contrast, a full natural gradient update can be seen to do a similar diagonal
rescaling, not along the initial parameter basis axes, but along the axes of the eigenbasis
of the matrix G. Let G = USU> be the eigendecomposition of G. The operations that
yield the full natural gradient update G−1∇θ = US−1U>∇θ correspond to the sequence of
a) multiplying gradient vector ∇θ by U> which corresponds to switching to the eigenbasis:
U>∇θ yields the coordinates of the gradient vector expressed in that basis b) multiplying
by a diagonal matrix S−1, which rescales each coordinate i (in that eigenbasis) by S−1

ii c)
multiplying by U , which switches the rescaled vector back to the initial basis of parameters.
It is easy to show that Sii = E[(U>∇θ)2

i ] (proof is given in Appendix 8.A.2). So similarly to
what we do when using a diagonal approximation, we are rescaling by the second moment of
gradient vector components, but rather than doing this in the initial parameter basis, we do
this in the eigenbasis of G. Note that the variance measured along the leading eigenvector
can be much larger than the variance along the axes of the initial parameter basis, so the
effects of the rescaling by using either the full G or its diagonal approximation can be very
different.

Now what happens when we use the less crude K-FAC approximation instead? We ap-
proximate 2 G ≈ A ⊗ B yielding the update θ ← θ − η(A ⊗ B)−1∇θ. Let us sim-
ilarly look at it through its eigendecomposition. The eigendecomposition of the Kro-
necker product A ⊗ B of two real symmetric positive semi-definite matrices can be ex-
pressed using their own eigendecomposition A = UASAU

>
A and B = UBSBU

>
B , yielding

A ⊗ B = (UASAU>A ) ⊗ (UBSBU>B ) = (UA ⊗ UB)(SA ⊗ SB)(UA ⊗ UB)>. UA ⊗ UB gives the
orthogonal eigenbasis of the Kronecker product, we call it the Kronecker-Factored Eigenbasis
(KFE). SA ⊗ SB is the diagonal matrix containing the associated eigenvalues. Note that each
such eigenvalue will be a product of an eigenvalue of A stored in SA and an eigenvalue of B
stored in SB. We can view the action of the resulting Kronecker-factored preconditioning in
the same way as we viewed the preconditioning by the full matrix: it consists in a) expressing
gradient vector ∇θ in a different basis UA⊗UB which can be thought of as approximating the
directions of U , b) doing a diagonal rescaling by SA ⊗ SB in that basis, c) switching back to
the initial parameter space. Here however the rescaling factor (SA ⊗ SB)ii is not guaranteed
to match the second moment along the associated eigenvector E[((UA ⊗ UB)>∇θ)2

i ].

2. This approximation is done separately for each block G(l), we dropped the superscript to simplify
notations.
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In summary (see Figure 8.2):

- Full matrix G preconditioning will scale by variances estimated along the eigenbasis
of G.

- Diagonal preconditioning will scale by variances properly estimated, but along the
initial parameter basis, which can be very far from the eigenbasis of G.

- K-FAC preconditioning will scale the gradient along the KFE basis that will likely be
closer to the eigenbasis of G, but doesn’t use properly estimated variances along these
axes for this scaling (the scales being themselves constrained to being a Kronecker
product SA ⊗ SB).

Rescaling of the gradient is done along a specific basis;
length of vectors indicate (square root of) amount of down-
scaling. Exact Fisher Information Matrix rescales according
to eigenvectors/values of exact covariance structure (green
ellipse). Diagonal approximation uses parameter coordi-
nate basis, scaling by actual variance measured along these
axes (indicated by horizontal and vertical orange arrows
touching exactly the ellipse), K-FAC uses directions that
approximate Fisher Information Matrix eigenvectors, but
uses approximate scaling (blue arrows not touching the
ellipse). EKFAC corrects this.

Figure 8.2. Cartoon illustration of rescaling achieved by different preconditioning strategies

8.3.2. Eigenvalue-corrected Kronecker Factorisation (EKFAC)

To correct for the potentially inexact rescaling of K-FAC, and obtain a better but still
computationally efficient approximation, instead of GKFAC = A ⊗ B = (UA ⊗ UB)(SA ⊗
SB)(UA⊗UB)> we propose to use an Eigenvalue-corrected Kronecker Factorisation: GEKFAC =
(UA ⊗ UB)S∗(UA ⊗ UB)> where S∗ is the diagonal matrix defined by S∗ii = s∗i = E[((UA ⊗
UB)>∇θ)2

i ]. Vector s∗ is the vector of second moments of the gradient vector coordinates
expressed in the approximate basis UA ⊗ UB and can be efficiently estimated and stored.

In Appendix 8.A.1 we prove that this S∗ is the optimal diagonal rescaling in that basis, in the
sense that S∗ = arg minS ‖G− (UA⊗UB)S(UA⊗UB)>‖F s.t. S is diagonal: it minimises the
approximation error to G as measured by Frobenius norm (denoted ‖ · ‖F ), which K-FAC’s
corresponding S = SA ⊗ SB cannot generally achieve. A corollary of this is that we will
always have ‖G − GEKFAC‖F ≤ ‖G − GKFAC‖F i.e. EKFAC yields a better approximation
of G than K-FAC (Theorem 8.1 proven in Appendix). Figure 8.2 illustrates the different
rescaling strategies, including EKFAC.
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Potential benefits. Since EKFAC is a better approximation of G than K-FAC (in the
limited sense of Frobenius norm of the residual) it could yield a better preconditioning of the
gradient for optimising neural networks 3. Another potential benefit is linked to computational
efficiency: even if K-FAC yielded a reasonably good approximation, it is costly to re-estimate
and invert matrices A and B, so this has to be amortised over many updates: re-estimation
of the preconditioning is thus typically done at a much lower frequency than the parameter
updates, and may lag behind, no longer accurately reflecting the local 2nd order information.
Re-estimating the Kronecker-factored Eigenbasis for EKFAC is similarly costly and must be
similarly amortised. But re-estimating the diagonal scaling s∗ in that basis is cheap, doable
with every mini-batch, so we can hope to reactively track and leverage the changes in 2nd

order information along these directions.

Algorithm. Using Eigenvalue-corrected Kronecker factorisation (EKFAC) for neural network
optimisation involves: a) periodically (every n mini-batches) computing the Kronecker-
factored Eigenbasis by doing an eigendecomposition of the same A and B matrices as K-FAC;
b) estimating scaling vector s∗ as second moments of gradient coordinates in that implied basis;
c) preconditioning gradients accordingly prior to updating model parameters. Algorithm 1
provides a high level pseudo-code for the case of fully-connected layers 4, and when using
EKFAC to approximate the “empirical Fisher”. In this version, we re-estimate s∗ from scratch
on each mini-batch. An alternative is to update a running average estimate of the variance
(of either individual gradients or mini-batch averaged gradients), denoted by EKFAC-ra (for
running average) in section 8.4.

Dual view by working in the KFE. Instead of thinking of this new method as an
improved factorisation of G that we use as a preconditioning matrix, we can adopt the
alternate view of applying a diagonal method, but in a different basis where the diagonal
approximation is more accurate (an assumption we empirically confirm in Figure 8.3). This
can be viewed by reinterpreting the update given by EKFAC as a 3 step process: project the
gradient in the KFE (–), apply natural gradient in this basis (–), then project back to the
parameter space (–):

G−1
EKFAC∇θ = (UA ⊗ UB)S∗−1(UA ⊗ UB)>∇θ (8.1)

Note that by writing ∇̃θ = (UA ⊗ UB)>∇θ the projected gradient in KFE, the computation of
the coefficients s∗i simplifies in s∗i = E[(∇̃θ)2

i ]. Figure 8.3 shows gradient correlation matrices
in both the initial parameter basis and in the KFE. Gradient components appear far less

3. Although there is no guarantee. In particular GEKFAC being a better approximation of G does not
guarantee that G−1

EKFAC∇θ will be closer to the natural gradient update direction G−1∇θ .
4. EKFAC for convolutional layers follows the same structure, but require a more convoluted notation.
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Algorithm 1 EKFAC for fully connected networks
Require: n: recompute eigenbasis every n mini-batches
Require: η: learning rate
Require: ε: damping parameter

procedure EKFAC(Dtrain)
while convergence is not reached, iteration i do

sample a mini-batch D from Dtrain
Do forward and backprop pass as needed to obtain h and δ
for all layer l do

if i%n = 0 then . Amortise eigendecomposition
ComputeEigenBasis(D, l)

ComputeScalings(D, l)
∇mini ← E(x,y)∈D

[
∇(l)
θ (x,y)

]
UpdateParameters(∇mini, l)

procedure ComputeEigenBasis(D, l)
U

(l)
A ,S

(l)
A ← eigendecomposition

(
ED

[
h(l)h(l)>

])
U

(l)
B , S

(l)
B ← eigendecomposition

(
ED

[
δ(l)δ(l)>

])
procedure ComputeScalings(D, l)

s∗(l) ← ED
[((

U
(l)
A ⊗ U

(l)
B

)>
∇(l)
θ

)2
]

. Project gradient in eigenbasis1

procedure UpdateParameters(∇mini, l)
∇̃ ←

(
U

(l)
A ⊗ U

(l)
B

)>
∇mini . Project gradients in eigenbasis1

∇̃ ← ∇̃/
(
s∗(l) + ε

)
. Element-wise scaling

∇precond ←
(
U

(l)
A ⊗ U

(l)
B

)
∇̃ . Project back in parameter basis1

θ(l) ← θ(l) − η∇precond . Update parameters

1Can be efficiently computed using the following identity: (A⊗B)vec(C) = B>CA

correlated when expressed in the KFE, which justifies the usage of a diagonal method in that
basis.

This viewpoint brings us close to network reparametrisation approaches such as Fujimoto &
Ohira (2018), whose proposal – that was already hinted towards by Desjardins et al. (2015) –
amounts to a reparametrisation equivalent of K-FAC. More precisely, while Desjardins et al.
(2015) empirically explored a reparametrisation that uses only input covariance A (and thus
corresponds only to "half of" K-FAC), Fujimoto & Ohira (2018) extend this to use also
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backpropagated gradient covariance B, making it essentially equivalent to K-FAC (with a
few extra twists). Our approach differs in that moving to the KFE corresponds to a change
of orthonormal basis, and that we cheaply track and perform a more optimal full diagonal
rescaling in that basis, rather than the constrained factored SA ⊗ SB diagonal that these
other approaches are implicitly using.

Figure 8.3. Gradient correlation matrices measured in the initial parameter basis and in the
Kronecker-factored Eigenbasis (KFE), computed from a small 4 sigmoid layer MLP trained
on MNIST. We only plotted the block corresponding to 250 parameters in the 2nd layer.

8.4. Experiments

This section presents an empirical evaluation of our proposed Eigenvalue Corrected K-FAC
(EKFAC) algorithm in two variants: EKFAC estimates scalings s∗ as second moment of
intra-batch gradients (in KFE coordinates) as in Algorithm 1, whereas EKFAC-ra estimates
s∗ as a running average of squared mini-batch gradient (in KFE coordinates). We compare
them with K-FAC and other baselines, primarily SGD with momentum, with and without
batch-normalisation (BN). For all our experiments K-FAC and EKFAC approximate the
“empirical Fisher” G. This research focuses on improving optimisation techniques, so except
when specified otherwise, we performed model and hyper-parameter selection based on the
performance of the optimisation objective, i.e. on training loss.

8.4.1. Deep auto-encoder

We consider the task of minimising the reconstruction error of an 8-layer auto-encoder on
the MNIST dataset, a standard task used to benchmark optimisation algorithms (Hinton &
Salakhutdinov, 2006; Martens & Grosse, 2015; Desjardins et al., 2015). The model consists
of an encoder composed of 4 fully-connected sigmoid layers, with a number of hidden units
per layer of respectively 1000, 500, 250, 30, and a symmetric decoder (with untied weights).
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We compare our EKFAC, computing the second moment statistics through its mini-batch, and
EKFAC-ra, its running average variant, with different baselines (K-FAC, SGD, SGD with BN,
ADAM and ADAM with BN). For each algorithm, best hyper-parameters were selected using
a mix of grid and random search based on training error. Grid values for hyper-parameters
are: learning rate η and damping ε in {10−1, 10−2, 10−3, 10−4}, mini-batch size in {200, 500},
frequency of reparametrisation (i.e. recomputing the inverse or eigendecomposition) for
K-FAC and EKFAC: either every 50 or 100 updates. In addition we explored 20 values
for (η, ε) by random search around each grid points. We found that an extra care must be
taken when choosing the values of the learning rate and damping parameter ε in order to get
good performances, as often observed when working with algorithms that leverage curvature
information (see Figure 8.4 (d)). The learning rate and the damping parameters are kept
constant during training.

Figure 8.4 (a) reports the training loss through training and shows that EKFAC and EKFAC-
ra both minimise faster the training loss per epoch than K-FAC and the other baselines. In
addition, Figure 8.4 (b) shows that an efficient estimation of diagonal scaling vector s∗, as
done by EKFAC, allows to achieve faster training in wall-clock time. The use of running
average in EKFAC-ra leads to a faster training than K-FAC, while EKFAC is on par with
the latter. Finally, EKFAC and EKFAC-ra achieve better optimisation on this task while
maintaining their generalisation performances (Figure 8.4 (c)).

Next we investigate how the frequency of the reparametrisations affects the optimisation. In
Figure 8.5, we compare K-FAC/EKFAC with different reparametrisation frequencies to a
strong K-FAC baseline where we reestimate and compute the inverse at each update. This
baseline outperforms the amortised version (as a function of number of of epochs), and is
likely to leverage a better approximation of G as it recomputes the approximated eigenbasis
at each update. However it comes at a high computational cost, as shown in Figure 8.5
(b). Amortising the eigendecomposition allows to strongly decrease the computational cost
while slightly degrading the optimisation performances. In addition, Figure 8.5 (a) shows
that the amortised EKFAC preserves better the optimisation performances than its K-FAC
counterpart. EKFAC re-estimates at each update, the diagonal second moments in the KFE
basis, which correspond to the eigenvalues of the EKFAC approximation of G. This could
reduce its estimation error, as the approximation can better match the true curvature of
the loss function. To verify this hypothesis, we investigate how the eigenspectrum of the
true empirical Fisher G changes compared to the eigenspectrum of its approximations as
GKFAC and GEKFAC. In Figure 8.5 (c), we track their eigenspectra and report the l2 distance
between them during training. We compute the KFE once at the beginning and then keep it
fixed during training. We focus on the 4th layer of the auto-encoder, since it is small which
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(a) Training loss (b) Wall-Clock Time

(c) Validation Loss (d) Hyperparameters

Figure 8.4. MNIST Deep Auto-Encoder task. Models are selected based on the best loss
achieved during training. An ED_freq (Inv_freq) of 50 means eigendecomposition (inverse)
are recomputed every 50 updates. (a) Training loss vs epochs. Both EKFAC and EKFAC-ra
show an optimisation benefit compared to amortised K-FAC and the other baselines. (b)
Training loss vs wall-clock time. Optimisation benefits transfer to faster training for EKFAC-
ra. (c) Validation loss. K-FAC, EKFAC and BN achieve the same validation performances.
(d) Sensitivity to hyper-parameters values. Colour corresponds to final loss reached after 20
epochs for batch size 200.

allows estimating the corresponding G and computing its eigenspectrum at a reasonable cost.
We observe that the spectrum of GKFAC quickly diverges from the spectrum of G, whereas
the cheap frequent reestimation of the diagonal scaling for GEKFAC allows the spectrum of
GEKFAC to stay much closer to that of G. This is true for both the running average and
intra-batch versions of EKFAC.

8.4.2. CIFAR10

In this section, we evaluate our proposed algorithm on the CIFAR10 dataset using a VGG11
convolutional neural network (Simonyan & Zisserman, 2015) and a Resnet34 (He et al.,
2016a). To implement K-FAC/EKFAC in a convolutional neural network, we rely on the
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(a) Training loss (b) Wall-clock time (c) l2 distance to spectrum of G

Figure 8.5. Impact of frequency of inverse/eigendecomposition recomputation for K-
FAC/EKFAC. A freq. of 50 indicates a recomputation every 50 updates. (a)(b) Training
loss v.s. epochs and wall-clock time. We see that EKFAC preserves better its optimisation
performances as the frequency of eigendecomposition is decreased. (c). Evolution of l2
distance between the eigenspectrum of empirical Fisher G and eigenspectra of approximations
GKFAC and GEKFAC. We see that the spectrum of GKFAC quickly diverges from the spectrum
of G, whereas the EKFAC variants, thanks to their frequent diagonal reestimation, manage
to much better track G.

(a) Training loss (b) Wall-clock time (c) Accuracy (solid is train, dash
is validation)

Figure 8.6. VGG11 on CIFAR10. ED_freq (Inv_freq) corresponds to eigendecomposition
(inverse) frequency. In (a) and (b), we report the performance of the hyper-parameters
reaching the lowest training loss for each epoch (to highlight which optimizers perform best
given a fixed epoch budget). In (c) models are selected according to the best overall validation
error. When the inverse/eigendecomposition is amortised on 500 iterations, EKFAC-ra shows
an optimisation benefit while maintaining its generalisation capability.

SUA approximation (Grosse & Martens, 2016) which has been shown to be competitive in
practice (Laurent et al., 2018). We highlight that we do not use BN in our model when they
are trained using K-FAC/EKFAC.

As in the previous experiments, a grid search is performed to select the hyper-parameters.
Around each grid point, learning rate and damping values are further explored through random
search. We experiment with constant learning rate in this section, but explore learning rate
schedule with K-FAC/EKFAC in Appendix 8.C.2. In figures reporting the model training loss
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per epoch or wall-clock-time, we report the performance of the hyper-parameters attaining
the lowest training loss for each epoch. This per-epoch model selection allows to show which
model reach the lowest cost during training and also which model optimises best given any
“epoch budget”.

In Figure 8.6, we compare EKFAC/EKFAC-ra to K-FAC and SGD Momentum with or
without BN when training a VGG-11 network. We use a batch size of 500 for the K-FAC
based approaches and 200 for the SGD baselines. Figure 8.6 (a) show that EKFAC yields
better optimisation than the SGD baselines and K-FAC in training loss per epoch when the
computation of the KFE is amortised. Figure 8.6 (c) also shows that models trained with
EKFAC maintain good generalisation. EKFAC-ra shows some wall-clock time improvements
over the baselines in that setting (Figure 8.6 (b)). However, we observe that using K-FAC
with a batch size of 200 can catch-up EKFAC in wall-clock time despite being outperformed
in term of optimisation per iteration (see Figure 8.9, in Appendix). VGG11 is a relatively
small network by modern standard and the K-FAC (with SUA approximation) remains
computationally bearable in this model. We hypothesise that using smaller batches, K-FAC
can be updated often enough per epoch to have a reasonable estimation error while not
paying too high a computational cost .

In Figure 8.7, we report similar results on the Resnet34. We compare EKFAC with running
averages with K-FAC and SGD-Momentum (with and without BN). In order to train the
Resnet34 without BN, we need to rely on a careful initialisation scheme in order to ensure
good signal propagation during the forward and backward passes (see Appendix 8.B for
details). EKFAC outperforms both K-FAC (when amortised) and SGD-Momentum in term
of optimisation per epochs, and compute time. This gain is robust across different batch sizes
as shown in Figure 8.10.

8.5. Conclusion and future work

In this work, we introduced the Eigenvalue-corrected Kronecker factorisation (EKFAC), an
approximate factorisation of the (empirical) Fisher Information Matrix that is computationally
manageable while still being accurate. We formally proved (in Appendix) that EKFAC yields
a more accurate estimate than its closest competitor K-FAC, in the sense of the Frobenius
norm. In addition, we showed that our algorithm allows to cheaply perform partial updates
of our curvature estimate, maintaining an up-to-date estimate of its eigenvalues while keeping
the estimate of its eigenbasis fixed. This partial updating proves competitive when applied
to standard optimisation tasks, both with respect to the number of iterations and wall-clock
time.
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(a) Training loss (b) Wall-clock time (c) Accuracy (solid is train, dash
is validation)

Figure 8.7. CIFAR10 with a Resnet Network with 34 layers. ED_freq (Inv_freq) corre-
sponds to eigendecomposition (inverse) frequency. In (a) and (b), we report the performance
of the hyper-parameters reaching the lowest training loss for each epoch (to highlight which
optimizers perform best given a fixed epoch budget). In (c) we select model according to
the best overall validation error. When the inverse/eigen decomposition is amortised on
500 iterations, EKFAC-ra shows optimisation and computational time benefits while still
maintaining its generalisation capability.

Our approach amounts to normalising the gradient by its 2nd moment component-wise in a
Kronecker-factored Eigenbasis (KFE). But one could apply other component-wise (diagonal)
adaptive algorithms such as Adagrad (Duchi et al., 2011), RMSProp (Tieleman & Hinton,
2012) or Adam (Kingma & Ba, 2015), in the KFE where the diagonal approximation is much
more accurate. This is left for future work. We also intend to explore alternative strategies
for obtaining the approximate eigenbasis and investigate how to increase the robustness of
the algorithm with respect to the damping hyperparameter. We also want to explore novel
regularisation strategies, so that the advantage of efficient optimisation algorithms can more
reliably be translated to generalisation error.
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8.A. Proofs

8.A.1. Proof that EKFAC does optimal diagonal rescaling in the
KFE

Lemma 8.1. Let G = E
[
∇θ∇>θ

]
a real positive semi-definite matrix. And let Q a given

orthogonal matrix. Among diagonal matrices, diagonal matrix D with diagonal entries Dii =
E
[(
Q>∇θ

)2

i

]
minimise approximation error e =

∥∥∥G−QDQ>∥∥∥
F

(measured as Frobenius
norm).

Proof. Since the Frobenius norm remains unchanged through multiplication by an orthogo-
nal matrix we can write

e2 =
∥∥∥G−QDQ>∥∥∥2

F

=
∥∥∥Q> (G−QDQ>)Q∥∥∥2

F

=
∥∥∥Q>GQ−D∥∥∥2

F

=
∑
i

(Q>GQ−D)2
ii︸ ︷︷ ︸

diagonal

+
∑
i

∑
j 6=i

(Q>GQ)2
ij︸ ︷︷ ︸

off-diagonal

Since D is diagonal, it does not affect the off-diagonal terms.

The squared diagonal terms all reach their minimum value 0 by setting Dii =
(
Q>GQ

)
ii
for

all i:

Dii =
(
Q>GQ

)
ii

=
(
Q>E

[
∇θ∇>θ

]
Q
)
ii

=
(
E
[
Q>∇θ∇>θ Q

])
ii

=
(
E
[
Q>∇θ

(
Q>∇θ

)>])
ii

= E
[(
Q>∇θ

)2

i

]
since Q>∇θ is a vector

We have thus shown that diagonal matrix D with diagonal entries Dii = E
[(
Q>∇θ

)2

i

]
minimise e2. Since Frobenius norm e is non-negative this implies that D also minimises e. �

Theorem 8.1. Let G = E
[
∇θ∇>θ

]
the matrix we want to approximate. Let GKFAC =

A ⊗ B the approximation of G obtained by K-FAC. Let A = UASAU
>
A and B = UBSBU

>
B
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eigendecomposition of A and B. The diagonal rescaling that EKFAC does in the Kronecker-
factored Eigenbasis (KFE) UA ⊗ UB is optimal in the sense that it minimises the Frobenius
norm of the approximation error: among diagonal matrices D, approximation error e =∥∥∥G− (UA ⊗ UB)D(UA ⊗ UB)>

∥∥∥
F
is minimised by the matrix with with diagonal entries Dii =

s∗i = E
[(

(UA ⊗ UB)>∇θ

)2

i

]
.

Proof. This follows directly by setting Q = UA⊗UB in Lemma 8.1. Note that the Kronecker
product of two orthogonal matrices yields an orthogonal matrix. �

Theorem 8.2. Let GKFAC the K-FAC approximation of G and GEKFAC the EKFAC approxi-
mation of G, we always have ‖G−GEKFAC‖F ≤ ‖G−GKFAC‖F .

Proof. This follows trivially from Theorem 8.1 on the optimality of the EKFAC diagonal
rescaling.

Since D = S∗, with the S∗ = diag(s∗) of EKFAC, minimizes
∥∥∥G− (UA ⊗ UB)D(UA ⊗ UB)>

∥∥∥
F
,

it implies that:

‖G− (UA ⊗ UB)S∗(UA ⊗ UB)>‖F ≤ ‖G− (UA ⊗ UB)(SA ⊗ SB)(UA ⊗ UB)>‖F
‖G−GEKFAC‖F ≤ ‖G− (UASAU>A )⊗ (UBSBU>B )‖F
‖G−GEKFAC‖F ≤ ‖G− A⊗B)‖F
‖G−GEKFAC‖F ≤ ‖G−GKFAC‖F

�

We have thus demonstrated that EKFAC yields a better approximation (more precisely: at
least as good in Frobenius norm error) of G than K-FAC.

8.A.2. Proof that Sii = E
[(
U>∇θ

)2
i

]

Theorem 8.3. Let G = E
[
∇θ∇>θ

]
and G = USU> its eigendecomposition.

Then Sii = E
[(
U>∇θ

)2

i

]
.
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Proof. Starting from eigendecomposition G = USU> and the fact that U is orthogonal so
that U>U = I we can write

G = USU>

U>GU = U>USU>U

U> G︸︷︷︸
E[∇θ∇>θ ]

U = S

so that

Sii =
(
U>E

[
∇θ∇>θ

]
U
)
ii

=
(
E
[
U>∇θ∇>θ U

])
ii

=
(
E
[
U>∇θ

(
U>∇θ

)])
ii

= E
[(
U>∇θ

(
U>∇θ

))
ii

]
= E

[(
U>∇θ

)2

i

]
where we obtained the last equality by observing that U>∇θ is a vector and that the diagonal
entries of the matrix aa> for any vector a are given by a2 where the square operation is
element-wise. �

8.B. Residual network initialisation

To train residual networks without using BN, one need to initialise them carefully, so we used
the following procedure, denoting n the fan-in of the layer:

(1) We use the He initialisation for each layer directly preceded by a ReLU (He et al.,
2015): W ∼ N (0, 2/n), b = 0.

(2) Each layer not directly preceded by an activation function (for example the convolution
in a skip connection) is initialised as: W ∼ N (0, 1/n), b = 0. This can be derived
from the He initialisation, using the Identity as activation function.

(3) Inspired from Goyal et al. (2017), we divide the scale of the last convolution in each
residual block by a factor 10: W ∼ N (0, 0.2/n), b = 0. This not only helps preserving
the variance through the network but also eases the optimisation at the beginning of
the training.
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8.C. Additional empirical results

8.C.1. Impact of batch size

In this section, we evaluate the impact of the batch size on the optimisation performances
for K-FAC and EKFAC. In Figure 8.8, we reports the training loss performance per epochs
for different batch sizes for VGG11. We observe that the optimisation gain of EKFAC with
respect of K-FAC diminishes as the batch size gets smaller.

(a) Batch size = 200 (b) Batch size = 500 (c) Batch size = 1000

Figure 8.8. VGG11 on CIFAR10. ED_freq (Inv_freq) corresponds to eigendecomposition
(inverse) frequency. We perform model selections according to best training loss at each
epoch. On this setting, we observe that the optimisation gain of EKFAC with respect of
K-FAC diminishes as the batch size reduces.

In Figure 8.9, we look at the training loss per iterations and the training loss per computation
time for different batch sizes, again on VGG11. EKFAC shows optimisation benefits over
K-FAC as we increase the batch size (thus reducing the number of inverse/eigendecomposition
per epoch). This gain does not translate in faster training in term of computation time in that
setting. VGG11 is a relatively small network by modern standard and the SUA approximation
remains computationally bearable on this model. We hypothesise that using smaller batches,
K-FAC can be updated often enough per epoch to have a reasonable estimation error while
not paying a computational price too high.

In Figure 8.10, we perform a similar experiment on the Resnet34. In this setting, we observe
that the optimisation gain of EKFAC with respect of K-FAC remains consistent across batch
sizes.
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(a) Iterations (b) Wall-clock time

Figure 8.9. VGG11 on CIFAR10. ED_freq (Inv_freq) corresponds to eigendecomposition
(inverse) frequency. We perform model selections according to best training loss at each epoch.
(a) Training loss per iterations for different batch sizes. (b) Training loss per computation
time for different batch sizes. EKFAC shows optimisation benefits over K-FAC as we increases
the batch size (thus reducing the number of inverse/eigendecomposition per epoch). This
gain does not translate in faster training in terms of wall-clock time in that setting.

(a) Batch size = 200 (b) Batch size = 500

Figure 8.10. Resnet34 on CIFAR10. ED_freq (Inv_freq) corresponds to eigendecomposition
(inverse) frequency. We perform model selections according to best training loss at each
epoch. In this setting, we observe that the optimisation gain of EKFAC with respect of
K-FAC remains consistent across batch sizes.

8.C.2. Learning rate schedule

In this section we investigate the impact of a learning rate schedule on the optimisation of
EKFAC. We use a similar setting than the CIFAR10 experiment, except that we decay the
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learning by 2 every 20 epochs. Figure 8.11 and 8.12 show that EKFAC still highlight some
optimisation benefit, relatively to the baseline, when combined with a learning rate schedule.

(a) Training loss (b) Wall-clock time

Figure 8.11. VGG11 on CIFAR10 using a learning rate schedule. ED_freq (Inv_freq)
corresponds to eigendecomposition (inverse) frequency. In (a) and (b), we report the
performance of the hyper-parameters reaching the lowest training loss for each epoch (to
highlight which optimizers perform best given a fixed epoch budget).

(a) Training loss (b) Wall-clock time

Figure 8.12. Resnet34 on CIFAR10 using a learning rate schedule. ED_freq (Inv_freq)
corresponds to eigendecomposition (inverse) frequency. In (a) and (b), we report the
performance of the hyper-parameters reaching the lowest training loss for each epoch (to
highlight which optimizers perform best given a fixed epoch budget).
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Chapter 9

Prologue to the Fourth Article

9.1. Article Details

Revisiting Loss Modelling for Unstructured Pruning. César Laurent, Camille Ballas,
Thomas George, Pascal Vincent and Nicolas Ballas, arXiv preprint, 2020.

Authors contributions. I came up with the idea of analysing the impact of the assumptions
behind loss models in the context of pruning. I am responsible for the majority of the article,
as well as a large part of the code and experiments. Camille Ballas contributed to the
code and ran many of the complementary experiments. Thomas George helped me in the
elaboration of the theoretical part of the article. Nicolas Ballas was the direct supervisor of
the project, helped us scale our CIFAR10 experiments, and ran the ImageNet experiments.
Pascal Vincent was the supervisor of the project.

9.2. Context

After working on EKFAC, I wanted to leverage the knowledge and code base that we build
for modelling loss functions and KL Divergences with second-order Taylor expansions, and
use it in a more applied setup. Such models have been used in the literature to design
pruning methods since more than 30 years: The best known are Optimal Brain Damage
(OBD) (LeCun et al., 1990) and Optimal Brain Surgeon (OBS) (Hassibi & Stork, 1993). These
two methods rely on a second-order Taylor expansion of the loss to select which parameters to
keep and which parameters prune. However, these methods typically under-perform against
simpler pruning heuristics, such as Magnitude Pruning (MP) (Han et al., 2015b), which
simply prunes the parameter with the smallest absolute value.



We hypothesise that one reason for the poor performance of methods based on loss modelling
could be attributed to the violation of the locality and convergence assumptions behind using
such models, so we propose to explore this hypothesis in this article.

9.3. Contributions

There are two sides to this article. The first one focuses on the assumptions behind using a
quadratic model: We show that proper care needs to be taken to ensure these assumptions
are properly satisfied. We also show the impact of violating these locality and convergence
assumptions, which is something often overlooked in the literature.

The second side of the article questions the adequacy of the objective one aims to optimise
when using these methods. Indeed, our experiments showed very little correlation between
how well our methods were performing and the final performances after fine-tuning of the
network. We believe this observation to be a good insight for the community, and that it
could help develop better pruning methods.

9.4. Recent Developments

As this article has been submitted just before the time of writing this thesis, it is too early
to measure its impact. We hope that our findings will help practitioners to design better
pruning methods and that they will better respect the assumptions behind their pruning
methods.
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Chapter 10

Fourth Article: Revisiting Loss Modelling for
Unstructured Pruning

Abstract. By removing parameters from deep neural networks, unstructured pruning
methods aim at cutting down memory footprint and computational cost, while maintaining
prediction accuracy. In order to tackle this otherwise intractable problem, many of these
methods model the loss landscape using first or second order Taylor expansions to identify
which parameters can be discarded. We revisit loss modelling for unstructured pruning: we
show the importance of ensuring locality of the pruning steps, and systematically compare
first and second order Taylor expansions. Finally, we show that better preserving the original
network function does not necessarily transfer to better performing networks after fine-tuning,
suggesting that only considering the impact of pruning on the loss might not be a sufficient
objective to design good pruning criteria.

10.1. Introduction

Neural networks are getting bigger, requiring more and more computational resources not
only for training, but also when used for inference. However, resources are sometimes
limited, especially on mobile devices and low-power chips. In unstructured pruning, the
goal is to remove some parameters (i.e. setting them to zeros), while still maintaining good
prediction performances. This is fundamentally a combinatorial optimisation problem which
is intractable even for small scale neural networks, and thus various heuristics have been
developed to prune the model either before training (Lee et al., 2019b; Wang et al., 2020),
during training (Louizos et al., 2017; Molchanov et al., 2017; Ding et al., 2019), or in an
iterative training/fine-tuning fashion (LeCun et al., 1990; Hassibi & Stork, 1993; Han et al.,
2015b; Frankle & Carbin, 2018; Renda et al., 2020).



Early pruning work Optimal Brain Damage (OBD) (LeCun et al., 1990), and later Optimal
Brain Surgeon (OBS) (Hassibi & Stork, 1993), proposed to estimate the importance of each
parameter by approximating the effect of removing it, using the second order term of a Taylor
expansion of the loss function around converged parameters. This type of approach involves
computing the Hessian, which is challenging to compute since it scales quadratically with the
number of parameters in the network. Several approximations have thus been explored in the
literature (LeCun et al., 1990; Hassibi & Stork, 1993; Heskes, 2000; Zeng & Urtasun, 2019;
Wang et al., 2019). However, state-of-the-art unstructured pruning methods typically rely on
Magnitude Pruning (MP) (Han et al., 2015b), a simple and computationally cheap criterion
based on weight magnitude, that works extremely well in practice (Renda et al., 2020).

This paper revisits linear and diagonal quadratic models of the local loss landscape for
unstructured pruning. In particular, since these models are local approximations and thus
assume that pruning steps correspond to small vectors in parameter space, we propose to
investigate how this locality assumption affects their performance. Moreover, we show that
the convergence assumption behind OBD and OBS, which is overlooked and violated in
current methods, can be relaxed by maintaining the gradient term in the quadratic model.
Finally, to prevent having to compute second order information, we propose to compare
diagonal quadratic models to simpler linear models.

While our empirical study demonstrates that pruning criteria based on linear and quadratic
loss models are good at preserving the training loss, it also shows that this benefit does not
necessarily transfer to better networks after fine-tuning, suggesting that preserving the loss
might not be the best objective to optimise for. Our contributions can be summarised as
follows:

(1) We present pruning criteria based on both linear and diagonal quadratic models of
the loss, and show how they compare at preserving training loss compared to OBD
and MP.

(2) We study two strategies to better enforce locality in the pruning steps, pruning in
several stages and regularising the step size, and show how they improve the quality
of the criteria.

(3) We show that using pruning criteria that are better at preserving the loss does not
necessarily transfer to better fine-tuned networks, raising questions about the adequacy
of such criteria.
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10.2. Background: Unstructured Pruning

10.2.1. Unstructured Pruning Problem Formulation

For a given architecture, neural networks are a family of functions fθ : X → Y from an
input space X to an output space Y, where θ ∈ RD is the vector that contains all the
parameters of the network. Neural networks are usually trained by seeking parameters θ
that minimise the empirical risk L(θ) = 1

N

∑
i ` (fθ (xi) , ti) of a loss function ` on a training

dataset D = {(xi,ti)}1≤i≤N , composed of N (example, target) pairs.

The goal of unstructured pruning is to find a step ∆θ to add to the current parameters θ
such that ‖θ+ ∆θ‖0 = (1−κ)D, i.e. the parameter vector after pruning is of desired sparsity
κ ∈ [0, 1]. While doing so, the performance of the pruned network should be maintained, so
L(θ + ∆θ) should not differ much from L(θ). Unstructured pruning thus amounts to the
following minimisation problem:

minimise
∆θ

∆L(θ,∆θ) def= |L(θ + ∆θ)− L(θ)| s.t. ‖θ + ∆θ‖0 = (1− κ)D (10.1)

Directly solving this problem would require evaluating L(θ + ∆θ) for all possible values of
∆θ, which is prohibitively expensive, so one needs to rely on heuristics to find good solutions.

10.2.2. Optimal Brain Damage Criterion

Optimal Brain Damage (OBD) (LeCun et al., 1990) proposes to use a quadratic modelling of
L(θ + ∆θ), leading to the following approximation of ∆L(θ,∆θ):

∆LQM(θ,∆θ) =
∣∣∣∣∣∂L(θ)
∂θ

>

∆θ + 1
2∆θ>H(θ)∆θ

∣∣∣∣∣ (10.2)

where H(θ) is the Hessian of L(θ). H(θ) being intractable, even for small-scale networks, its
Generalised Gauss-Newton approximation G(θ) (Schraudolph, 2002) is used in practice, as
detailed in Appendix 10.A. 1 Then, two more approximations are made: first, it assumes the
training of the network has converged, thus the gradient of the loss with respect to θ is 0,
which makes the linear term vanish. Then, it neglects the interactions between parameters,
which corresponds to a diagonal approximation of G(θ), leading to the following model:

∆LOBD(θ,∆θk) ≈
1
2Gkk(θ)∆θ2

k ⇒ sOBD
k = 1

2Gkk(θ)θ2
k (10.3)

1. Although LeCun et al. (1990) uses H(θ) in the equations of OBD, it is actually G(θ) which was used
in practice (LeCun, 2007).
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sOBD
k is the saliency of each parameter, estimating how much the loss will change if that
parameter is pruned, so if ∆θk = −θk. Parameters can thus be ranked by order of importance,
and the ones with the smallest saliencies (i.e. the least influence on the loss) are pruned, while
the ones with the biggest saliencies are kept unchanged. This can be interpreted as finding
and applying a binary mask m ∈ {0, 1}D to the parameters such that θ + ∆θ = θ �m,
where � is the element-wise product.

10.2.3. Magnitude Pruning Criterion

Magnitude Pruning (MP) (Han et al., 2015b), is a popular pruning criterion in which the
saliency is simply based on the norm of the parameter:

sMP
k = θ2

k (10.4)

Despite its simplicity, MP works extremely well in practice (Gale et al., 2019), and is used in
current state-of-the-art methods (Renda et al., 2020). We use global MP as baseline in all
our experiments.

10.2.4. Optimal Brain Surgeon

Optimal Brain Surgeon (OBS) (Hassibi & Stork, 1993) also relies on the quadratic model
in Equation 10.2 to solve the minimisation problem given in Equation 10.1, but uses the
Lagrangian formulation to include the constraint to the solution of the minimisation problem.
Since OBS requires to compute the inverse of H(θ), several approximations have been
explored in the literature, including diagonal, as in the original OBS, Kronecker-factored
(Martens & Grosse, 2015) as in ML-Prune (Zeng & Urtasun, 2019), or diagonal, but in an
Kronecker-factored Eigenbasis (George et al., 2018), as in EigenDamage (Wang et al., 2019).
While we use OBD in our demonstrations and experimental setup, everything presented in
this paper can also be used in OBS-based methods. We leave that for future work.

10.3. Revisiting Loss Modelling for Unstructured Prun-
ing

In this work, we investigate linear and diagonal quadratic models of the loss function and
their performance when used for pruning neural networks. In our empirical study, we aim at
answering the following questions:
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(1) How do criteria based on weight magnitude, or linear or quadratic models compare at
preserving training loss (i.e. at solving the minimisation problem in Equation 10.1)?

(2) How does the locality assumption behind criteria based on linear and quadratic models
affect their performances?

(3) Do pruning criteria that are better at preserving the loss lead to better fine-tuned
networks?

We now describe the linear and quadratic models we use, as well as the strategies to enforce
locality of the pruning steps.

10.3.1. Linear and Quadratic Models

In current training strategies, regularisation techniques such as early stopping or dropout
(Srivastava et al., 2014) are often used to counteract overfitting. In these setups, there is no
reason to assume that the training has converged, implying that the linear term in the Taylor
expansion should not be neglected. Thus, one can build a pruning criterion similar to OBD
that includes the gradient term in the quadratic model from Equation 10.2, leading to the
following saliencies: 2

∆LQM(θ,∆θk) ≈
∣∣∣∣∣∂L(θ)
∂θk

>

∆θk + 1
2Gkk(θ)∆θ2

k

∣∣∣∣∣⇒ sQM
k =

∣∣∣∣∣−∂L(θ)
∂θk

θk + 1
2Gkk(θ)θ2

k

∣∣∣∣∣
(10.5)

Recall the constraint ∆θk ∈ {−θk, 0}, hence the saliencies. This criterion generalises OBD
for networks that are not at convergence, and provides similar saliencies for networks that
have converged.

To avoid the computational cost associated with computing second order information, which
is prohibitive for large scale neural networks, one can use a simpler linear model (LM) instead
of a quadratic one to approximate ∆L(θ,∆θ), leading to the following approximation and
saliencies:

∆LLM(θ,∆θ) =
∣∣∣∣∣∂L(θ)
∂θ

>

∆θ
∣∣∣∣∣ ⇒ sLMk =

∣∣∣∣∣∂L(θ)
∂θk

θk

∣∣∣∣∣ (10.6)

The saliencies of the linear model are very related to the criterion used in Single-shot Network
Pruning (Lee et al., 2019b), as demonstrated by Wang et al. (2020).

2. Note that this idea has been explored for OBS (Singh & Alistarh, 2020), as well as for structured
pruning (Molchanov et al., 2019)
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10.3.2. Enforcing Locality

One important point to keep in mind is that linear and quadratic models (whether diagonal
or not) are local approximations, and are generally only faithful in a small neighbourhood of
the current parameters. Explicitly showing the terms that are neglected, we have:

∆L(θ,∆θ) = ∆LLM(θ,∆θ) +O(‖∆θ‖2
2) = ∆LQM(θ,∆θ) +O(‖∆θ‖3

2) (10.7)

So when approximating ∆L with ∆LLM we neglect the terms in O(‖∆θ‖2
2), and when

approximating ∆L with ∆LQM we neglect the terms in O(‖∆θ‖3
2). Both approximations are

thus only valid in a small neighbourhood of θ, and are extremely likely to be wrong when
‖∆θ‖2 is large. We list here different tricks to prevent this from happening.

Performing the Pruning in several Stages. ‖∆θ‖2 can be large when a large portion
of the parameters is pruned at once. An easy fix typically used to mitigate this issue is to
perform the pruning in several stages, re-estimating the model at each stage. The number of
stages, which we denote by π, is typically overlooked (e.g. both Zeng & Urtasun (2019) and
Wang et al. (2019) use only 6 stages of pruning). Our experiments, in upcoming Section 10.5,
show that it has a drastic impact on the performances. Note that, without fine-tuning phases
between the different pruning stages, this strategy violates the convergence assumption behind
OBD and OBS, since after the first stage of pruning the network is no more at convergence.

The sparsity at each stage can be increased following either a linear schedule, where each
step prunes the same number of parameter, or an exponential schedule, where the number of
parameters pruned at each stage gets smaller and smaller. The later is typically used in the
literature (Zeng & Urtasun, 2019; Wang et al., 2019; Frankle & Carbin, 2018; Renda et al.,
2020). We compare them in Section 10.5.

Constraining the Step Size. As is often done when using quadratic models (e.g. Nocedal
& Wright (2006)), one can penalise the model when it decides to take steps that are too large,
in order to stay in a region where we can trust the model. This can be done by simply adding
the norm penalty λ

2 ‖∆θk‖
2
2 to the saliencies computed by any criterion (Equations 10.3, 10.5

or 10.6), where λ is a hyper-parameter that controls the strength of the constraint: a small
value of λ leaves the saliencies unchanged, and a large value of λ transforms the pruning
criterion into MP (Equation 10.4).

Other Considerations. ‖∆θ‖2 can be large if θ is large itself. This is dependent on the
training procedure of the network, but can be easily mitigated by constraining the norm
of the weights, which can be done using L2 regularisation or weight decay. Since nowadays
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weight decay is almost systematically used by default when training networks (e.g. He et al.
(2016b); Xie et al. (2017); Devlin et al. (2018)), we do not investigate this further.

10.4. Methodology

We follow the main recommendations from Blalock et al. (2020). For fair comparison between
criteria, all experiments are from our own PyTorch (Paszke et al., 2017) re-implementation, and
ran on V100 GPUs.We use 5 different random seeds, and both mean and standard deviations
are reported. We experiment with a MLP on MNIST, and with both VGG11 (Simonyan &
Zisserman, 2015) and a pre-activation residual network 18 (He et al., 2016b) on CIFAR10
(Krizhevsky & Hinton, 2009), to have variability in architectures, while using networks
with good performance to number of parameters ratio. We further validate our findings on
ImageNet (Deng et al., 2009) using a residual network 50 (He et al., 2016a). Although MNIST
is not considered a good benchmark for pruning (Blalock et al., 2020), it can still be used to
compare the ability of different criteria to solve the minimisation problem in Equation 10.1.
See Appendix 10.B for details about splits, data augmentation and hyper-parameters.

Pruning Framework.

Algorithm 2 presents the pruning framework used in this work: we first train the network,
then perform several stages of pruning, and finally perform a single phase of fine-tuning,
using the same hyper-parameters as for the original training. Global pruning is used for all
the criteria. Note that because of their convergence assumption, OBD and OBS advocate for
fine-tuning after each stage of pruning. Since LM and QM are not based on this assumption,
they should perform well in this proposed framework. While the fine tuning-phase would
require hyper-parameters optimisation, Renda et al. (2020) showed that using the same ones
as for the original training usually leads to good results. The hyper-parameters used in our
experiments are provided in Appendix 10.B.

Performance Metrics. The performances of the pruning criteria are measured using
two metrics: First, we use ∆L(θ,∆θ) = |L(θ + ∆θ)− L(θ)|, which is the quantity that
the pruning criteria are designed to minimise (recall Equation 10.1). Second, we use the
validation error gap before/after fine-tuning, which is the metric we ultimately care about
when designing pruning methods.
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Algorithm 2 Pruning Framework
Require: Network fθ with θ ∈ RD, dataset D, number of pruning iterations π, and sparsity

κ.
1: fθ ← Training(fθ, D)
2: κ0 ← 0
3: m← 1D
4: for i = 1 to π do
5: κi ← κi−1 + (κ−κ0)

π
or κi ← κi−1 + (κ− κ0)i/π . Compute sparsity for iteration i

6: s← Saliencies(fθ�m,D) . Compute saliencies (Equation 10.3, 10.4, 10.5 or 10.6).
7: m[argsort(s)[: κiD]]← 0 . Mask the parameters with smallest saliencies.
8: fθ�m ← Training(fθ�m, D) . Optional fine-tuning
9: return fθ�m,m

10.5. Performances before Fine-tuning

We evaluate the impact of enforcing locality in the LM, QM and OBS criteria. For each
criterion, Figure 10.1 reports ∆L(θ,∆θ) as a function of λ, for different number of pruning
stages π, using the exponential pruning schedule, and Figure 10.5 in Appendix show the
same results for the linear pruning schedule. A typical usage of these criteria would be with a
regularisation strength λ = 0 and a number of pruning stages π ≈ 1. MP, the baseline, which
is invariant to both λ and π, is also reported in dashed black. For reference, the networks
reached a validation error rate before pruning of 1.47± 0.04 % for the MLP, 10.16± 0.29 %
for VGG11 and 4.87± 0.04 % for the PreActResNet18.

10.5.1. Impact of the Assumptions behind the Different Criteria

Locality Assumption. Figure 10.1 shows that increasing the number of pruning stages
can drastically reduce ∆L(θ,∆θ) when using LM, QM and OBS criteria. It demonstrates
the importance of applying local steps when pruning. Constraining the steps size through
λ
2 ‖∆θk‖

2
2 can also reduce ∆L(θ,∆θ), on CIFAR10 in particular. The trend, however, is less

pronounced on MNIST. We hypothesise that it is due to the pruning step size: the MLP
contains 260k parameters, vs 9.7M for VGG11, so the number of parameters pruned at each
stage in VGG11 is still large, even with π = 140. This translates to a bigger ‖∆θ‖2 that
needs to be controlled by the regularisation constraint.

Convergence Assumption. When performing the pruning in several stages, we also
observe that LM and QM can reach better performances than OBD. Without retraining
phases between pruning stages, we violate the convergence assumption of OBD. This is
however not the case for LM and QM, since they are not based on this assumption. Note
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(a) MLP on MNIST with 98.8% sparsity.

(b) VGG11 on CIFAR10 with 95.6% sparsity.

(c) PreActResNet18 on CIFAR10 with 95.6% sparsity.

Figure 10.1. ∆L(θ,∆θ) for different number of pruning stages π, as a function of λ, the
step size constraint strength, using either (left) LM, (middle) QM or (right) OBD criteria.
MP, which is invariant to λ and to the number of pruning stages, is displayed in dashed black.
The curves are the mean and the error bars the standard deviation over 5 random seeds. OBD
with π = 1 and λ = 0 diverged for all of the 5 seeds. Increasing the number of pruning stages
drastically reduces ∆L(θ,∆θ). A λ > 0 can also help improving performances. Figure 10.6
in Appendix contains the same plots, but displaying the validation gap before/after pruning.

that OBD still works reasonably well on VGG11. This could be related to the depth of
VGG11: VGG11 is deeper than the MLP, but not equipped with residual connections like
the PreActResNet18.

10.5.2. Loss-preservation Capabilities of the Different Criteria

Table 10.1 contains the best ∆L(θ,∆θ) for each of the networks and pruning criteria. Our
main observation is that the criteria that model the loss (LM and QM in particular) are better
at preserving the loss than MP. Similarly to Table 10.1, Table 10.3 in Appendix contains the
best validation error gap before/after pruning, where we can observe similar tendencies.
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Table 10.1. Summary of the best ∆L(θ,∆θ) across values of λ for different networks and
pruning criteria, with π = 140. QM achieves better loss-preservation than other criteria.
OBD performs worse than QM, since we violate its convergence assumption when pruning in
several stages.

Network ∆L(θ,∆θ)
MP OBD LM QM

MLP on MNIST 2.02 ± 0.10 1.83 ± 0.11 1.17 ± 0.03 1.05 ± 0.04
VGG11 on CIFAR10 1.84 ± 0.44 0.89 ± 0.24 0.90 ± 0.21 0.86 ± 0.22
PreActResNet18 on CIFAR10 2.23 ± 0.14 1.95 ± 0.46 1.36 ± 0.18 1.22 ± 0.31

10.5.3. Linear vs Exponential Pruning Schedule

Figure 10.2 compares the impact of ‖∆θ‖2 and reports the training error gap when pruning
VGG11 on CIFAR10 in several stages, using either the linear or the exponential pruning
schedule. We also compare against one-shot pruning, as reference. The exponential schedule
allows to maintain a more constant ‖∆θ‖2 throughout the pruning procedure, which limits
the maximum size of ‖∆θ‖2, and thus better satisfies the locality assumption.

Figure 10.2. Linear vs exponential schedule using QM on VGG11. Left: ∆L(θ,∆θ) vs
sparsity, zoomed on the end. Markers denote the 14 pruning stages. Middle: ‖∆θ‖2 at each
stage. Right: Same as Figure 10.1, but comparing exponential (solid) and linear (dotted)
schedules at 95.6% sparsity, with π ∈ {14, 140}. We get smaller ‖∆θ‖2 per pruning stage
when using exponential instead of linear schedule, resulting in a smaller ∆L(θ,∆θ). It is
advantageous to use that schedule when the pruning budged is limited, i.e. when π is small.
This advantage vanishes for larger values of π.

10.6. Performances after Fine-tuning

We now fine-tune the pruned networks using the same hyper-parameters and number of
epochs than for the original training. Table 10.2 shows the validation error gap between the
non-pruned networks and the pruned networks after fine-tuning, for all considered criteria.
LM performs better than MP on both the MLP and VGG11 (0.5% difference), but all criteria
perform similarly on the PreActResNet18. These results are consistent with the observations
of Blalock et al. (2020). As reference, global random pruning resulted in validation error rate
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of 47.18± 6.8 % for the MLP, and resulted in non-retrainable networks on CIFAR10 (with
90 % error rate).

Table 10.2. Best validation error gap of the fine-tuned networks (lower is better), for
different pruning criteria, across values of λ and π. LM is better than MP on the MLP and
VGG11. All the methods reach similar levels of performance on the PreActResNet18.

Network Gap of Validation Error (%)
MP OBD LM QM

MLP on MNIST 2.4 ± 0.3 2.0 ± 0.1 1.9 ± 0.3 1.9 ± 0.2
VGG11 on CIFAR10 0.2 ± 0.2 -0.1 ± 0.2 -0.3 ± 0.1 -0.1 ± 0.1
PreActResNet18 on CIFAR10 0.2 ± 0.2 0.2 ± 0.2 0.1 ± 0.1 0.2 ± 0.2

10.6.1. Correlation between Loss-preservation and Performances
after Fine-tuning

An important observation is that the hyper-parameters λ and π that give the best performing
criteria in terms of ∆L(θ,∆θ) in Table 10.1 are not the same as the ones that give the best
performing criteria after fine-tuning in Table 10.2. We display in Figure 10.3 scatter plots of
all the experiments we ran, to observe how well loss-preservation correlates with performance
after fine-tuning.

Figure 10.3. Gap of validation error after fine-tuning as a function of ∆L(θ,∆θ). Each
point is one experiment, i.e. one one random seed, one π and one λ. ρ is the Spearman’s rank
correlation coefficient computed on all the data points. Except for the MLP on MNIST, there
is only a weak correlation between ∆L(θ,∆θ) and the gap of validation after fine-tuning.
Thus, the performance after pruning cannot be explained solely by the loss-preserving abilities
of the pruning criteria.

Quite surprisingly, although we are able to obtain networks with smaller ∆L(θ,∆θ), and thus
better performing networks right after pruning, the performances after fine-tuning do not
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correlate significantly with the gap. Except for the MLP on MNIST, whose Spearman’s rank
correlation coefficient is ρ = 0.67, there is only a weak correlation between ∆L(θ,∆θ) and the
validation error gap after fine-tuning (ρ = 0.27 for VGG11 and ρ = 0.20 for PreActResNet18).
Figure 10.10 in Appendix contains the same scatter plots, but showing L(θ �m) after fine-
tuning instead of the validation error gap, and similar trends can be observed. Figure 10.11,
also in Appendix, shows similar scatter plots, but for different sparsity levels on VGG11.
Finally, Figure 10.9 in Appendix contains the same scatter plots but displaying the validation
error gap before fine-tuning versus the validation error gap before fine-tuning.

To verify that these observations are not due to a specific choice of fine-tuning hyper-
parameters, we perform a hyper-parameter grid search and report similar results in Appen-
dix 10.C.2. Also, we show in Figure 10.15 in Appendix 10.C.3 the fine-tuning curves of
networks pruned using MP and our best QM criteria. We observe that, except for MNIST, the
difference in training loss right after pruning disappears after only one epoch of fine-tuning,
erasing the advantage of QM over MP.

10.6.2. Discussion

These results highlight an important issue: minimising ∆L(θ,∆θ), no matter what model is
used, might be used to design better pruning criteria, but it does not necessarily transfer to
a better pruning method when fine-tuning is involved. The performance after fine-tuning
cannot be explained solely by the local loss-preserving abilities of the criteria, and other
mechanisms might be at play. Thus, the effect of fine-tuning should also be taken into account
when designing pruning criteria.

For instance, Lee et al. (2019a) and Wang et al. (2020) proposed different heuristics to take
into account gradient propagation in the context of foresight pruning, i.e. pruning untrained
networks right after initialisation. Wang et al. (2020) argues that minimising ∆L(θ,∆θ)
in that context makes little sense, since the network is producing random predictions. In
Appendix 10.C.4 we compare our results to two pruning methods based on preserving the
gradient flow, GraSP (Wang et al., 2020) and SynFlow (Tanaka et al., 2020), and show that
they comply with our observations above.

Finally, several recent articles are looking further into the impact of various pruning criteria
on subsequent training or fine-tuning (Lubana & Dick, 2020; Evci et al., 2020; Frankle et al.,
2020).
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10.7. Scaling up to ImageNet

To investigate whether our observations also hold on larger datasets, we perform similar
experiments with LM, QM and OBD on the ResNet50 on ImageNet. Before pruning, the
network reached 76.41% validation accuracy. Figure 10.4 presents results at 70 % sparsity, in
a similar fashion as Figure 10.1 and Figure 10.3. We observe a similar trend: The best loss-
preserving models are not necessarily the best models after fine-tuning. See Appendix 10.B
for the detailed experimental setting, and see Figure 10.17 for results at 90 % sparsity.

Figure 10.4. Same as Figure 10.1 and Figure 10.3, for the ResNet50 on ImageNet, with
a sparsity of 70 %. Increasing the number of pruning stages and constraining the step size
reduce ∆L(θ,∆θ). However, the best-loss preserving criteria, which maximise the validation
accuracy right after pruning, do not produce better networks after fine-tuning. They perform
similarly if their validation accuracy after pruning is > 20%. Criteria that outperform MP
right after pruning do not achieve better performance after fine-tuning.

10.8. Conclusion

In this paper, we revisited loss modelling for unstructured pruning. We showed that keeping
the gradient term in the diagonal quadratic model allows to relax the convergence assumption
behind OBS and OBD. We also showed the importance of locality when using loss models
for pruning: increasing the number of pruning stages and constraining the step size are
two improvements that produce better loss-preserving pruning criteria and that should be
added to the recommendation list of Blalock et al. (2020). Finally we observed that the
loss right after pruning does not always correlate with the performances after fine-tuning,
suggesting that a better loss before fine-tuning is not solely responsible for the performances
after fine-tuning. Thus, future research should focus on ways to model the actual effect of
subsequent fine-tuning when designing pruning criteria.
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10.A. Generalised Gauss-Newton

Having to compute H(θ) is an obvious drawback of quadratic models, and thus a common first
step is to approximate H(θ) using the Generalised Gauss-Newton approximation (Schraudolph,
2002):

H(θ) = 1
N

N∑
i=1

∂fθ (xi)
∂θ

>

∇2
u=fθ(xi)` (u,ti)

∂fθ (xi)
∂θ︸ ︷︷ ︸

G(θ), the Generalised Gauss-Newton

+
K∑
k

∂` (u,ti)
∂uk

∣∣∣∣
u=fθ(xi)

∂2fθ (xi)k
∂θ2︸ ︷︷ ︸

≈0

(10.8)

≈ G(θ) (10.9)

where K is the number of outputs of the network. G(θ) has the advantage of being easier to
compute and is also positive semi-definite by construction.

10.B. Details on the Experimental Setup

10.B.1. Setup

Datasets. We use the MNIST dataset (LeCun et al., 1998), and hold-out 10000 examples
randomly sampled from the training set for validation. We also use CIFAR10 (Krizhevsky &
Hinton, 2009), where the last 5000 examples of the training set are used for validation, and
we apply standard data augmentation (random cropping and flipping, as in He et al. (2016b))
during training phases. For ImageNet (Deng et al., 2009), we follow the experimental setting
of Goyal et al. (2017).

Network Architectures. On MNIST, we use a MLP of dimensions 784-300-100-10, with
Tanh activation functions. On CIFAR10, we use both: a VGG11 (Simonyan & Zisserman,
2015), equipped with ReLUs (Nair & Hinton, 2010), but no Batch Normalisation (Ioffe &
Szegedy, 2015); and the PreActResNet18, which is the 18-layer pre-activation variant of
residual networks (He et al., 2016b). MLP leverages Glorot & Bengio (2010) as initialisation
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while the the weights of VGG11 and PreActResNet18 are initialised following He et al. (2015),
and the biases are initialised to 0. On ImageNet (Deng et al., 2009), we use a ResNet-50 (He
et al., 2016a) with Batch Normalisation, and follow the initialisation strategy described
in (Goyal et al., 2017).

10.B.2. Experiments

For the MNIST and CIFAR10 experiments, the network is first trained for a fixed number of
epochs, using early stopping on the validation set to select the best performing network.The
hyper-parameters used for training are selected via grid search (before even considering
pruning). Then we prune a large fraction of the parameters. For OBD, LM and QM, we
randomly select, at each iteration of pruning, 1000 examples (10 mini-batches) from the
training set to compute the gradients and second order terms of the models. 3 Finally, we
retrain the network using exactly the same hyper-parameters as for the initial training.

For ImageNet, we uses the exact same hyper-parameters than Goyal et al. (2017).

MLP on MNIST. We train the network for 400 epochs, using SGD with learning rate of
0.01, momentum factor of 0.9, l2 regularisation of 0.0005 and a mini-batch size of 100. We
prune 98.85% of the parameters.

VGG11 on CIFAR10. We train the network for 300 epoch, using SGD with a learning
rate of 0.01, momentum factor of 0.9, a l2 regularisation of 0.0005 and a mini-batch size of
100. The learning rate is divided by 10 every 60 epochs. We prune 95.6% of the parameters.

PreActResNet18 on CIFAR10. We train the network for 200 epochs, using SGD with a
learning rate of 0.1, momentum factor of 0.9, a l2 regularisation of 0.0005 and a mini-batch
size of 100. The learning rate is divided by 10 every 70 epochs. We prune 95.6% of the
parameters.

ResNet50 on ImageNet. For ImageNet, we train a ResNet50 using 8 V100 GPUs. The
total mini-batch size is 256, and we train our baseline network for 90 epochs. The learning rate
schedule is identical to Goyal et al. (2017): a linear warm-up in the first 5 epochs and decay by
a factor of 10 at epochs 30, 60 and 80. We then prune 70% of the parameters. After pruning,
we fine-tune the models for 90 epochs using a learning rate of 1e−3. For LM, QM, OBD, we
investigates the following hyper-parameter values: π ∈ {1, 100}, λ ∈ {1e−3, 1e−1, 0, 10,}. 1600

3. Using 1000 examples or the whole training set made no difference in our experiments. Using less
examples started to degrade the performances, which concord with the observations of Lee et al. (2019b)
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examples are used to compute the first and second order terms of the linear and quadratic
models.

10.C. Supplementary Results

10.C.1. Performances before Fine-tuning

Validation error Table. Table 10.3 is the same as Table 10.1, but containing the best
validation error gap before/after pruning instead of ∆L(θ,∆θ). We can observe a similar
trend as in Table 10.1: LM and QM give better performances than MP, and OBD performs
poorly, since the convergence assumption is not respected.

Table 10.3. Best validation error gap before/after pruning for different networks and pruning
criteria.

Network Gap of Validation Error (%)
MP OBD LM QM

MLP on MNIST 72.09 ± 3.72 64.89 ± 5.74 16.35 ± 0.77 15.22 ± 0.62
VGG11 on CIFAR10 56.19 ± 17.9 18.84 ± 5.54 5.89 ± 1.52 5.92 ± 2.14
PreActResNet18 on CIFAR10 74.13 ± 4.59 49.08 ± 8.18 26.79 ± 8.61 21.48 ± 5.96

Linear pruning schedule. Figure 10.5 contains the same experiments than Figure 10.5,
but using the linear schedule instead of the exponential one. There is a drastic difference
in performances: One need roughly 10x more stages of pruning with the linear schedule to
reach the training gap of the exponential schedule.

10.C.2. Performances after Fine-tuning

Validation error figures. Figures 10.8 and 10.7 contain the same experiments than
Figure 10.5, but displaying the validation error gap, for linear and exponential schedules,
respectively. For completeness, Figure 10.6 shows the validation error gap before fine-tuning.

Validation gap before and after fine-tuning. Figure 10.9 is the same as Figure 10.3,
but showing the validation error gap after fine-tuning as a function of the validation error
gap before fine-tuning. As for Figure 10.3, we do not observe much correlation between the
validation error before and after the fine-tuning.

118



(a) MLP on MNIST with 98.8% sparsity.

(b) VGG11 on CIFAR10 with 95.6% sparsity.

(c) PreActResNet18 on CIFAR10 with 95.6% sparsity.

Figure 10.5. Same as Figure 10.1, but using equally spaced pruning steps. Note the
difference in number of pruning iterations.

Training loss after fine-tuning. Figure 10.10 is the same as Figure 10.3 but showing
L(θ �m) after fine-tuning as a function of ∆L(θ,∆θ). It has a similar trend as Figure 10.3:
there is not much correlation between the loss before and after fine-tuning, except on MNIST.

Different sparsity levels. Figure 10.11 shows the performances of different criteria on
VGG11 on CIFAR10, for different sparsity levels. When the sparsity is low (89.3 %), the
network has enough capacity to return to its original performances after fine-tuning. When
the sparsity is too high (98.6 %), then all criteria produce networks with random predictions.
There might be a sweet spot in between, but one would require more powerful model to verify
this supposition.

Hyper-parameters optimisation. Figure 10.13 shows the impact of hyper-parameter
optimisation for the fine-tuning phase. We performed a grid search with three different
learning rate (0.1, 0.01, 0.03) and three different l2-regularisation (0, 5e-4, 5e-5). All 9 sets of
hyper-parameters were tested on LM, QM and MP on 5 different random seeds. In this set
of experiments, we used λ ∈ {0, 0.01, 0.1, 1} and π ∈ {14, 140}. Optimising hyper-parameters
for fine-tuning can lead to better performance after fine-tuning, but does not increases the
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(a) MLP on MNIST with 98.8% sparsity.

(b) VGG11 on CIFAR10 with 95.6% sparsity.

(c) PreActResNet18 on CIFAR10 with 95.6% sparsity.

Figure 10.6. Same as Figure 10.1, but displaying the validation error gap before fine-tuning.
With proper number of pruning stages and step size regularisation, LM and QM can produce
pruned networks that are drastically better than the ones pruned using MP.

correlation between the performances after fine-tuning and ∆L(θ,∆θ). The lack of correlation
can thus not be explained by bad fine-tuning hyper-parameters.

10.C.3. Fine-tuning Curves

To investigate whether one of the networks is suffering from optimisation issues during
fine-tuning, we show in Figure 10.15 the fine-tuning curves of networks pruned using MP
and our best QM criteria. We observe that, except for MNIST, the difference in training loss
right after pruning disappears after only one epoch of fine-tuning, erasing the advantage of
QM over MP.

10.C.4. Results using GraSP and SynFlow

We compare our results with two additional pruning methods that focus on preserving the
flow of the gradient in the network instead of preserving the loss: GraSP (Wang et al., 2020),
a data-dependant method, and SynFlow (Tanaka et al., 2020), a data-agnostic one. Both
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(a) MLP on MNIST with 98.8% sparsity.

(b) VGG11 on CIFAR10 with 95.6% sparsity.

(c) PreActResNet18 on CIFAR10 with 95.6% sparsity.

Figure 10.7. Same as Figure 10.1, but displaying the validation error gap after fine-tuning.

methods were design to be applied at initialisation, so we investigate here their use on trained
networks. We use π ∈ {1, 100, 1000}, and added our proposed step size constraint λ to the
pruning criteria as well.

Figure 10.16 shows the scatter plot of the preservation of the loss vs the performance after
fine-tuning. Similarly to what we observed before, there is no clear evidence that better
preserving the loss lead to better performance after fine-tuning.

10.C.5. Results on ImageNet

Figure 10.17 is the same as Figure 10.4, but with 90 % sparsity. At that sparsity level, the
validation accuracy right after pruning is close to random for all the pruning criteria. There is
however quite a big variation in performances after fine-tuning: at equal performance before
fine-tuning, some models achieve 70 % validation accuracy after fine-tuning, while others
only reach 60 %.
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(a) MLP on MNIST with 98.8% sparsity.

(b) VGG11 on CIFAR10 with 95.6% sparsity.

(c) PreActResNet18 on CIFAR10 with 95.6% sparsity.

Figure 10.8. Same as Figure 10.7, but using equally spaced pruning steps. Note the
difference in number of pruning stages.

Figure 10.9. Same as Figure 10.3, but showing the validation error gap after fine-tuning as
a function of the validation error gap before fine-tuning. Networks with drastically different
performance before fine-tuning can still produce similar performances after fine-tuning.
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Figure 10.10. Same as Figure 10.3, but showing L(θ �m) after fine-tuning as a function
of ∆L(θ,∆θ). Except for the MLP on MNIST, there is only a weak correlation between
∆L(θ,∆θ) and L(θ �m) after fine-tuning.

Figure 10.11. Same as Figure 10.3, but for different sparsity levels on the VGG11 on
CIFAR10. When the sparsity is low, the network has enough capacity to return to its original
performances after fine-tuning. When the sparsity is too high, then all criteria produce
networks with random predictions.

Figure 10.12. Same as Figure 10.11 (left), but zoomed on smaller values of ∆L(θ,∆θ).
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Figure 10.13. Left: Using the same hyper-parameters for fine-tuning as the ones of the
original training. Right: Performing hyper-parameters optimisation for the fine-tuning.
This figure shows that optimising the hyper-parameters for fine-tuning can improve the
performances of the network after pruning. However, it reduces the correlation between
the performances after fine-tuning and ∆L(θ,∆θ). The lack of correlation can thus not be
explained by poor fine-tuning hyper-parameters.

Figure 10.14. Same as Figure 10.3, but zooming on the best performing networks in terms
of ∆L(θ,∆θ).

Figure 10.15. Fine-tuning losses (dotted is training, solid is validation) of networks pruned
using MP and QM criteria. All the curves are the average over the 5 seeds. We do not show
the standard deviation for clarity. Left: MLP, middle: VGG11 and right: PreActResNet18.
Except for MNIST, the difference in loss right after pruning (i.e. at epoch 0) disappears after
one epoch of fine-tuning.
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Figure 10.16. Same as Figure 10.3 showing GraSP and SynFlow on VGG11 (left) and the
PreActResnet18 (right). This Figure shows that one can observe a large ∆L(θ,∆θ) and yet
obtain very good performance after fine-tuning. This is especially true in the case of GraSP
for VGG11. Furthermore, we can observe similar behaviour on PreActResNet18 where two
different methods can lead to similar performance after fine-tuning while having completely
different ∆L(θ,∆θ): GraSP with ∆L(θ,∆θ) ≈ 108 has fine-tuning performance similar to
MP with ∆L(θ,∆θ) < 101.

Figure 10.17. Same as Figure 10.4, but with 90 % sparsity. Increasing the number of
pruning stages and constraining the step size reduce ∆L(θ,∆θ). However, the best-loss
preserving criteria, which maximise the validation accuracy right after pruning, do not
produce better networks after fine-tuning.
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Chapter 11

Discussion

Although the articles presented in this thesis seem to treat different subjects, their common
objective was to reduce the computational cost associated with neural networks, whether
during training, through better parameterisation and optimisers, or for deployment, through
better pruning methods.

I first focused on re-parameterisation techniques that enable faster and better training
of RNNs. While the first application of BN to RNNs produced mitigated generalisation
performances, it nonetheless proved successful in Baidu’s speech recognition system Deep
Speech 2 (Amodei et al., 2016), and, as of this writing, it is still used in a few particular
situations. Later next year, I helped develop a better parameterisation of the LSTM with
BN, the BN-LSTM, that outperformed all our benchmarks by a significant margin. Although
BN has been replaced by LN (Ba et al., 2016) in most of the RNNs that are used nowadays,
it is great to see that normalised RNNs are still widely used in practice, and are at the core
of many successful systems, particularly in NLP (Dai et al., 2019; Yang et al., 2019; Sun
et al., 2020).

The next article was about designing an optimiser that leverages the K-FAC approximation
to project the gradients to and from the KFE, allowing one to use traditional diagonal
methods, such as RMSProp, in a basis where the diagonal approximation is likely to be more
accurate. Just like any other second order method, the optimiser presented in this article has
not been used much to train neural networks in practice. However, it is great to see that
the idea of projecting to and from the KFE in various interesting applications, including
training Bayesian networks (Bae et al., 2018), uncertainty modelling (Lee & Triebel, 2019)
and structured pruning (Wang et al., 2019). As a future research direction, it would be
nice to see how EKFAC scales compares to K-FAC in a large-scale distributed setup similar
to Ueno et al. (2020), as well as better understand the practical impact of using the second



moment of the gradients rather than the Fisher in larger-scale experiments (Kunstner et al.,
2019; Thomas et al., 2020). Finally, it would also be great to see it applied to problems where
optimisation, rather than generalisation, is of primary concern, such as for training models
on a continuous stream of data.

In the last article I decided to leverage the knowledge and code-base that we build to a more
applied project: unstructured network pruning. We showed that respecting the assumptions
behind the loss models that are used in pruning methods helps improve performance of
networks right after pruning. However, we also showed that this did not correlate with the
performances after fine-tuning, raising questions about the adequacy the objective used when
designing in pruning methods. We hope that our findings will help to conceive better pruning
methods. Future research directions should try to further analyse the re-trainability of
pruned networks, to better understand why some networks can reach good performances after
fine-tuning, while others obtain mitigated performance after fine-tuning. Another interesting
direction would be to further analyse the unexpected behaviour of OBD on VGG11 and on
the ResNet50 when violating its convergence assumption.
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