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Résumé
La maladie d'Alzheimer (MA) est la démence la plus importante dans le monde développé. Cette

maladie neurodégénérative rend de plus en plus difficile la capacité d'accomplir les taches
quotidiennes de routine, elle peut également faire oublier les mots aux patients, les désorienter
dans le temps et l'espace, et a des stades avancés entraine une perte de mémoire.
Malheureusement, la MA est considérée comme le prochain grand défi pour la santé publique de
la plupart des pays, le nombre de cas devant doubler au cours des 20 prochaines années en raison
du vieillissement de la population. Cette augmentation du nombre de patients s'accompagne
d'une augmentation des besoins de financement et de personnel de santé afin de répondre aux
demandes et aux besoins de ces patients. La MA peut étre divisée en deux entités distinctes: une
maladie héréditaire bien définie et bien comprise qui représente jusqu'a 5% de tous les cas de
MA appelés maladie d'Alzheimer familiale, et une maladie moins définie appelée maladie
d'Alzheimer sporadique. Le facteur de risque le plus défini pour la MA est I'age, mais récemment,
il a été démontré que le cerveau des patients atteints de MA avait un niveau réduit de BMI1 et
que la suppression de BMI1 dans les neurones humains ou chez la souris déclenche les

caractéristiques de cette maladie.

Alors que BMI1 était connu pour étre important dans les stades de développement, nous
rapportons ici qu'il est crucial dans les cellules adultes pour maintenir la compaction de la
chromatine et l'inhibition de la transcription des séquences répétitives. De plus, ces deux
fonctions de BMI1 empéchent I'ADN d'acquérir une conformation G4. Cette conformation peut
entralner une instabilité du génome, une augmentation des dommages a I'ADN et une altération
de I'expression des génes, mais surtout, nous avons montré que dans les neurones corticaux, les
structures G4 peuvent influencer I'épissage alternatif de divers génes, notamment APP. Ces
résultats apportent un éclairage nouveau sur |'origine de la maladie et l'importance de BMI1 et

de la structure secondaire de I'ADN dans le cadre de la MA.

Mots-clés: BMI1, G-Quadruplex, maladie d’Alzheimer, polycombes, séquences LINE,

hétérochromatine, instabilité génomique, G4.



Abstract

Alzheimer's disease is the most prominent dementia in the developed world. This
neurodegenerative disease renders the ability to do the routine daily tasks more and more
difficult; it can also cause patients to forget words, be disoriented in time and space, leading to a
memory loss. Unfortunately, AD is considered the next big challenge for most country’s public
health, with the number of cases thought to be doubling within the next 20 years due to the aging
of the population. This increase in the number of patients comes with an increase in the need for
funding and for healthcare personnel to meet the demands and the requirements of these
patients. AD is divided into two separate entities: a well-defined and understood hereditary
disease that makes up to 5% of all AD cases called familial Alzheimer disease, and a less defined
one called sporadic Alzheimer disease. SAD most defined risk factor is age, but recently it was
shown that brains of sAD patients had a reduced level of BMI1 and that the knockdown of BMI1

in human neurons or mice triggers the hallmarks of this disease.

While BMI1 was known to be important in the developmental stages, we report here that it is
crucial in adult cells to maintain the compaction of the chromatin and the silencing of the
repetitive sequences. Furthermore, these two functions of BMI1 prevent the DNA from acquiring
a G4 conformation. This conformation can lead to genome instability, increased DNA damage,
and altered gene expression. However, most importantly, we showed that in cortical neurons, G4
structures could influence the alternative splicing of various genes, notably APP. These results
shed new light on the origin of AD, and the importance of BMI1 and the secondary structure of

the DNA in its context.

Keywords: BMI1, G-quadruplex, Alzheimer’s disease, polycomb, LINE sequences,

heterochromatin, genome instability, G4.
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P: Proline

17



P30: Day 30 postnatal

PcG: Polycomb-group proteins

PCH: Pericentromeric heterochromatin

PCR: Polymerase chain reaction

PEST: Proline, glutamic acid, serine, and threonine rich domain
PEV: Position-effect variegation

PFA: Paraformaldehyde

PHD: Plant homeodomain

Pifi: Pifithrin

Pol: Polymerase

PQS: Putative quadruplex sequences

PRC1: Polycomb repressive complex 1

PRC2: polycomb repressive complex 2
PSEN1: Presenilin 1

PSEN2: Presenilin 2

Pu: Purine

Py: Pyrimidine

Pyrido: Pyridostatin

QGRS: Quadruplex forming G-rich sequences
gPCR: Quantitative Polymerase chain reaction
Rb: Retinoblastoma

RIDGEs: Regions of increased gene expression
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RING : Really Interesting New Gene

R-Loops: DNA:RNA hybrid loop

RNA: Ribonucleic acid

RNAPII: RNA polymerase Il

ROS: Reactive oxygen species

RPA: Replication protein A

RRV: Rhesus macaque rhadinovirus

RT: Real time

RYBP: RING1 and YY1-binding protein

S: Serine

sAD: Sporadic Alzheimer disease

SANT: Swi3, Ada2, N-Cor, and TFIIIB

SB: Sodium Butyrate

SCL: Stem cell leukemia gene

SET: Su(var)3-9, Enhancer-of-zeste and Trithorax
Sgs1: Slow growth suppressor 1

shBMI1: Short hairpin targeted against BMI1
shRNA: Short hairpin RNA

shSCR: Short hairpin targeted against a scramble sequence
SINE: Short interspersed nuclear repeats
siRNA: Small interfering RNA

SMNDC1: Survival motor neuron domain containing 1

19



SPM: Sterile alpha motif

SSM: Slipped-strand mispairing

STR: Short tandem repeats

T: Thymine

TAD: Topological associated domains
Taq: Thermus aquaticus

TFIIH: Transcription factor Il Human
T-loop: Telomeric loop

TMEJ: Polymerase theta-mediated end joining
TSA: Trichostatin A

TSS: Transcription start site

Ub: Ubiquitination

UTR: Untranslated region

WHO: World health organization
WRN: Werner helicase

WS: Werner's syndrome

WT: Wild type

XP: Xeroderma pigmentosum

XPB: Xeroderma pigmentosum type B
XPD: Xeroderma pigmentosum type D

ZBP: Z-DNA binding proteins
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1 Chapter 1 - Introduction

In this thesis, we are going to go through a journey from the molecular to the whole organism
passing by the microscopic to understand the complexity of Alzheimer’s disease better. We are
going to start our journey with the molecular structure of the DNA. The next step will touch the
macroscopic scale, studying the cell and its aging process. Building on our knowledge from the
first step, we will understand the influence of the molecular scale on the cell. Finally, we will
introduce Alzheimer’s disease, an illness affecting the brain studying it from a macroscopic point
of view, but also exploring the influence of the previous two steps on the onset of this disease

and its regulation.
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1.1 Secondary structure of the DNA

In this section, we are going to introduce the basis of secondary structures of the DNA and their
known roles. The secondary structure of the DNA refers to how molecules of DNA are organized

along the fiber axis of this polymer.

1.1.1 Complementary helix structure

The DNA is the macromolecule that holds the genetic information for all living organism (1,2). The
building blocks of this polymer are four nucleotides (monomers) classified in two groups: Purines
with adenine (A) and guanine (G), and the pyrimidines with Cytosine (C) and thymine (T) (3).
These nucleotides are organized in two sugar-phosphate chains running in opposite directions
(4). The two chains are linked together with hydrogen bonds between the bases of these
nucleotides, and hydrogen bonds create the rungs of the “ladder”. The nucleotides pairing is
specific, that is why we talk about a complementary structure, with adenine paired only with
thymine and guanine with cytosine (5). This complementary property was established by
Chargaff’s law, which states that in each cell, the quantity of adenine is equal to that of thymine,
and the amount of guanine is identical to that of cytosine (5). This model does not specify the

order of the nucleotides along the chains.

While all the above described the chemical composition of the DNA, in this essay, we are more
interested in the secondary structure of this polymer. By secondary structure, we are referring to
the unique organization of the molecules in the 3D space. This ladder is twisted along its axis to
form a double-stranded helix (6,7). Hence many forms of DNA arise dependent on the helix
chemical and biophysical properties. From these forms, three are biologically relevant: A-DNA, B-

DNA, and Z-DNA (8).
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A-DNA B-DNA Z-DNA
Helix sense Right-handed Right-handed Left-handed
Rotation per bp (twist) +33° +36° -30°
Sequence Random Random Pu/Py alternation
Base pair per turn 11 10 12
Length of a complete helix (pitch) 28 A 34 A 45 A
vertical rise per bp 2.56 A 3.4A 3.7A
helical diameter 26 A 20 A 18 A

Table 1. Physical properties of the DNA double helix

A-DNA

Figure 1. 3D representation of the three forms of DNA (9)

1.1.1.1 B-DNA double helix conformation
Dickerson described B-DNA or the paracrystalline form in 1980 (10). This form represents the vast

majority of DNA in living organisms since from an energetic point of view, this form is very stable

and neutral (11).
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1.1.1.2 A-DNA double helix conformation

Wang described A-DNA or the crystalline form in 1982 (12,13). This form is more compacted then
the B-DNA, as we can see in table 1 and fig. 1 (8) with a shorter pitch and a larger diameter. A-
DNA was thought to be irrelevant in a biological context because scientists did not have the
methods to detect it and quantify it in situ. Whelan, in 2014, provided the first evidence that A-
DNA was present in situ in significant quantities (14). This discovery opened the possibility for

further research about the role of A-DNA.

1.1.1.2.1 The biological role of A-DNA

Once A-DNA was proven to be relevant in vivo, researchers started to investigate what role it can
play. The first hint of its role stemmed from the form of the DNA: a compacted or crystalline form
was formed in dehydrated conditions (7,12). This conformation of the A-DNA provides protective
properties to the DNA, such as the protection against dissection under dry conditions in the spore
formation phase of a bacillus via its interaction with a/B small acid-soluble spore proteins (14—
16). Furthermore, A-DNA was proven to also protect against UV radiation (15,17,18). A-DNA can
even protect the genome from 5-Bromodeoxyuridine toxicity (19). All these pieces of evidence

made the A-DNA structure a potent mediator of genomic stability and protection.

When Mustak et al. probed the brains of suicidal victims of Bipolar Depression, they found an
unusually high quantity of A-DNA conformation compared to control patients (20). Their work,
even though it does not explain the mechanism behind this association, establishes a clear role

of DNA conformation to human disease.

1.1.1.2.2 Protein interactions with A-DNA

Scientists also tried to establish if some proteins interacted specifically with A-DNA. The first to
be found is the a/B small acid-soluble spore proteins (14—16) mentioned beforehand. RNA and
DNA-RNA helix are known to have the A-form (21,22). For this reason, the reverse transcriptase
of HIV interacts with the A-DNA form (23). Cyclic AMP receptor protein (CAP) can bind the motif
GTGNxCAC (24), the X in this motif can be a 6 bp or an 8 bp (25). It has been proven that CAP
interacts with A-DNA (26,27). That interaction is only possible in the motif with an 8 bp because

the A-form shortens the distance between both sides of the motif allowing the protein to interact
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(25). Another essential protein that preferentially interacts with A-DNA is the Tag polymerase
(Tag Pol) (28,29). The interaction between A-DNA and the DNA pol increases the fidelity of the
polymerase replicating the DNA by reducing the sequence-dependent structural alterations of

the DNA and thus decreasing the sequence-directed mutations (29-32).

1.1.1.3 Z-DNA double helix conformation

Wang first described Z-DNA conformation in 1979 (33—35). This conformation is more stretched
then the previous two with a more extended pitch and a narrower helix diameter, and another
big difference is the direction of the twist: A- and B-DNA are right-handed helix while Z-DNA is a
left-handed Helix, see table 1 and Fig. 1 (8). Though many doubted the existence of a double helix
in the left-handed model because they could not fit it in the original model of DNA, Crick scolded
them, referring to their inability to fit the Z-DNA in the model as a “lack of ingenuity on their
part” (7). Fortunately, scientists kept searching for antibodies that recognize these structures and
developed some that are highly specific (36—38). Using these antibodies, scientists were able to

visualize Z-DNA in vivo (39), proving their biological relevance.

1.1.1.3.1 The biological role of Z-DNA

Z-DNA occur in vivo as a transient state (40) in purine pyrimidine alternating regions (41-44). The
ephemeral nature of this conformation is a consequence of the Z-DNA being a high energy
conformer; this means that Z-DNA requires energy to be formed (11,45) and stabilized (46).
Epigenetics changes can provide the necessary conditions for the formation of Z-DNA, specifically
the methylation of DNA (47) and histone acetylation (48). Furthermore, many proteins have been
discovered that binds Z-DNA; these proteins are called ZBP for Z-DNA binding proteins with the
characteristics of having Za and Z3 domains that have a high affinity to Z-DNA (49-51). Proteins
that have the Za includes ADAR1 (49,50,52), ESL3 (53), E3L (49), Topoisomerase |l (54,55). ZBP

also plays a role in changing the conformation of the DNA and inducing a B-Z transition (56).

The energy required for this confirmation can also be produced by the passing RNA-pol during
transcription that creates a supercoiled DNA with higher energy potential (57,58). Z-DNA is not
randomly distributed on the genome but instead concentrated around the transcription start sites

(TSS), and these structures were ten times more likely to be near the promoter (5’ of the gene)
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then to be at the end of the gene (3’ of the gene) (59). The first to introduce the model of B-Z
transition driven by transcription was Liu in 1987 (58). An elegant experiment in ciliated protozoa
reinforced this model. The hypotrichous ciliate Stylonychia mytilus has a macronucleus where the
transcription occurs during vegetative growth and a micronucleus that is transcriptionally inert
(60). When probed with an antibody recognizing Z-DNA, only the macronucleus showed
immunoreactivity, establishing the necessity of transcription to the formation of Z-DNA (61). It
was not until 1991 that Wittig had the first evidence of the Lui’s model in permeabilized
mammalian cell nuclei (62). Following this discovery, Z-DNA structures in the promoters of many
genes were shown to be proportional to the expression level of these genes, notably:
corticotropin hormone-releasing gene (63) and c-MYC (64,65). Moreover, a ChIP-seq experiment
confirmed the relationship between Z-DNA and transcription (66). It is worth noting that while
transcription can induce Z-DNA, in some cases, Z-DNA was found to inhibit transcription by

blocking the RNA polymerase and thus may be acting as a negative feedback loop (67,68).

1.1.1.3.2 Relationship between Z-DNA and human diseases

Contrasting the compact structure of the A-DNA that confers it the protective properties of the
genome, Z-DNA is stretched and thus theoretically more prone to damage. The susceptibility to
DNA damage was proven when it was shown that in human tumors, the chromosomal
breakpoints are associated with Z-DNA (69-72) and that this association is because Z-DNA favors
recombination (73) because this conformation expose base residues, facilitating any interactions
between the two DNA molecules (74). and acts as an anchor for large scale deletions (75).
Furthermore, Z-DNA was found near many promoters of tumor genes controlling their expression

level like BCL2, SCL (76), and c-MYC (64,65).

Z-DNA is also very immunogenic, which is part of the reason why it was easy to develop specific
antibodies against it (36—38). Being highly immunogenic also meant that it was susceptible to
induce disease, especially autoimmune disease. Antibodies targeting Z-DNA were found in many
autoimmune disorders like lupus erythematosus (36,77), rheumatoid arthritis (78), and Crohn’s
disease (79). The role of these antibodies is still to be determined as we don’t know how they

interact with the disease and if they cause it.
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Z-DNA was also found to be implicated in many neurodegenerative diseases like Aicardi-Goutieres
(80), age-related macular degeneration (AMD) (81), Huntington disease and spinocerebellar

ataxia (82), Amyotrophic Lateral Sclerosis (ALS) (79) and Alzheimer disease (AD) (83,84).

It is not all bad in the Z-DNA world, this structure was shown to reduce the potential of slipped-
strand mispairing (SSM) DNA formation by 62% in the DM2 gene, and thus providing protection
against myotonic dystrophy (85). Slipped-strand occurs when we have a large portion of repetitive
DNA, mispairing between the complementary strands inducing a “slip” along the helical axis
where a part of the genome is not replicated or replicated twice (86). One can argue that the
stretch form of the Z-DNA provides more space between the nucleotide, making it harder for a

slip to happen.

1.1.2 G-quadruplex

While most of the DNA in the cells is in the double helix form, other conformations may arise,
which is the case of G-quadruplex (G4) first described in 1962 by Gellert (87). G4 does not follow
the complementary rules of bases, like in the double helix form. G4 is due to the unique ability of
guanine to self-assembly by a Hoogsteen hydrogen monovalent bond stabilized by a cation like
potassium or sodium in the middle forming a G-quartets (see Fig. 2A) (88). In order to form a
proper G4, at least two G-quartets should be stacked on top of each other’s (89). This kind of
structure can be unimolecular (intramolecular) formed by the same strand of DNA (Fig. 2B), or it
can be the result of the assembly of two (bimolecular) (Fig. 2C) or even four (tetramolecular)
strands of DNA (Fig. 2D) (90). It is worth noting that while in this essay, we will be talking mostly

about DNA G4, RNA can also form these structures (91).

29



G-quartet stabilized

by a magnesium cation

- - = = -

bimolecular

Figure 2.

B

Unimolecular G-quadruplex
showing the size of the loops

[ ]

N /]
Second loop
e WS

Third loop
Fist loop
e A CT nucleotides o 5'DNA
e G nucleotide e 3'DNA
D

tetramolecular

30

Model of a G4 structure (modified image from (92))



In this study we will be focusing on the unimolecular G4 structures, this category follows a very
defined consensus sequence of four stretches of Gs separated by three loops of variable size
summarized by Gm Xn Gm Xn Gm Xn Gm Where the M value is constant with a minimum of 2 and the
N value is variable and can be from 3 to 12 (see Fig. 2B for an example) (93). G4 structures are
energetically very stable (90,94); this stability is partially influenced by the length of the loop that
was determined for up to 7 bases (95-97). However, this consensus was challenged and then
extended to 12 bases because the stability also depends on the cation in the middle of the
quartets: small loops are stabilized by potassium, but sodium stabilizes better the long loops (93).
The length of the loop does affect not only the stability of the structure but also the topology,
that is why we can have G4 structures with an antiparallel (Fig. 3A), parallel (Fig. 3B), or even a

mixed topology (Fig.3C)(98).
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Figure 3. The topology of a unimolecular G4 structure
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1.1.2.1 Detection of G4 structures in vivo

1.1.2.1.1 Tools for detecting G4 structures

Since G4 structures are formed with a consensus sequence, many bioinformatics tools have been
developed in order to probe the genome and identify the putative G4 sequences in the genome
(PQS). PQS are regions on the genome that respect the consensus sequence and can, in theory,
form a G4 structure. As an example of this type of software, we can cite the G4hunter (99) or the
Quadparser (100). Most recently, artificial intelligence (Al) was trained on a large set of

experimental datasets in order to identify the folding capacity of the DNA (101).

Since these algorithms can only identify PQS and not actual structures in the cell, many molecules
have been developed to visualize in vivo these structures: IMT (102), and red-NIR (103) are two
molecules that can bind nuclear DNA G4 structures. These molecules are not fluorescent except
when they interact with the G4 structures, making them valuable tools for probing in vivo G4

structures. Another molecule, the CyT, can selectively bind and label RNA G4 structures (104).

Antibodies that can selectively recognize G4 structures were also developed in order to facilitate
the studies in this field. The first antibody was a single-chain variable fragment published in 2008
called hf2 (105), which had a high affinity to G4 structures. Another single-chain antibody clone
was detected using the phage display technique in 2013, and this antibody is called BG4 (106).
BG4 can recognize both nuclear DNA G4 and cytoplasmic RNA G4 structures (107). In 2014, the
1H6 monoclonal antibody was published with a high affinity to a broad G4 structure conformation

and topology: unimolecular or tetramolecular G4 in various topologies (108).

1.1.2.1.2 Localization of G4 structures in the genome

In an early experiment using immune histochemistry experiments (IHC), G4 structures were
mistakenly reported to be localized at constitutive heterochromatin (109), but many studies
challenged these findings (110). Many publications after, including two ChIP-seq experiments
(111,112) showed that G4 structures are present at: 1) constitutive heterochromatin, specifically
at telomeres (113—-116) to help in capping them (117); 2) origins of replication (118,119); 3) and
a significant portion of G4 structures are at the promoter of genes (120,121). In fact, other than

the article mentioned above (109), little is known so far about the interplay between chromatin
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structure and G4 structures. Most of the work done on G4 structure focused on the proteins that

can resolve them as we will see in the next chapter.

1.1.2.2 Modulators of G4 structures in vivo

Since G4 structures have a very stable conformation, their unwinding is an active process with
the involvement of specialized proteins. The first helicase to be identified was in Saccharomyces
cerevisiae: the Sgs1 (122), the homologue of the human BLM protein. Pifl (123,124) and its
human homologous protein PFH1 (125) were also involved in unwinding G4 structures in vivo as
well as ATRX (126) and replication protein A (RPA) (127). Moreover, many helicases family were
shown to be able to unwind G4 structures like the RECQ family helicases (128,129) which include
WRN (130), FANCJ (131-134), and Bloom (BLM) (135), another family is the helicases in the TFIIH
complex: XPD and XPB (136). While helicases are a very efficient and faithful way of resolving G4
structures, if such a structure is persistent DNA damage response (DDR) machinery can be
involved in excising the G4 structure and employing either homologous recombination repair (HR)

(137) or Polymerase theta-mediated end joining (TMEJ) (138).

1.1.2.3 The biological relevance of the G4 structures

Once the existence of the G4 structures in vivo was confirmed, and the localization of these
structures was determined and found to be very specific and peculiar, the next question was
about the role of these structures at these locations. The function of G4 was very diverse and
dependent on the location of it, for example, the G4 present at origins of replications were shown
to be required to initiate DNA replication at these sites (139,140). The G4 present at the promoter
of these genes was shown to be able to regulate their expression (141,142). For example, in the
transcription activation site of the human c-KIT oncogene, a G4 structure has been identified and
conserved across species (143). The G4 structure in the promoter of c-MYC, if stabilized, can
suppress the expression of this gene (144). On the other hand, the presence of a G4 structure in
the promoter of the OCT4 gene increases the expression levels of this gene (145), rendering the
understanding of the link between G4 structures and the expression level of the genes more

complex than initially thought.
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In immunology, the role of G4 structures is also very volatile. On the one hand, G4 structures
allow pathogens to avoid immune detection and surveillance by facilitating DNA recombination
at some specific loci such as in the Pilin locus and thus promoting antigenic variation (Av) (146—
148). On the other hand, G4 structures binding by the LR1 protein, a DNA binding factor specific

to B-cells, is a prerequisite for immunoglobin class switching (149).

Using a cell-free translation system, scientists theorized that G4 in the 5 UTR of RNA could
modulate translation (150), but the mechanism by which the G4 regulates translation was not
discovered in this study. One explanation of this phenomenon came from the study of the fragile
X mental retardation protein (FMRP) that can also recognize a G4 structure in the 5" UTR of the
SMNDC1’s RNA affecting its translation by blocking the access of the translation machinery to the
RNA (151).

1.1.2.3.1 Role of G4 structures in human diseases

Since we established that G4 structures could induce genomic instability and directed mutation
and since these structures are present at key loci in the genome like the telomeres, origin of
replication and key genes, it is only logical that these structures will be found to be implicated in
human disease. In fact, many human diseases are a result of mutations in specialized G4 helicases.
The WRN syndrome (152,153) described by Dr. Otto in 1904 is caused by a mutation of the WRN
helicase (154), this helicase, among other roles, is specialized in G4 unwinding. This mutation
leads to genomic instability since the telomeres of these patients are dysfunctional (155). Another
disease that is a direct result of a mutation in helicases is the Xeroderma pigmentosum (XP) (156),
this protein is also specialized in unwinding G4 structures among other roles.. XP presents the

same telomeric genome instability as the WRN syndrome (157).

Cancer is a disease that also harbors a lot of genomic instability (158,159). Some of this instability
can be explained by the errors in replication occurring at G4 structures while replicating the
leading strand of the DNA (160). Many publications showed that the secondary structure of the
DNA, especially the presence of G4 structures, is the leading reason behind the genome instability

in cancer (161,162). In fact, this genome instability can be rescued by expressing the helicases
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that unwind G4 structures in such cancer (163) since the helicases allow DNA replication through

these structures (164).

G4 structures also affect neurons, especially at the C90ORF72 loci linked to frontotemporal
dementia (FTD) and ALS (165). The C90RF72 loci harbor a GGGGCC that can form a G4 structure
with neuroprotective effects (166—168). In fact, the loss of TDP-43 in neurons, a G4 structure

binding protein (169), can cause neuronal loss (170,171).

1.1.2.3.2 Using G4 as a therapeutic tool

Given the implication of G4 structures in many human diseases and ever since the discovery of
molecules that can interact with these structures and stabilize them (142,172), many have
searched the possibility of targeting these structures as a therapeutic means. This approach is
prevalent in cancer treatment as a means to create a synthetic lethality in highly dividing cells by
stabilizing the G4 structures (173,174), increasing the genomic instability in these cells. This
approach is even more powerful when the cancer is lacking a G4 helicase, like the case of ATRX
deficient glioblastoma (175). G4 stabilization in cancer can also be used as a complementary
therapy along with traditional ones since it was shown that stabilizing these structures can
increase the sensitivity of glioblastoma and lung cancer cells to radiotherapy (176,177). We
should also remember that G4 structures are present and control the expression of many
tumorigenic genes like C-MYC, C-KIT, CD133 (178), and many others, this is another reason for the
usage of G4 ligands to be added in cancer therapy (179). For example, CX-5461 G4 ligand was
successfully used in cancer with BRCA1 or BRCA2 deficiency (180,181).
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1.2 Chromatin compaction and polycomb complexes

Now that we understand the basic structure of the DNA, it is important to know some basic
numbers. According to the latest genome compilation (GRCh38) we have 3,101,788,170 bp (182)
in each cell spaced by around 3.4 A, making the full length of an uncoiled DNA fiber in a cell around
1m [bp X vertical raise per bp = (3 X 10°)(0.34m X 10°) = 1m]. This 1m of DNA is packed in a nucleus
of 6um (6 X 10°m) of diameter on average (183). A simple calculation reveals that the
circumference of the nucleus is around 19 um which means that the DNA fiber can circle the
nucleus 53 000 times. For this fiber to fit in the nucleus, it should be very condensed. In fact, in
1880, Walther Flemming first described very condensed parts of the nucleus that absorb dyes,
thus baptizing it chromatin from the Greek word “chroma” or color (184). In 1951, Stedman
described this dense structure as a mix of DNA and histones (185). Histones are “peptone like
components of the cell nucleus” that can bind tightly to the DNA described by Kossel in 1884
(186). The histones act as scaffolds to contain these long DNA fibers in a specific architecture,
compacting it to fit the nucleus. What is known as core histones, H2A, H2B, H3, and H4 form an
octamer, two octamers are needed to form the nucleosome core particle, wrapping 147 base
pairs of DNA around them (187). The nucleosome represents a higher organization of the DNA
called “beads on a string”, or the 11 nm fiber, by Ada and Don Olins in 1974 (188), this
conformation represents the primary condensation of the DNA. Linker Histones, H1 and H5, are
present between these nucleosomes to compact them even more in what is called a 30 nm
chromatin fiber (189-191). The 30 nm fiber represents the secondary condensation of the DNA
fiber, and the tertiary condensation of the DNA fiber is the compaction of multiple DNA polymers

via the interaction in a complex architecture (192).
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Beads on a string 30 nm chromatin fiber

Figure 4.  Structure of coiled chromatin (modified from (193-195))

DNA fibers are negatively charged due to the phosphate-sugar backbone (196), so from an
electrostatic point of view, the DNA fiber should repulse itself making it unwind. In order to coil
this negatively charged fiber, energy in the form of positive charges is required. In the chromatin,
this energy is rendered by the histones since their tails are positively charged (197-199). This
positively charged tail helps neutralize the DNA/DNA repulsion and helps to bend the DNA fiber

in a compacted architecture (200).

1.2.1 Chromatin state

Emil Heitz, in 1928 reexamined the chromatin and noticed differences in the dye dependent on
the cell cycle. This work was the first classification of the chromatin: heterochromatin or the
chromatin that remains visible throughout the cell cycle, from the Greek heteros: other and
chroma: color. The euchromatin is regions of the chromatin that loses the dye after mitosis, from
the Greek eu: true and chroma: color (201). In 1966, Brown also divided the heterochromatin into
two groups: constitutive heterochromatin and facultative heterochromatin (202), this distinction

was at the time mainly based of the chromatization of the X chromosome (203,204). Since as
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mentioned before, the positively charged tails of the histone are responsible for the compaction
of the DNA, it is only logical that modifications to these tails are accountable for the degree of
that compaction. In fact, the tails of the histones are particularly rich in residues that can be

modified post-translationally. The most studied modifications are listed below:

Modification Residue affected
Methylation (205) Lysine, Arginine
Acetylation (205) Lysine

Ubiquitination (206) Lysine

Phosphorylation (207,208) | Threonine, Serine

ADP-ribosylation (209) Glutamate

SUMOylation (210) lysine

Table 2. Post-translational modifications of the histone

These modifications are dynamic and reversible with enzymes that can deposit or remove them
named “writers and erasers” respectively. A writer that can acetylate a residue is called
acetyltransferase, the eraser of this modification is called deacetylase. A writer that can
methylate a residue is called methyltransferase, and its eraser is labeled demethylase. And finally,
a writer that can phosphorylate a residue is a kinase. In figures 5 and 6, reproduced courtesy of
Cell Signaling Technology, Inc, we can see the vast numbers of these enzymes along with their

target residues.
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Survivin

Aurora A CHK1
MSK1,2 PRK1
DAPK3
GCN5L2/KAT2A
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Figure 5.

Writers and erasers of the histone’s modifications of H3
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Figure 6.  Writers and erasers of the histone’s modifications of H2A, H2B, and H4

Some of these modifications change the electrostatic properties of the histone tails modifying the
compaction of the chromatin, and thus the state of the chromatin, switching for example from
closed facultative chromatin to loosely open euchromatin. All these modifications constitute
what Waddington termed “the epigenotype” (211) in 1942. Waddington defined this domain as

“the branch of biology which studies the causal interactions between genes and their products
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which bring the phenotype into being.” (211) Alternatively, the link that bridges between the
genotype and the phenotype. This definition was changed over time, and with the advent of new
technologies, nowadays epigenetics is defined as “the study of changes in gene function that are
mitotically and/or meiotically heritable and that do not entail a change in the DNA sequence.”
(212). In simpler terms, epigenetics is the study of the effect of histone modifications on gene
expression. Epigenetics also include DNA methylation, chromatin remodeling, histone variants
(213) and non coding RNA (214). DNA methylation is the process by which a methyl group is added
to the cytosine base (215,216), adenine base can also be methylated but this methylation is less
studied (217). DNA methylation is primary performed by two DNA methyltransferase proteins
called DNMT1 and DNMT3a/b (218,219). DNMT1 preferentially recognizes the hemimethylated
DNA In mammalian cells (220). Hemimethylated DNA is formed during replication when the two
strands of DNA are separated and copied, the nascent strand, or the newly formed, is
unmethylated rendering the newly assembled two strands molecule hemimethylated. DNMT1 is
then essential to copy the DNA methylation pattern from one strand to the other, that is why it
is called a maintenance methyltransferase (221-223). On another hand, DNMT3a/b methylate
during development previously unmethylated DNA, this is called “de novo” methylation (224-
227). When DNA methylation occurs at regions rich in C and G bases called CpG islands present
in the promoter of genes (228), it hinders the transcription of the related genes (229). In 1964,
Allfrey was the first to describe such a correlation between histone modification and gene
expression. In his article, Allfrey explains how histone acetylation allows the translation via RNA-
polymerase, and he suggests that this acetylation may be a switch regulating gene expression
(205). Since the time of Allfrey, and with the advent of ChIP technologies, we now know more
and more about this epigenetic code and how each modification affects transcription. In table 3,

we will summarize the effect of the most studied modifications in epigenetics.
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H3 3 31313 H3 H3 H3 H3 H4 4 HA | 4 | 4 | 2| 2 B

K4 K9 K1 | K1 | K2 | K27 | K36 | K56 | K79 K5 K8 K12 | K1 | K2 | A | B K2
4 18| 3 6 | 0 | K5|K5

0

acetylati
on

mono-
methylat
ion
di-
methylat
ion
tri-
methylat
ion

activation Activation/inhibition inhibition

Table 3. List of the most studied histone modifications and their effect on gene expression

In the following section, we will describe these dynamic states of the chromatin, explaining the

differences and the roles of each one.

1.2.1.1 Euchromatin

The euchromatin contains the actively transcribed genes of the cell. In fact, not more than 5% of
our genome is actively transcribed in any given human cell (249). To be transcribed, the chromatin
should be decompacted into the 11 nm fiber conformation in order to be accessible by the

transcription machinery (250).

1.2.1.2 Facultative heterochromatin

The facultative heterochromatin is a designation for genomic regions containing genes that can
adopt closed or open chromatin conformation, making them silent or transcribed, respectively.
The choice of open or closed chromatin is dictated by the cell lineage and its maturation stage
(251,252). In simpler terms, facultative heterochromatin contains, for example, a gene that
should be expressed in early development but should be repressed in mature cells, or vice versa

(253,254). To have this flexibility in gene expression, affected genes are decorated with bivalent

43



heterochromatin marks. H3K4me3 and H3K27me3, which are associated with gene activation and
repression respectively, are bivalent marks that render the gene in a “poised” state that can be

switched on and off dependent on the context (255).

1.2.1.3 Constitutive heterochromatin

In the literature, constitutive heterochromatin represents the genomic regions that are deserted
from coding genes. These regions should always be silenced; that is why, in 1972, Ohno termed
these regions as “Junk DNA” (256), it is evaluated that these sequences represent two-third of
the human genome (257). Constitutive heterochromatin is usually in the 30 nm fiber
conformation or higher conformation (258). The constitutive heterochromatin is enriched with
transposable elements covering around 45% of the human genome (259).Furthermore, the
heterochromatin contains vestige retroviral sequences integrated during evolution and
maintained through it (260,261). These retroviral sequences represent, in a very conservative
analysis, 8% of the human genome (262). This “junk DNA” if transcribed has the potential of
reintegration in the genome, that is why they are also called “transposon elements” or “jumping
DNA” (263). This reintegration can be very deleterious because it can target, for example,
oncogenic genes inducing mutagenesis or activation, like the case of c-MYC (264,265) or
BRCA1/BRCA2 (266,267). The activation of these genes can be, in part, explained by the fact that
these transposon elements harbor many transcription factor binding sites that can recruit the

transcription machinery and induce the expression of these said genes (268).

Another role for heterochromatin is maintaining chromosomal integrity. This is because
telomeres and centromeres are protected by this constitutive heterochromatin and represent a
significant fraction of it. Telomeres are the extremities of the chromosomes, acting as a cap in
order to protect the erosion of the chromosomes due to replication (269-273). On another hand,
centromeres are regions in the core of the chromosome that act as anchors for sister chromatids
pairing and control their segregation during mitosis (274,275). In fact, heterochromatin by the
action of heterochromatin protein 1 (HP1) prevents telomere fusion. Overexpression of HP1 in
human cells reduces the amount of telomere fusion along with the 3’ overhang, and increases
the radioresistance of cells (276,277). It also maintains chromosomal integrity by reducing

chromosome breakage and rearrangement (278,279), this is done by the role of heterochromatin
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in the proper recruitment of the protein cohesion to the centromere safeguarding adequate

chromosome segregation (280,281).

Furthermore, and like the mechanism described in the A-DNA, the compaction of the chromatin
confers the genome refractory protection against DNA damage. In fact, the compaction of
chromatin and the proteins involved in this compaction acts as a physical barrier to DNA damage
reducing the damage dealt from radiation (282,283) as well as any damage from reactive

oxidative species (ROS) (284-286).

While the primary role of the heterochromatin is believed to be the protection of the genome
(287-295), and while it is deserted from genes, heterochromatin plays a significant role in gene
expression. This regulation of gene expression is made possible by the reorganization of nuclear
domains, where genomic regions are packed in separate geographic regions of the nuclei called
topologically associated domains (TAD) (296—298). In simpler terms, the 3D organization of the

nucleus can influence gene expression by trans or cis regulation.

1.2.1.3.1 Silencing in trans

The 3D organization of the genome inside the nucleus is proving to be very important. In fact,
Nuclear lamina is made of intermediate fibers called lamin that anchor the chromatin in the
nucleus (299) with the heterochromatin at the periphery (201) and the euchromatin in another
compartment of the nucleus (300). These compartments are called TAD, the compartment that
harbors the anchoring of the heterochromatin to the lamina is called Lamina associated domain
(LAD). The LADs are silent heterochromatin, while the other TADs usually contain active genes.
Furthermore, highly expressed genes are organized in defined regions called regions of increased
gene expression RIDGEs (301). During differentiation, genes can be shifted from active TADs to
silenced LADs and, in effect silencing these genes (302). A visual explanation is presented below
(Fig. 7), showing a red region being silenced in trans when it was reorganized and shifted toward

the LAD.
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Figure 7.  Gene silencing in trans by the heterochromatin (based on (303,304))

A. 3D representation of the nucleus with the delimitation of the chromosomal territories.
B. A magnification of the nuclear membrane showing the anchoring of the LADs along with

the target region (in red) that is active

C. The target region (in red) was moved during differentiation putting it in the LAD

compartment and thus effectively silencing it.
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1.2.1.3.2 Silencing in cis

This type of silencing was first described in 1930 by Muller in the Drosophila. Muller named this
type of silencing position-effect variegation (PEV) (305,306). PEV occurs when a part of the
heterochromatin is translocated near a gene. This translocation does not induce mutation in the
gene or its promoter, but it spread the heterochromatin domain beyond its normal reach,
heterochromatizing the gene in question (307,308). While PEV was first described in Drosophila,
this regulation also occurs in mice, inactivating some transgene (309,310), and some pieces of
evidence are emerging that it also happens in human cells via the Human Silencing Hub (HUSH)

complex (311).

It is essential to mention that while the definition of chromatin was based on the retention of dye
at first, nowadays, we have a molecular signature that can distinguish between the three

chromatin domains (see table 4).

euchromatin facultative constitutive
heterochromatin | heterochromatin
DNA methylation | Hypomethylated hypermethylated
associated
oroteins H3.3 HP1y HP1a/B
histone marks Hyperacetylation | Hypoacetylation | Hypoacetylation
H3K9ac H3K9me?2 H3K9me3
H3K4me?2 H4K20mel H4K20me3
H3K4me3 H2AK119ub1
H3K36me3 H3K27me3

Table4. Commonly used markers to distinguish between the various states of the

chromatin (312)

1.2.2 Polycomb repressive complexes

Many proteins can write and erase epigenetic marks, as we saw in (Figs. 5 and 6). In this section,
we will focus on one of the most influential writers' complexes, and that is the Polycomb-group
proteins (PcG). This complex was discovered in 1978 by Lewis as a master switch controlling the
development and the specification of cellular identity in Drosophila (313). In this study, Lewis
described how the PcG is responsible for maintaining the repressive state of the bithorax gene

complex during development. The bithorax gene complex is a part of the homeotic gene complex
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of the Drosophila (314,315) regulating the development of anatomical structures (316). This
complex was then proved to be conserved in mice (317,318), not just by protein homology but
even with conserved functions (319). This complex was also evolutionary conserved in humans
(320,321), proving the importance of such a complex. In mammals, PcG was not only linked to
HOX gene silencing, but it was also linked to the proper differentiation of cells into their intended
mature state controlling their fate from the embryonic stage till the adult one (322-324) by
controlling the developmental regulators of stem cells (325,326). PcG was also involved in
managing the senescence of cells (327-330), and chromosome X inactivation (331-333). All these
discoveries point to the role of PcG in the formation and maintenance of facultative
heterochromatin silencing genes dependent on the cell environment. Indeed PcG was found to
be enriched at said facultative heterochromatin (334). Considering the importance of PcG, it was
extensively studied and linked to many human diseases like cancer (335,336), and other
development diseases (337). In humans, this complex is divided into two distinct complexes: the

Polycomb repressive complex 2 (PRC2), and the Polycomb repressive complex 1 (PRC1).

1.2.2.1 PRC2

The primary role of the PRC2 complex is to initiate chromatin silencing by the trimethylation of
H3 on its lysine in the 27™ position (H3K27me3). The repressive function of this complex is carried
out by the EZH2 subunit, the ortholog of the Drosophila E(z) protein (338). EZH2 trimethylates
H3K27 via its SET domain (339,340). SUZ12 protein, part of the same complex, is essential for this
activity and the stability of the complex since it's knockout decreases the level of EZH2 (341).
Moreover, EZH2 on itself cannot function as a methyltransferase, it should be associated with
SUZ12 and EED in order to tri- and di- methylate H3K27 (342—-345), however, only EED is required
for the monomethylation of H3K27 (346). In figure 8, we can see the various core components of
the mammalian PRC2 complex and their interactions with the chromatin. The two components:
RbAp46 and RbAp48, also called P55, act as a chaperone that binds the histone and anchors the
complex to its place (347). JARID is an essential part of the PRC2 complex, especially during the
embryonic stage, regulating the differentiation of stem cells into mature cells (348,349). It is
crucial to mention that PRC2 methylates itself, specifically JARID, to gain the function of

methylating the H3K27 (350).
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Figure 8. PRC2 complex and it’s interaction with the chromatin (351)

In summary, the PCR2 complex is evolutionarily conserved from its ortholog in Drosophila,
maintaining all the domains essential for its role, yet expending the number of proteins with
homologous counterparts (352). In table 5, we can see a comparison of these two complexes and

the proteins involved in their functions.
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PRC2

domain Drosophila proteins | mammals’ proteins function
SET domain E2) EZH1 H3K27 methyltransferase
SANT domain EZH2 Histone binding
o ) SuU(z)12 SuUz12 Possible DNA/RNA binding
Zinc-finger domain X .
ling AEBP2 H2AK119Ub1 binding
WD40-repeat domain ESC EED H3K27me1/2/3 binding
_ RbAp46 o
WD40 domain NURF55 H3K36me3 binding
RbAp48
T PCL1
PHD-finger domain Pcl PCL2 H3K36me3 binding
Tudor domain
PCL3
ARID domain JARID2 RNA binding
Table5. PRC2 comparison between the Drosophila and the mammalian complex (337)

1.2.2.2 PRC1

In the most referenced pathway, PRC1 is recruited to the chromatin by the PRC2. PRC1 contains
a chromobox protein (CBX) that can read the H3K27me3 mark deposited by the PRC2 and recruit
the PRC1 complex to this mark (353,354). Once recruited, PRC1 by the action of RING1B and BMI1
ubiquitinates H2A on its lysine in the 119" position (331,355) see figure 9 for model
representation. Furthermore, PRC1 was shown to interact with another histone modifier: the
SUV39H1 (356). SUV39H1 contains two structural domains: a chromodomain and a SET domain
(357). Via these two domains SUV39H1 plays a central role in heterochromatin spreading (358):
SUV39H1 is recruited via the chromodomain that recognizes the methylation of the H3K9 (359),
then the SET domain is responsible for the histone methyl-transferase activity, methylating
surrounding histone H3 at their lysine 9 (360). Since the chromodomain of SUV39H1 can recognize
the product of this same protein this reaction is repeated spreading the heterochromatin around
the initial site establishing a positive feedback loop (361,362). The H3K9me3 mark in then
recognized by the chromodomain of HP1 (363,364). HP1 recruitment to the heterochromatin
induces its conformational change allowing the spreading of the heterochromatin (365) in a

bidirectional way (366).
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Figure 9.  Recruitment and function of PRC1 in mammalian cells (367)

As any canonical pathway, the hierarchical recruitment of PRC2 then PRC1, the more we study it,
the more we can discover that it is more diversified and more complex than initially thought (368).
In fact, in embryonic stem cells lacking EED, a vital component of the PRC2 complex, H3K27me is
absent, but PRC1 can still ubiquitinate its target genes showing that PRC1 can act independently
of PRC2 and be recruited by other mechanisms than the chromodomain of CBX (369). This activity
is mediated by a variant of PRC1 that has its CBX replaced by the RING1 and YY1-binding protein
(RYBP) (370,371). With some evidence showing direct recruitment of PRC1 to chromatin by
transcription factors like the Runx1/CBFB (372). Furthermore, new studies revealed that the
recruitment of PRC2 could be dependent on the H2A ubiquitylation deposited by a variant of PRC1
inversing the canonical recruitment model that usually state PRC1 is recruited to PRC2 loci
(373,374). More specifically, a variant of PRC1 mono-ubiquitylate H2Aub at lysine 119, this leads
to the recruitment of PRC2 by the subunit JARID2 (373,375,376), leading to the silencing of PcG

target genes (377). Other studies revealed that H2A ubiquitination by PRC1 is sufficient for the
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gene repression of Polycomb target genes (378) and that without the involvement of PRC2. The
story gets more complicated because some studies showed, that constitutive PRC1, and not
variant PRC1, create a positive feedback loop on the PRC2 to reinforce and maintain gene
repression. In fact, the loss of H2Aub mediated by the loss of PRC1 reduces the levels of

H3K27me3, leading to higher gene expression in targeted genes (379,380).

Like the case of PRC2, the proteins of PRC1 were duplicated during evolution that is why in
mammals we have RING1A and RING1B that are duplication of the same genes with a slight
difference in roles (381) and we have BMI1 and Mel18 also a duplication of the same genes with
slightly diverse functions. To summarize the diversification of this complex, please refer to table

6 for a comparison of this evolution.
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PRC1

domain

Drosophila
proteins

mammals’
proteins

function

chromodomain

Pc

CBX2

CBX4

CBX6

CBX7

CBX8

H3K27me3 binding (all)
H3K9me3 binding (CBX4)
RNA binding (CBX4 and CBX7)

Sterile alpha
motif (SPM
domain)

Ph

PHC1

PHC2

PHC3

Scm

SCMH1

SCMH2

Possible RNA binding

RING-finger
domain

dRING/Sce

RING1A

RING 1B

Psc

NSPC (PCGF1)

MEL18 (PCGF2)

PCGF3

BMI1 (PCGF4)

PCGF5

Histone Ubiquitination
(H2AK119Ub1)

Zinc finger
domain

dRYPB

RYPB

YAF2

DNA binding

KDM2B

H3K36me3 demethylase
unmethylated CpG island binding

Table 6.

1.2.2.2.1 BMI1

(337)

Comparison table between the Drosophila PRC1 and its mammalian homologs

In this work, we are going to focus on BMI1 or “B Lymphoma Mo-MLV insertion region 1

homolog”, a protein part of the PRC1 complex. BMI1 was first discovered in 1991 as an oncogene

that cooperates with Myc in the lymphomagenesis of B lymphoid tumors in mice (382,383). This

gene on Chromosome 10 and contains ten exons (Fig. 10-A). When translated, the final protein is

326 amino acids and weights 37 KDa. BMI1 is mainly localized in the nucleus of cells due to its

nuclear localization signal domain (NLS) localized at between the 42 and the 45 position (Fig. 10-
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B). Depending on the prediction model another NLS domain is also expected between the position
232 and 235 of BMI1 (384-386). Another essential feature of BMI1 is its RING finger domain,
which binds the ubiquitination enzyme, in this case, RING1B, and it’s substrate, in this case, H2A,
and acts as a ligase (387,388). In fact, the formation of the complex BMI1/RING1 is essential for
the ubiquitin ligase activity (389,390). This heterodimerization allows the autoubiquitination of
RING1 (391). While this ubiquitination does not affect the ubiquitin ligase activity of the complex
BMI1/RING1 in vitro, it does increase it in vivo, suggesting that this ubiquitination stabilizes the
complex and reinforces its ubiquitin activity in vivo (392). In fact, the formation of the
BMI1/RING1 complex reduces the affinity between RING1 and UbcH5c, the only ubiquitin ligase
that can polyubiquitylate RING1 leading to its degradation, thus increasing the stability of the
PRC1 complex (393). The C-terminal of BMI1 encapsulates a proline (P), glutamic acid (E), serine
(S), and threonine (T) rich domain known as PEST domain (Fig. 10-B), that directs the protein
degradation via the proteasome shortening the half-life of BMI1. The deletion of this domain
extends the half-life of BMI1 and stabilizes it (386). Furthermore, BMI1 contains two domains
surrounding a Helix turn Helix domain that can interact with PHC2 (394) and E4F1 (395), and a
domain around the lle212 that allows the homo-dimerization of BMI1 (394). All these interaction
domains of BMI1 and its ability to self-dimerize makes BMI1 one of the central protein in the PRC1
complex that organizes its architecture by self-dimerizing and mediating its interaction with most

of the other components like RING1B, PHC2, and E4F1 (394).
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Figure 10. A visual representation of the BMI1 gene and the BMI1 protein highlighting the

structural domains.

A. Avisual representation of the genomic location of BMI1 (genelD: 648) showing the exons
and the introns (396).

B. Visual representation of the BMI1 protein (P35266) as referenced in the Uniprot database.
The first line shows the full-length protein, while the other lines show the structural

domains of this protein along with their localization (397).

BMI1 is ubiquitously expressed and translated in all organs, as shown in figure 11 from the
proteomic and genetic data collected by the Human Protein Atlas (398). However, BMI1 is
overexpressed in many cancers, as shown by the Gepia database (399,400). In fact, BMI1 plays an

essential role in the tumorigenesis of many cancers including prostate cancer (401-403),
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pancreatic cancer (404), colorectal cancer (405-407), lung (408-410), nasopharyngeal carcinoma

(411-413), breast cancer (414,415), along with many central nervous system (CNS) cancers like

medulloblastoma (416—419), neuroblastoma (420-422), and glioblastoma (423-426).
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Figure 11. Protein and RNA expression of BMI1 across various human tissues according to the

human protein atlas (398).

A. Protein expression data from the human protein atlas over 44 tissue is shown in a bar

graph

B. RNA expression data build by the human protein atlas based on three databases: Human

Protein Atlas (HPA) RNA-seq data, RNA-seq data from the Genotype-Tissue Expression

(GTEx) project and CAGE data from FANTOMS5 project.
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BMI1 broad implication in cancer progression is not surprising since BMI1 overexpression is
sufficient to immortalize cells by activating the human telomerase reverse transcriptase (hTERT)
expression (327,427-429). Alternatively, BMI1 can prevent senescence and apoptosis by silencing
its key target, Ink4a/Arf locus. This locus encodes for P16 and P19 (430). In normal
conditions, P16'"“*A prevents the association between cyclin D and cyclin-dependent kinase 4 and
6 complexes (CDK4/6) (431). If these two proteins are not associated, they cannot phosphorylate
the retinoblastoma protein (Rb) in its C terminal (432), thus allowing it to sequester the
transcription factor E2F (433). In the case of BMI1 overexpression, P16 expression is silenced.
Thus, cyclin D and Cdk4/6 can be associated, and hyper phosphorylate Rb. Hyperphosphorylated
Rb cannot bind E2F, allowing it to initiate the transcription of genes essential for G1/S transition
(Fig. 12). BMI1 also repress P19, in its turn P19 sequesters mouse double minute 2 (MDM2)
protein, a ubiquitin ligase that targets P53 and induces its proteasomal degradation (434,435), so
in BMI1 overexpression, P53 is ubiquitylated decreasing its half-life and its stability (436) (Fig. 12).
Furthermore, BMI1 and RING1 can directly bind P53 and ubiquitinate it, leading to its degradation
and the promotion of cancer cell proliferation (437), especially in cancers affecting the CNS like
the neuroblastoma and medulloblastoma (436). Since these pathways are critical in

tumorigenesis, they are often targeted in cancer therapies (438—440).
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Figure 12. BMI1 regulates cell cycle via P16 P19 pathways

1.2.2.2.1.1 BMI1 in the CNS

While BMI1 is ubiquitously expressed in the organs, many studies have highlighted its role in the
CNS. BMI1 null mice have development problems inducing a defect in cerebellar growth (441).
These mice exhibit neurological problems at birth, like ataxia, epilepsy, and generalized
astrogliosis (442). The development problems of these mice are not restricted to the cortical
neurons; in fact, these mice exhibit a retinal development problem as well, and the cone

photoreceptors start degeneration soon after birth (443).

BMI1 was shown to be reduced with aging in humans and mice (285,444,445). This reduction

induces the aging phenotype (446) and can favor the onset of age-related disease. Recently the
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reduction of Bmil in mice was associated with neurodegeneration and Alzheimer like phenotypes
(447). In fact, in sporadic Alzheimer disease patients (sAD), BMI1 was reduced, and the reduction
of BMI1 in healthy cortical neurons was sufficient to induce AD phenotype in culture (448). The
role of BMI1 as a neuroprotector is often associated with its role in the activation of antioxidant
response genes (AOR). Under oxidative stress NRF2 induces the transcription of these AOR, and
P53 acts as an inhibitor of NRF2 reducing the transcription of AOR. BMI1 by degrading P53 can
reestablish the expression of these genes, thus reducing the harmful reactive oxygen species
(ROS) in the neurons (285,286). Still, recent studies have also demonstrated that BMI1 plays a
crucial role in repressing MAPT gene or microtubule-associated protein tau (this gene codes for
the Tau protein). Hence, the loss of BMI1 in neurons leads to the expression of MAPT, therefore
anincrease in Tau proteins (448). Furthermore, loss of BMI1 stabilizes GSK3b and P53, increasing
the accumulation of Tau proteins and decreasing the proteasomal degradation of these proteins

(448).

1.2.3 Repetitive DNA

Previously we mentioned that one of the roles of constitutive heterochromatin was to maintain
genome stability by repressing repetitive sequences of the genome that are overrepresented in
it (449). In fact, while these repeats represent 45% of the human genome (259), the underlying
genomic sequence of these repeats is less important for genome stability than the chromatin
conformation surrounding them and the maintenance of that chromatin (450). DNA repeats are
considered in fact “Fragile sites” (451) prone to mutation, number variation, chromosomal
breaks, and replication stalling or arrest (452—454). On the other hand, if these sequences are
well maintained and structured by the chromatin, they can be a potent tool for the cell to ensure
its chromosomal stability (455), especially at telomeres (456). These structures can also help the
cell control its gene expression (457) and even play a significant role in evolution by favoring gene
duplication and mutation (458-460). These elements can be categorized in many ways; in the
next paragraphs, we will divide these elements into two major groups: the tandem repeats and
the interspersed repeats explaining the differences. In figure 13, we can see a summarized graph
of the repeats type in the human genome with their corresponding families. The data was

compiled from various publications along with the RepeatMasker database (461).
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Figure 13. Hierarchical classification of DNA repeats

1.2.3.1 Tandem repeats

Tandem repeats are highly repetitive sequences, usually repeated in tandem without any non-
repetitive sequence interspersed between them (462). The minisatellite DNA is formed of
stretches of 9 to 100 bp repeated in clusters of 10 to 100 while the microsatellite also called short
tandem repeats (STR) are stretched of 3 to 5 bp repeated in clusters of 10 to 100 (463). The
primary family of this category is the satellite DNA that englobes the acrocentric, the centromeric,

and the telomeric DNA according to the RepeatMasker database (Fig. 13) (461).

Tandem repeats are, by nature, very prone to what is called “replication slippage” or slipped-
strand mispairing (464). We have discussed the concept of SSM and its implication on genome
integrity previously. In the context of tandem repeats, an SSM event induces a copy number
variation within the cluster, turning a proto-microsatellite, for example, into a microsatellite
(465). Satellite DNA can also be beneficial, especially during mitosis, when satellite DNA has a
unique role in the pairing and the segregation of sister chromatins (466—468). Satellite DNA also

plays a crucial role in telomere capping (469).
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1.2.3.2 Interspersed repeats

The building blocks of the interspersed repeats are the transposon, or the part of the genome
that can jump, and migrate from one locus to the other duplicating itself. Transposons were
discovered in 1940 by Barbara McClintock, a discovery that earned her a Nobel prize in 1983
(470). These transposons or mobile elements can be duplicated and spread across various loci on

the genome creating the interspersed repeats.

The interspersed repeats can be divided into two categories depending on the mechanism
underlying the transposition of these elements: some transposon jump from one locus to the
other in the form of DNA using a protein called transposase to facilitate their integration in the
target locus. These transposons are called DNA transposons (Fig. 13). In this case, the template
sequence is cut from the original locus, or replicated then cut, and it travels to the target locus to
be integrated (471). Other transposon elements require to be transcribed, thus passing by an RNA
transitional phase before being incorporated back into the genome by a retrotranscriptase, these

elements are called RNA transposons or retrotransposons (472).

From these two categories of interspersed repeats, only the retrotransposons are considered to
be active and functional in the human genome nowadays (259). The retrotransposons can be

further divided into LINE or SINE, depending on the length of the transposon element.

1.2.3.2.1 LINE

LINE elements or Long interspersed nuclear elements, as their name indicated, are long elements
usually of 6 to 7 kb. Only the most conserved of the LINE elements still harbor all the elements
and code for all the proteins needed for transposing efficiently (473). The proteins required for
the retrotransposon machinery are under two open reading frames (ORF) in the LINE elements:
ORF1 code for the P40 coiled coil-mediated trimeric proteins that play as a chaperon for packaging
the RNA (474-476), this P40 protein is similar to the transposase 22 protein (474). ORF2 code for
the ORF2p protein that has a reverse transcriptase activity and an endonuclease activity, it is this
endonuclease activity, precisely it's capacity to cleave the DNA, that is responsible for the
reintegration of the LINE element into the genome. (477-480). For example, the insertion of L1

elements near the NF1 gene causes a disease called neurofibromatosis (481). LINE elements,
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specifically the L1 family, are highly active during embryonic neuronal differentiation (482). The
retrotransposition of these L1 elements in somatic cells may also be beneficial, creating
diversification within the same organism, for example, between the different neuronal cells. This
diversification in the genetic load of neurons was hypothesized to be important to increase the

neuronal plasticity (483).

1.2.3.2.2 SINE

SINE elements or Short interspersed nuclear elements, as their name indicated, are short
elements usually of around 0.3 kb. Unlike LINEs, SINEs are non-autonomous and required the
transposon machinery of LINEs to jump loci, that is why they are considered parasitic elements
(484,485). When these elements are inserted in or near genes they can cause diseases, in fact,
their insertion was associated with cancer (267), hemophilia A and B (486—488), cystic fibrosis

(489), and neurofibromatosis (481).
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1.3 Ageing, Alzheimer disease and neurodegeneration

In this last section of the introduction, we will be talking about the concept of aging, first from a
cellular point of view to the full organism's point of view, highlighting the neurodegeneration that
accompanies the aging of humans. The concept of aging has shifted a lot in the history of science
along with the concept of immortality, and nowadays we are experiencing another major shift in

III

this domain with an increased focus on how to become “immortal” or more precisely how to
extend the life span of humans (490). In order to fulfill this task, some scientists are promoting a
change in lifestyle (491), while others are relying more on drugs (492) to curb the aging process
and slow it down. One of the main targets of such drugs is senescence (493). In this section, we

will try to understand the aging process better and apprehend its significance.

1.3.1 Hayflick limit

The dogma in the scientific community was that cells are immortal if cultured outside the
organism and that only extracellular phenomena can affect the life span of cells. This dogma was
mainly propagated by an experiment done by Dr. Alexis Carrel, who reported in 1912 the serial
cultivation of cells derived from the embryonic chicken heart for more than 20 years (494). In
1961, while establishing a new cell line called WI-38 (495), Dr. Leonard Hayflick noticed that the
cells were dying after 50 passages or what he called subcultivations (496). Dr. Hayflick called this
phenomenon the “Phase III”, arguing that each cell had a limited internal number of divisions that
it can accomplish. This new view of the cellular mortality introduced the concept that intracellular
phenomena can also be responsible for cell senescence. It was Sir Macfarlane Burnett, a Nobel
laureate, that coined the term “Hayflick limit” to this new way of thinking about cellular
senescence in his book Intrinsic Mutagenesis: A Genetic Approach to Ageing (497). Cellular
senescence, or more precisely in this context cellular replicative senescence, is an irreversible
arrest of the cell cycle (498). Senescent cells are also distinguished by their secretomes that are
high in growth factors, proteases, inflammatory cytokines, and immune modulators; all these
secreted factors combined are called Senescence-associated Secretory Phenotype (499). In the
next section, we will be introduced to some of the modulators of this Hayflick limit in cells and

the molecular mechanism behind these modulators.
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1.3.2 Aging of the cell

In order to better understand the aging of an organism, we ought to understand the aging process
of its building blocks: the cells that form this organism, that is why we are going to explore some
of the factors that influence the aging of these building block, the senescence of the cells, and its

effect on the organism as a whole (500).

1.3.2.1 Telomere shortening

Dr. Hayflick continued his work on cellular senescence and established that there is an internal
counter on the number of divisions that a cell can undergo; he called this the replicometer. Dr.
Hayflick and Dr. Wright also proved that this replicometer was inside the nucleus (501,502). At
the time, the molecular mechanism behind this replicometer was unknown. The more we
understood the molecular aspect of biology, the more telomere became interesting candidates
of this replicometer since with each round of cell division, these telomeres get shorter (503). It
was proven that when these telomeres reach a certain critical length, the cell undergoes
senescence (504-506). The experiment that consolidated the idea that telomere shortening is the
replicometer is the introduction of telomerase in cells that lacked this protein. Telomerase
protein helps to replicate the telomeres allowing them to regain length (507). The overexpression
of this protein extended the life span of these cells showing the importance of telomere length

on the senescence of the cells (508,509).

In order to better understand the importance of telomeres, we need to understand their
functions. Telomeres are tandem repeats at the extremities of our chromosomes that span 5kb
to 15 kb of the human chromosomes (510). This stretch of DNA ends with a G-rich leading strand
that is in the single strand form called G-overhang. This G-overhang invades the C-rich double
strand region that is upstream of it, forcing the end of the telomere to create a loop, this loop is
called a T-loop (511,512). This structure is maintained and controlled by a complex called the
shelterin complex (277,513). These loops, along with the shelterin complex, are essential to
preserving the integrity of the chromosome by preventing the fusion of the telomeres at their
respective ends (514). They also play a role in circumventing the DDR that otherwise would

recognize the end of the chromosomes, notably the G-overhand as DNA damage (515-517).
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1.3.2.2 ROS

Energy is a necessity in every system, from classical mechanics to quantum mechanics passing by
chemistry and life science. The cell is not an exception, and it also requires energy to function.
This energy is produced in the mitochondria, that is why Dr. Willis called them the “powerhouse

I”

of the cell” in 1992 (518). The conversion of this energy is done via the Krebs cycle, and the energy
is presented in the form of Adenosine triphosphate (ATP) (519). Unfortunately, as a byproduct of
this cycle, many ROS are produced. The most common examples of these reactive chemicals are
the superoxide (*O7) or hydrogen peroxide (H,02). The hydrogen peroxide can be partially
reduced to hydroxide ion (HO") and hydroxyl radical (*OH) (520). Since these molecules have an
unpaired electron in their atomic orbital, rendering them unstable, they can attack other stable
molecules to accept or donate electrons (521). This process creates a vicious circle where the
attacked molecules can, in their turn, become reactive and attack other molecules. It is worth
noting that while ROS can attack the cellular components like proteins, lipids, and the DNA, they
can also attack the mitochondrial components worsening the vicious cycle. These ROS can be
counteracted with a plethora of antioxidants like the manganese superoxide dismutase (MnSOD)
(522), glutathione peroxidase (GPx) (523), Glutathione reductase (GR) (524), thioredoxin 2
(525,526), and catalase (CAT) (527). These endogenous antioxidants can be helped by exogenous

ones like vitamin C, vitamin E, carotenoids, alkaloids, and polyphenols (528).

During aging, the balance between ROS and antioxidants is tipped towards ROS, causing more
and more damage to the mitochondria (529), and the cell, and thus the organism as a whole
(530,531). In order to prove the importance of these ROS on aging a ROS-scavenging
mitochondrial-targeted catalase was overexpressed in mice, these mice lived longer and healthier
and had protection against age-related pathologies like cardiomyopathy (532-534). Since
neurons have a high consumption of energy, and since the primary substrate of that energy in the
brain is glucose, it is not surprising that the brain is profoundly affected by this imbalance during
aging, leading to neurodegeneration with age (535-538). Indeed, we can find many mitochondrial
DNA mutations in the brain of AD patients (539), leading to more imbalance and more damage

incurred from these ROS.
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1.3.2.3 Deregulation of the Ink4A/Arf locus

The Ink4A/Arf locus is found on chromosome 9 in the human genome. This locus code for two
important proteins that control the cell cycle: the P16'™*A and P19 (430). We discussed earlier
the importance of these proteins and their role in the cell cycle progression. This locus loses its
transcription silencing with age (540). While this derepression can be linked to BMI1, other factors
can also influence it like the increased expression of protein C-ets-1 (ETS1), protein C-ets-2 (ETS2),

or myeloid/lymphoid leukemia protein 1 (MLL1) (541)

1.3.2.4 Heterochromatin loss

We have discussed in previous chapters the importance of chromatin compaction. In this section,
we will explore the link between this compaction and aging. The connection between aging and
heterochromatin loss or chromatin reorganization stems from experiments done in the
Saccharomyces cerevisiae that shows the critical role that heterochromatin plays on the lifespan
of this budding yeast (542). This correlation between chromatin loss and age is also observed in
C. elegans, along with the disruption of nuclear architecture due to the loss of peripheral
heterochromatin (543). In order to confirm this association, scientists investigated more complex
organisms, the Drosophila, an organism that is a model for aging. In Drosophila, heterochromatin
loss was associated with age, along with an aberrant transcription of genes and transposable
elements (544-546). Indeed, the phenotypes observed in Drosophila were also found in mammals
with old cardiac tissue overexpressing the major satellite repeats due to the loss of chromatin
repression (547). Aged human fibroblasts also exhibited a loss of chromatin compaction and a
defect in nuclear architecture that was lamin dependent, just like the yeast model (548). Due to
the varieties of these modifications in humans, the loss of heterochromatin was put under the
umbrella of epigenetic drift, this term was established from an extensive study comparing the
epigenome of monozygotic twins. The authors of this study describe how the epigenome of these
twins is similar at a young age and become more and more distinct with age (549). Longevity
studies of monozygotic twins (550,551) have concluded that around 70% of the difference in life
span is due to this epigenetic drift (552). These observations and phenotypes of nuclear
disorganization also explain the progeroid syndromes like Hutchinson-Gilford progeria syndrome

(HGPS). These patients have a mutation in the LMNA gene that encodes the LAMIN A/C (553,554)
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and manifest premature aging with osteolysis, atherosclerosis, aged facial features, and
myocardial infractions reducing their life expectancy to 12 years old (555). This epigenetic drift
can be attributed to many external factors like lifestyle, nutrition, and physical activities
(556,557). At the same time, the chromatin loss linked to age can be explained by intrinsic factors
such as reduced level of histones proteins with age (558-560), this histone shortage leads to the

replacement of core histones by histone variants (561-564).

1.3.2.5 DNA damage accumulation

While the cell can replace nearly all its components from the proteins to the lipids, it does not
have a mechanism to replace its DNA. That is why DNA repair machinery is vital in order to combat
aging. It is estimated that spontaneous decay of the DNA that is the typical everyday damage not
linked to a specific damaging agent is very considerable in the cell (565). This spontaneous decay
alone can be estimated to produce 100 000 lesions in every cell, every day, all of this not counting
the damage from exogenous sources (566). These damages should be repaired by very efficient
machinery to maintain the integrity of the genome. While this machinery in human cells is very
developed, a meta-analysis study showed a high correlation between age and DNA damage in
humans (567), most probably owing to the accumulation of everyday remainders of damage not
repaired every day. This machinery is so important to combat aging that most of the progeria
syndrome, except HGPS discussed earlier, have a mutation affecting a prominent protein of DDR.
From these diseases we can name Werner syndrome (WS) caused by a mutation in a helicase
called Werner (WRN), Fanconi anaemia (FA) also caused by a mutation of helicases especially
from the Fanconi anemia helicases family like the Fanconi anemia group J protein (FANCJ) (568),
this helicase is also responsible for another progeroid syndrome called bloom’s syndrome (BS)
(569), and we have XP that have a mutation in the genes coding for a protein in the nucleotide

excision repair (NER) machinery (570,571).

For the sake of clarity, each of these factors was presented as separate entities, but the fact
remains that all these factors can influence each other acting as echo chambers, for example the
ROS damage is more important if the chromatin is decompacted (572). The complex interaction

between these factors leads ultimately to more DNA damage and accelerated aging.
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Neurons are very slowly replaced in the brain, if ever, compared to the other cells of the body.
That is why the brain is on the frontline of the battle with age, and many neurodegenerative

diseases have aging as the most important risk factor.

1.3.3 Alzheimer disease

Dementia is a syndrome affecting the brain and reducing the memory capacity, along with
thinking and the ability to perform mundane routine everyday tasks. While many forms of
dementia exist, we are going to focus on Alzheimer’s disease since the World Health Organization
(WHO) estimated that it does represent 60 to 70% of all the cases of dementia in their last report

about dementia (573).

In 1901 Dr. Alois Alzheimer diagnosed his patient Auguste Deter with a new disease now called
Alzheimer disease in his honor (574). The 50-year-old patient was paranoid and had sleep
troubles. Furthermore, the patient suffered from a fast pace of deteriorating memory and
increased confusion. Upon the death of the patient, Dr. Alzheimer was able to study the brain
following the autopsy further. The postmortem analysis revealed histological anomalies later
identified as amyloid plagues and tau neurofibrillary tangles along with massive general atrophy
and degeneration of the cortex (575). At the time, the discoveries of Dr. Alzheimer were received
with a lack of interest, but what was an isolated case is now considered as the next big challenge
of societies. In fact, from what was an isolated case of Auguste Deter in 1901, the diagnosis of
this disease kept on growing, and nowadays it is estimated that 5.7 million Americans live with
this disease with a doubling time of the number of cases expected to be of 5.5 years (576). This
number is estimated to keep growing in the next years to hit 14 million in 2050, according to the

American Association of Alzheimer (577).
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Figure 14. Projection of patient’s number in the coming years (577).

This increase in the number of cases comes with a high burden. In fact, it is estimated that in 2017
the USA paid 277 billion dollars dedicated to the care of people with this disease. This number
should also be compounded with another as substantial cost, these patients are often, in 48% of
the cases, looked after by family members or significant person, these caregivers are not paid,
but the estimated cost of their collective work is expected to be around 232.1 billion dollars in
2017. This is not merely an economic problem, the caregivers and the patients have another high
cost to pay, a psychological and emotional cost for obvious reasons: The patients do not like to
be a burden on the others and carry a feeling of guilt. For any caregiver, it is not easy to take care
of a loved one. However, when combining this fact with the memory loss of the loved one that in
some cases, they do not even recognize you anymore, this burden becomes even more
substantial. As a matter of fact, caregivers incur tremendous emotional, psychological, and
physical hardship. This burden is then translated in an increased in their own medical expenses:
the average annual health care payment for a person that is not taking care of an Alzheimer
patient is around 13 700S$ in the USA, this number is almost quadrupled for a caregiver reaching
48 000S (577). The overall economic cost of AD in the USA 1 trillionS in 2018 and will hit 3 trillions
S in 2030 (578). All these costs come on societies that are already struggling with their

infrastructure and the number of healthcare professionals that are barely enough nowadays and
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a population that is aging with less and less workforce and more senior citizens with the
percentage of the population aged 65 years old and older is expected to increase according to the

American census (see Fig. 15).

Millions of people 65 years and older Percent of population

2016 49.2 15

2020 56.1 17

2030 731 21

80.8 22

2040

85.7 22

2050

2060 947 23

Figure 15. Projection of percentage of the population aged 65 years old and more according to the

American census (579)

It is worth noting that this aging of the population is the primary driver of the increase in the
number of cases of AD. When we normalize the incidents of the disease with age, we find that

the incidence of AD is constant since 1990 (see Fig. 16).
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Figure 16. Prevalence of AD over the years (580)

1.3.3.1 AD subcategories
AD is mainly divided into two categories that differ from an etiology point of view and the age of

onset point of view. In this chapter, we are going to describe these two distinct diseases.

1.3.3.1.1 Familial AD

Familial AD (fAD), is a hereditary autosomal dominant disease resulting from a mutation of one
of three different genes: amyloid precursor protein (APP) (581), presenilin 1 (PSEN1) (582,583),
and presenilin 2 (PSEN2) (584,585). Being a disease linked to a specific mutation, the etiology of
this disease is well understood. Unfortunately, this category of AD represents less than 5% of all
AD cases (586). A significant distinction of this form of AD is the age of onset, having a genetic
cause is manifests relatively early for neurodegenerative disease. In this case, fAD onset occurs
before the age of 65, that is why this form is also called early-onset Alzheimer disease (EOAD)
(587,588). Since Auguste Deter was diagnosed with AD at the age of 51, we now know that she
had the EOAD form.
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1.3.3.1.2 Sporadic AD

Contrary to the fAD, sAD is not hereditary. The underlying cause of sAD still needs to be elucidated
since no mutation was identified to be the cause of this disease. While no specific mutations were
identified as disease-causing, Genome-Wide Association Studies (GWAS) have identified many
genetic variants to be a risk factor, meaning that the bearer of these variants represents a higher
risk of developing sAD than the non-bearer. The most known allele variant identified by GWAS is
the APOEe4, it is the allele variant that has the most significant effect on the onset of sAD. In fact,
recent studies have demonstrated that human neurons derived from iPSC that carried the
APOEe4 variant secreted AB40 and AB42 peptides, hallmarks of AD, twice as much as the neurons
that had the APOE3 variant (589). Correcting the conformation of APOEe4 using a small molecule
protected these neurons and reduced the pathological hallmarks proving that APOEe4 can be a
therapeutical target to prevent AD (589). APOEe4 can also fragilize the Blood-brain barrier by
activating the CypA-MMP9 pathway leading to a breakdown of this vital barrier that isolates the
brain from the rest of the circulatory blood (590). The breakdown of this barrier can lead to the
entry of neurotoxic products from the circulatory blood and can increase the inflammation in the
brain (591,592), contributing to the cognitive decline seen in AD (590,591). In fact, the breakdown
of this barrier is one of the earlier biomarkers of AD (593,594). Other risk factors with smaller
effect size are the TM2D3 gene coding for the Beta-Amyloid-Binding Protein-Like Protein 2 (595),
the COBL gene coding for the Cordon-bleu protein interacting with actin (596), the SLC10A2 gene
(596), the TREM?2 gene (597), and many other variants. GWAS analysis also identified alleles that
were protective against sAD, meaning having this allele reduced the risk of developing sAD.
APOEe2 variant (598), and APP (A673T) variants (599,600) are the most important protective
alleles against sAD. All these variants were reviewed by Freudenberg-Hua et al. (601), a visual
representation of the effect of these alleles, and their prevalence in the population can be seen

in figure 17 (reproduced from (601)).
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Figure 17. Allele effect on the incidence of sAD with the prevalence of this allele in the population

as reproduced from Freudenberg-Hua et al. (601)

Since this form of AD is not hereditary, and we do not have a genetic cause for it, the underlying
mechanisms driving this disease are still unknown and need more study, this is unfortunate since
95% of AD cases are sAD. Another significant risk factor of this form is age; in fact, sAD occurs

after the age of 65 (587,588); that is why it is also called late-onset Alzheimer’s disease (LOAD).

1.3.3.2 Hallmark of AD
While the etiologies of these two forms of AD are different, the physiopathological manifestations

are very similar. Below, we are going to reveal the most important hallmarks of AD.

1.3.3.2.1 Brain atrophy

AD brains experience severe atrophy with the progression of the AD disease (602,603). This
atrophy is due to neuronal death in AD (604). In the age of Dr. Alzheimer, this atrophy can only
be seen in the postmortem autopsy. However, nowadays, these modifications can be visualized
with MRI scanning as a tool for diagnostic and a predictive tool for the progression of the disease

(605). Examples of brain atrophy can be seen in figure 18. New studies have revealed that this
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neuronal death is closely correlated with the progression of dementia and not any other hallmark

of AD-like the Ab42 plaques or the Tau tangles (606).

Healthy Severe
Brain AD

Figure 18. A comparison between a healthy and an Alzheimer’s disease brain.

A) represent the picture comparison of the brain postmortem, the AD brain present lots of
caveats caused by the atrophy (this picture is in the public domain and was taken from
the NIH library (607))
B) represent the MRI results of these a healthy and AD brain. We can notice the caveats

even with the MRI (this picture was modified from (608)).
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1.3.3.2.2 B-amyloid plaques

APP is a transmembrane protein expressed ubiquitously in the body, but it is known to have a
higher concentration at the synapses of the neurons, and most of the known functions of APP are
linked to the synapses. It is worth noting that while APP is ubiquitously expressed, APP (695), a
variant of APP, is solely expressed in the brain (609). Since a mutation of APP has been identified
as one of the causing effects in fAD, most of the studies concentrated on understanding the role
of APP in neuron functions. In healthy brains, APP has been shown to play a crucial role in
controlling the level of excitation of the synapse’s inputs by controlling the transcription levels of
keys players in the synaptic transmission pathway (610,611). In another study, the synapses of
APP-KO neurons had more synaptic vesicles, and these are the vesicles containing
neurotransmitters and released upon the synapses excitation in order to transmit the signal to
the other neurons. The increase in the numbers of these vesicles suggests that the APP-KO
neurons had more functional synapses than the control neurons, confirming the inhibitory role

of APP on the neurons' activity (612).

In the standard physiological processing of APP, or what is called a non-amyloidogenic pathway,
APP is first cleaved by an a-secretase (see Fig. 19), this cleavage releases an extracellular peptide
called sAPPa and another transmembrane fragment called C83. The cleavage by the a-secretase
cut through the AP sequence, the sequence responsible for the accumulation, and the
aggregation of amyloid plaques. Furthermore, the sAPPa demonstrated neuroprotective
properties (613—615). All these observations render the cleavage of APP by an a-secretase
beneficial and even neuroprotective. The second step of the non-amyloidogenic pathway is the
cleavage of the C83 by the y-secretases, this cleavage produces an extracellular peptide called p3
and an intracellular peptide called APP- intracellular domain (AICD) (see Fig. 19). We still do not
know the exact role of the p3 peptide, but the AICD is a regulator of transcription that can
modulate the expression of various proteins involved in the neuronal pathways (616,617). PSEN1
and PSEN2, the two proteins identified in the fAD to be mutated belong to the complex of the y-

secretases, demonstrating the importance of this step in the disease progression.

In a pathological brain, the amyloidogenic pathway is overrepresented. In this pathway, the first

cleavage is performed by the B-secretase instead of the a-secretase. This abnormal cleavage
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produces an extracellular peptide called sAPPB and a transmembrane peptide called C99. The C99
fragment contains the intact AP sequence that is then released extracellularly when the y-
secretase cleaves the C99 releasing the AR fragment and the AICD (Fig. 19). The AP fragment is
known for its ability to self-assemble, creating soluble oligomers, and the assembly of these
oligomers creates the B-pleated sheets observed by Dr. Alzheimer in the brain of Auguste Deter
(618,619). The Prevalent theory about AD disease is the “Amyloid theory”. This theory states that
the imbalance between the amyloidogenic and the non-amyloidogenic pathway results in an
increase in AB production and thus an increase in AB plaque formation, therefore, initiating AD
(620,621). Following this theory, many therapeutic human trials were conducted using antibodies
targeting AB plaques. More than 4 phase Il human trials were conducted and failed due to lack
of efficacy (622). Although the “Amyloid theory” is the prevalent theory, many experiments
challenged it, showing that the presence of plaques is not correlated with the memory
impairment and that the removal of these plaques could not stop the progression of AD (623,624).
Furthermore, comparison studies revealed that the soluble oligomers of AB were the most
neurotoxic form of AB (625). These new revelations opened the possibility for a new school of
thought: in this theory, the plaques are protective against AD because they sequester the toxic

oligomers (626,627).

The mechanism behind tilting the balance between the non-amyloidogenic pathway and the
amyloidogenic pathway is evident in the fAD since many of the key players are known to be
mutated in this form. In sAD, the mechanism behind this switch is more complicated because the

key players are not known to have significant mutations.
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Figure 19. Physiological and pathological pathways of APP processing (628)

1.3.3.2.3 Tau tangles

Tau protein is predominantly expressed in neurons (629). Tau protein is involved in the
axoplasmic transport in the neurons (630), this function is especially important in neurons since
they are large cells with long axons requiring the transportation of molecules from the nucleus to
the effector site: the synapses. Tau binds to the microtubule via its microtubule-binding domain
(631); this interaction stabilizes the polymerization of these microtubules (632). Tau can be
phosphorylated by different kinases (633). This phosphorylation of Tau reduces the efficiency of
tau binding to the microtubule and its effect on stabilizing them (634), the phosphorylation of
Tau, and their subsequent disassociation from the microtubules promote Tau self-assembly and
oligomerization (635). The oligomerization of Tau produces Tau tangles, also called Neurofibrillary

tangles (NFT). NFTs have been identified by Dr. Alzheimer in the brain of Auguste Deter along with
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the AB plaques as a marker of AD. However, NFTs have been demonstrated in a panoply of

neurodegenerative diseases that are grouped under the umbrella of tauopathies.

In AD NFTs are formed before the AP plaques in the brain (636), but this accumulation will be
restricted to the transentorhinal region of the brain (NFTs stage | and Il) (637). NFTs will start
invading the limbic regions like the hippocampus (NFTs stage Il and 1V) and then the neocortex
(NFTs stage V and VI) after AP plaques deposition (Fig. 20 reproduced from (638)) (638,639).
Most importantly, and unlike AB plaques, the spatial and temporal deposition pattern of NFTs
mimics the neuronal loss (636). Moreover, NFTs deposition, also unlike AB plaques, correlate with
the cognitive loss progression (640). All these observations taken together make NFTs a better
indicator of AD diagnostic and progression than AB plaques. It is worth noting that NFTs are
considered an indicator of the disease and not the cause of it, in fact, NFT are not toxic (641,642),

but the soluble intermediate oligomers of tau are the toxic forms (643,644).

100 - -
[_INFTs stage I-II ]
e [ NFTs stage III-IV B
80 I NFTs stage V-VI e
4 —®—Plaques stage A to C ] | 1o
70 o //.,
60 - /; |
50 A /‘ | -
= u /’ a
30 - //./
20 A ||
10 4 Lo —1*1
0 “ T T T — T = T ; T ] T

26- 31- 36- 41- 46- 51- 56- 61- 66- 71- 76- 81- 86- 91-
30 35 40 45 50 55 60 65 70 75 80 85 90 95
Age categories

Figure 20. Chronological assessment of the NFTs deposition along with the AB plaques (638)

Development of neurofibrillary changes and amyloid deposits in 2,661 non-selected autopsy

cases as calculated from (637)
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To better understand the trigger initiating AD, researchers studied the influence of Tau on A and
vice versa. These studies demonstrated that Tau of its own, without any AB, induces the toxicity
and the memory loss seen in AD (645—-647). Furthermore, the toxicity of AB can be mitigated if
not rescued by the reduction of Tau levels (648,649). These observations reinforce the theory
called “the Tau theory” that states Tau as the primary trigger of AD. Unfortunately, these
observations are not clean-cut, and many contradictory pieces of evidence shine a different light,
in particular, and experiment that shows that AP exacerbates the tau pathology but not vice versa
(650) undermining the bases of the “Tau theory”. The reason why Tau is hyperphosphorylated in

AD is still to be elucidated.

1.3.4 Sporadic AD and aging

While we do not know how AD is triggered or by what, we do have age as the leading risk factor.
Age is, in fact, the common denominator that ties all the scales that we have explained
beforehand. Age induces gradual changes in the chromatin structure, these changes cause DNA
damage and modified gene expression, all of which can be seen in AD samples. In fact, AD brains
have relaxed heterochromatin (447,448). This decondensation of the chromatin leads to the
expression at a higher level of the repeat elements of the genome, especially the LINE elements
(651,652). The decondensation of the heterochromatin and the subsequent changes in the
expression of the repeat element induce, as stated before, DNA damage accumulation, this DNA
damage accumulation is well documented in the case of AD (653-656). The accumulation of the
DNA damage and the repair machinery of this damage increases the expression of Tau (657,658)
phosphorylation of Tau (659). Moreover, to turn full circle, Tau promotes heterochromatin

relaxation (660), and p-Tau induces overexpression of the transposable elements (661).

Furthermore, AB and tau induce DNA damage (662,663). To conclude, AD is a complex disease in
which all the strata of the cell are involved from the microscopic to the macroscopic. Furthermore,

that neurodegeneration is a vicious circle in which every stratum feeds the next.
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2 Chapter 2 — The Polycomb Repressive Complex 1 Protein
BMI1 is Required for Constitutive Heterochromatin
Formation and Silencing in Mammalian Somatic Cells

In this article, we studied the role of BMI1 in the maintenance of constitutive heterochromatin in
mammalian somatic cells. Before this article, it was thought that BMI1 was excluded from the

constitutive heterochromatin and restricted to the facultative one.

While publishing this article we submitted data as “reviewers’ eyes only” since the journal was
not publishing supplementary data. The reviewers of our article had access to these figures and
assessed the article in light of these figures along with the core manuscript. These data are

presented in this work in annex I.

This article demonstrated not just that BMI1 is localized at constitutive heterochromatin, but it
plays an essential role in the recruitment of proteins associated with constitutive

heterochromatin, specifically to the repetitive loci in order to silence them.
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Background: BMI1 silences the expression of genes located at the facultative heterochromatin.

Results: BMI1 is abundant at repetitive genomic regions, including the pericentromeric

heterochromatin (PCH), where it is required for compaction and silencing.
Conclusion: BMI1 is essential for PCH formation.

Significance: BMI1 function at PCH is important to understand how BMI1 regulates genomic

stability.

2.1 Abstract

The Polycomb Repressive Complex 1 (PRC1), containing the core BMI1 and RING1A/B proteins,
mono-ubiquitinylates histone H2A (H2Aub), and is associated with silenced developmental genes
at facultative heterochromatin. It is, however, assumed that the PRC1 is excluded from
constitutive heterochromatin in somatic cells based on work performed on mouse embryonic
stem cells and oocytes. We show here that BMI1 is required for constitutive heterochromatin
formation and silencing in human and mouse somatic cells. BMI1 was highly enriched at
intergenic and pericentric heterochromatin, co-immunoprecipitated with the architectural
heterochromatin proteins HP1, DEK1, and ATRx, and was required for their localization. In
contrast, BRCA1 localization was BMI1-independent and partially redundant with that of BMI1 for
H2Aub deposition, constitutive heterochromatin formation, and silencing. These observations
suggest a dynamic and developmentally regulated model of PRC1 occupancy at constitutive

heterochromatin, and where BMI1 function in somatic cells is to stabilize the repetitive genome.
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2.2 Introduction

Chromosomes are structurally organized in distinct sub-compartments, as determined by the
local DNA sequence and chromatin organization. Euchromatin defines “relaxed” chromatin
regions containing actively transcribed genes. In contrast, heterochromatin defines “compacted”
chromatin regions containing tissue-specific and developmental genes (the facultative
heterochromatin) or gene-poor regions (the constitutive heterochromatin) (664). The
constitutive heterochromatin is found at the center (centromere) and ends (telomeres) of
chromosomes and is mostly constituted of repetitive DNA sequences (664). Numerous (about
10,000) repetitive A/T rich DNA elements of 231 bp are also found in the pericentromeric
heterochromatin (PCH) of mouse chromosomes. Because constitutive heterochromatin regions
contained repetitive DNA sequences, the maintenance of chromatin compaction is essential to
preserve genomic stability (665). During mitosis, repetitive elements can recombine, resulting in
non-homologous recombination between different chromosomes or different regions of paired
chromosomes and thus chromosomes deletion, translocation, and fusion (666). Repetitive DNA
sequences can also be transcribed, resulting in aberrant non-coding RNA. Stabilization of
telomeres and centromeres is also essential for chromosome ends capping and kinetochore
attachment during mitosis (667). Finally, about 40% of the mammalian genome is constituted of
“parasitic” retro-element located in intergenic regions of chromosomes. Active repression of
these elements is important to maintain genomic stability since some of these can self-replicate

and randomly integrate the genome (668,669).

Nucleosomes are the basic building unit of chromatin and are constituted of a 147 bp of DNA
wrapped against a histone octamer containing two molecules of each of the four histones H2A,
H2B, H3 and H4 (the nucleosome core particle) (664). The addition of linker histones, such as
histone H1, increases the amount of associate DNA by 20 bp to elicit higher levels of chromatin
compaction and high order chromatin structure. The chromatin is also attached at multiple points
to the nuclear envelope, and the spatial organization of the chromatin in the nucleus is important
for the regulation of gene transcription (670,671). Post-translational modifications of histones,
such as methylation, acetylation, and ubiquitylation, can modify chromatin compaction and

stability. For example, silent or compact chromatin is associated with tri-methylation of histone



H3 at lysine 9 (H3K9me3) or 27 (H3K27me3), while open chromatin is associated with histone H3
tri-methylation at lysine 4 (H3K4me3) or acetylation at lysine 9 (H3K9ac) (672). Acetylation brings
in a negative charge, acting to neutralize the positive charge on histones and decreases the
interaction of the N termini of histones with the negatively charged phosphate groups of DNA. In
pathological conditions, histones hyper-acetylation can result in chromatin and chromosomes de-

condensation (673).

A core of proteins is involved in the establishment and maintenance of constitutive
heterochromatin. Most of these proteins are conserved in Drosophila and were identified as
modifiers of position effect variegation (664). In mammals, the buildup of these proteins to
heterochromatic DNA follows a relatively well-characterized sequence where zinc finger proteins
recognize and bind repetitive DNA sequences. This is followed by enrichment for Histones H1 and
H2a/z, accumulation of Hmgal/2, attachment of KAP1/Trim28 (a SUMO E3 ligase), and of the
ATP-dependent chromatin remodeler ATR, deacetylation of histones by HDAC2 and tri-
methylation of histone H3 at lysine 9 by SUV39h1 and SUV39h2. Association of SUMOylated HP1a
and HP1b to a non-coding RNA results in increased binding affinity for H3K9me3, and this is
further enhanced and stabilized by the suppressor of variegation protein DEK1 (674,675). The
DEK1/HP1/SUV39 complex then propagates the H3K9me3 marks on the chromatin, resulting in
heterochromatin formation (676—680). Interestingly, ATRx localizes at both telomeric and PCH,
and germline mutations in ATRx are associated with the Alpha-Thalassemia with mental
Retardation X-linked syndrome (126,681,682). Surprisingly, it was shown that the BRCA1 protein,
which possesses histone H2A mono-ubiquitin ligase activity when in complex with BARD1, is also
enriched at PCH and required for H2A ubiquitination, heterochromatin compaction and silencing
(683—-685). This novel BRCA1 function was proposed to explain the severe genomic instability

phenotype of BRCA1-deficient cells (684).

Polycomb group (PcG) proteins form large multimeric complexes involved in gene silencing
through modifications of chromatin organization (335). They are classically subdivided into two
groups, namely Polycomb Repressive Complex 1 (PRC1) and PRC2 (321). Histone modifications
induced by the PRC2 complex (which includes EZH2, EED, and SUV12) and the PRC1 complex
(which includes BMI1, RING1A, and RING1B/RNF2) allows stable silencing of gene expression in
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euchromatin and facultative heterochromatin (344,686,687). Notably, previous recruitment
models of PcG proteins through sequential histone modifications have been revised following
that PRC1-variants could operate independently- and even upstream of PRC2 (373,374). The PRC2
contains histone H3 tri-methylase activity at lysine 27 (H3K27me3), while the PRC1 contains
histone H2A mono-ubiquitin ligase activity at lysine 119 (H2Aub) (344,686,687). A number of
observations have implicated these proto-oncogenes in human cancers (688—693). At the
opposite, Bmil-deficient mice display neurological abnormalities, post-natal depletion of stem
cells, increased reactive oxygen species, reduced life span, and premature aging phenotypes
(286,327,694,695). Likewise, primary human and mouse cells deficient for BMI1 undergo rapid
senescence, in part through activation of the tumor suppressor INK4A locus (327,695,696). BMI1
was also implicated in DNA damage response and repair, and maintenance of genomic stability

(423,697-699).

Although PRC1 proteins have not been directly implicated in constitutive heterochromatin
formation or maintenance, at least some line of evidence support this possibility: 1) Immuno-gold
localization of BMI1 by electron microscopy in U-2 OS cells revealed high enrichment in electron-
dense heterochromatin; 2) BMI1 immuno-localization was found at PCH in transformed human
cell lines (356,700-702). However, based on work performed on mouse embryonic stem cells and
oocytes, it is generally assumed that PRC1 proteins are excluded from PCH in normal mammalian
somatic cells (374,703-705). In contrast with this model, we found that BMI1 is abundant at
constitutive heterochromatin in mouse and human somatic cells, and required for
heterochromatin formation/maintenance and silencing. In Bmil-null mice, cortical neurons
showed loss of heterochromatin compaction and activation of intergenic retro-elements and
satellite repeats. Consistently, Bmil co-localized with H3K9me3 and was highly enriched at PCH
in mouse neurons. BMI1 was also enriched at constitutive heterochromatin, including PCH, in
normal human neural precursors. Furthermore, BMI1 co-purified with architectural
heterochromatin proteins and with histone H3K9me3. BMI1 localization and H2Aub deposition at
constitutive heterochromatin were EZH2 and H3K27me3-independent. In both transformed and
normal primary somatic cells, BMI1 inactivation resulted in the loss of heterochromatin and

alteration in the architecture of the nuclear envelope. Notably, BRCA1 localization was unaffected
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upon BMI1 deficiency, and both proteins showed partial functional redundancy for H2A
ubiquitination, heterochromatin formation, and silencing. These findings reveal an essential
function for BMI1 in constitutive heterochromatin formation and silencing in mammalian somatic

cells.
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2.3 Experimental procedures

2.3.1 Animals

Mice were used in accordance with the Animal Care Committee of the Maisonneuve-Rosemont

Hospital Research Center (Approval ID #2009-40; #2009-42; # 2011-23).

2.3.2 Neuronal cultures

Embryonic day 18.5 cortices were dissected in oxygenated HBSS. Following meninges removal,
cortices were cut to ~1mm?3 pieces, and incubated at 372C for 15 min in 2 ml TrypleEx solution
(Invitrogen). Afterward, the enzymatic solution was discarded, and cortex pieces dissociated in
HBSS with a 1 ml tip (10 times up and down). After dissociation, cells were plated at 1.5 x 10°
cells/well on poly-L-lysine-coated 6-well plates or 8-well cultures slides (BD Biosciences). Cells
were maintained in a normal medium composed of Neurobasal-A Medium (Invitrogen),
Glutamax-| (Gibco), gentamycin (50 pg/ml; Gibco), B27 supplement (Gibco), NGF (50 ng/ml;
Invitrogen) and BDNF (0.5 ng/ml; Invitrogen).

2.3.3 Chromatin Immunoprecipitation (ChlIP) assay

ChIP was performed using the ChIP Assay kit (Upstate). Cells were homogenized at RT according
to the manufacturer’s protocol and sonicated on ice for 10 sec at 30% amplitude to shear the
chromatin (Branson Digital Sonifier 450, Crystal Electronics, On. Canada). Sonicated materials
were immunoprecipitated using 2 pg mouse anti-BMI1, mouse anti-H2AK119ub clone E6CS5,
mouse anti-RING1B, and mouse anti-HP1 (Millipore), rabbit anti-H3K9me3, and rabbit anti-
H3K27me3 (Abcam), rabbit anti-BRCA1 (SantaCruz), and rabbit anti-mouse 1gG (Upstate)
antibodies. Fragments were then amplified by real-time PCR in triplicates. Human primers sets
used were as in (684). ChIP-qPCR data were analyzed according to the Percent Input method.
First, the raw Ct of the diluted 1% input fraction is adjusted by subtracting 6.64 cycles (i.e. log2 of
the dilution factor 100). Subsequently, the percent input of each IP fraction is calculated according

to this equation: 100*2(Adjusted Input Ct-Ct(IP)
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2.3.4 Real-time RT-PCR

Mouse cortices or human cells were diced, and RNA was isolated using TRIzol reagent
(Invitrogen). Reverse transcription (RT) was performed using 1 pg of total RNA, and the MML-V
reverse transcriptase (Invitrogen). Real-time PCR was carried in triplicates using Platinum

SYBRGreen Supermix (Invitrogen) and Real-time PCR apparatus (ABI prism 7002).

2.3.5 Micrococcal nuclease and DNase assays

One million (10°) cells were harvested at the log phase growth and used in either nuclease
sensitivity assay. Cells were permeabilized (0.02% I-a-lysolecithin, 150 mM sucrose, 35 mM
HEPES, 5 mM KH,PO4, 5 mM MgCl,, 0.5 mM CaCl,) on ice for 90 seconds, and then washed in ice-
cold PBS. The cell pellet was resuspended in nuclease buffer (150 mM sucrose, 50 mM Tris—HClI
(pH 7.5), 50 mM NaCl, 2 mM CaCl,) on ice, and nucleases were added. Digestions were performed
at 24°C. Reactions were stopped by adding digestion stop buffer (20 mM Tris.Cl (pH7.4), 0.2 M
NaCl, 10 mM EDTA, 2% SDS) and 0.1 mg/ml RNaseA for 30 min at 37°C. DNA was extracted by

phenol/chloroform and visualized on 0.8% native agarose gel/ethidium bromide.

2.3.6 Plasmid constructs and viruses

Sequence-specific oligonucleotides stretch shRNA designed to target the BMI-1 ORF (accession #:
BC011652): were synthetized. Oligo#1 (nt 1061-1081) 5’-CCTAATACT TTCCAGATTGAT-3’, and
oligoScramble (nt 573-591) 5’- Ggtacttcattga tgccac-3’ were used in this study. These sequences
are followed by the loop sequence (TTCAAGAGA) and finally, the reverse complements of the
targeting sequences. The double-stranded shRNA sequences were cloned downstream of the H1P
promoter of the H1P-UbgC-HygroEGFP plasmid using Agel, Smal, and Xbal cloning sites. The
shRNA-expressing lentiviral plasmids were cotransfected with plasmids pCMVdR8.9 and pHCMV-
G into 293FT packaging cells using Lipofectamine (Invitrogen) according to the manufacturer's
instructions. Viral containing media were collected, filtered, and concentrated by
ultracentrifugation. Viral titers were measured by serial dilution on 293T cells, followed by
microscopic analysis 48 hr later. For viral transduction, lentiviral vectors were added to
dissociated cells prior to plating. Hygromycin selection (150 pug/ml) was added 48 h later. shBRCA1
constructs (MISSION shRNA) are from Sigma, and siRING1B (FlexiTube siRNA) are from Qiagen.
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The RNAi-resistant BMI1-Myc construct (BMI1™R) was generated by synthesis (GenScript) and
where the nucleotide sequence of the human BMI1 cDNA (5’-CCTAATACT TTCCAGATTGAT-3’) was
changed to (5-CCC AACACATTTCAAATAGAC-3), thus preserving the original amino-acid sequence
of BMI1.

2.3.7 Proteomics
293T cells were transfected with the EFv-CMV-GFP (GFP-293T) or EFv-BMI1-Myc-CMV-GFP (Myc-
293T) plasmids. Protein extracts were subjected to immunoprecipitation using an anti-Myc

antibody. Immunoprecipitates were resolved by SDS-PAGE, and LC-MS analysis was performed.

2.3.8 Fixation, sectioning, and immunolabeling

Tissues were fixed in 10% buffered formalin and embedded in paraffin according to standard
protocols. 5 to 7 um thick sections were mounted on Super-Frost glass slides (Fisher Scientific)
and processed for immunohistochemistry staining. Formalin-fixed paraffin-embedded slices were
analyzed by using the Vectastain® ABC kit (Vector) according to the manufacturer instructions.
Peroxidase substrate DAB (brown) (Sigma). Observations were made under a fluorescence
microscope (Leica DMRE, Leica Microsystems), and images were captured with a digital camera
(Retiga EX; QIMAGING; with OpenlLab, ver.3.1.1 software; Open-Lab, Canada). Antibodies used in
this study were mouse anti-BMI1 and anti-HP1 (Millipore), rabbit anti-H3K9Ac, and anti-H3K9me3
(Abcam). Secondary antibodies used were FITC-conjugated donkey anti-mouse and rhodamine-

conjugated donkey anti-rabbit (Chemicon).

2.3.9 Immunoprecipitation and Western blot

For BMI1/Myc immunoprecipitation experiments, 293T cells were transfected with EFv-/CMV-
GFP or EFv-BMI1MY¢/CMV-GFP plasmids using Lipofectamine according to the manufacturer’s
instructions. Whole-cell extracts were collected in immunoprecipitation (IP) buffer [100 mM Tris-
HCI, pH7.5; 150 mM NaCl; 0.1% Tween 20; protease inhibitors Complete (Roche Applied Science)].
Following the determination of protein concentration, lysates were subjected to immunoaffinity
purification. Briefly, protein extracts (4 mg) were incubated with continuous rotation for 3 h at

4°C with 50 ul of affinity matrix carrying mouse monoclonal anti-c-Myc IgG (clone 9E10; Covance).
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The matrix was washed four times with the wash buffer (50 mM Tris-HCIl, pH 7.5; 150mM NaCl;
0.1%Tween 20; protease inhibitors Complete). The bound proteins were eluted by treating the
beads twice with 1 bead volume (50 ul) of c-Myc peptide solution (Covance) (400 ug/mlin 20 mM
Tris-HCI, pH7.5, 150 mM NaCl) for 15 min and used in Western blot experiments. Detection and
identification of immunoprecipitated proteins were performed by Western blot and LC-MS/MS
(liquid chromatography-tandem mass spectrometry). For LC-MS/MS analysis, proteins were
revealed in silver-stained gels according to standard protocol. Protein band cutting, trypsin-based
in-gel protein digestions, and subsequent LCMS/MS procedures were performed in the

Innovation Centre at Genome Quebec.

2.3.10 Primer sequences

Gene Forward Reverse

Hprt 5’-ACTGTAATGATCAGTCAACGGG-3’ 5-GGCCTGTATCCAACACTTGG-3’

Bmil 5’-GGAGACCAGCAAGTATTGTCCTATTTG-3’ | 5’-CTTACGATGCCCAGCAGCAATG-3’
P16 5’-CAACGCCCCGAACTCTTTC-3’ 5-GCAGAAGAGCTGCTACGTGAAC?’
Line 5 -TGGCTTGTGCTGTAAGATCG-3' 5'-TCTGTTGGTGGTCTTTTTGTC-3’
Sine 5'-GAGCACACCCATGCACATAC-3’ 5'-AAAGGCATGCACCTCTACCACC-3’

Min.sat 5'-TTGGAAACGGGATTTGTAGA-3’ 5'-CGGTTTCCAACATATGTGTTTT3'

l\:::' 5'-GGCGAGAAAACTGAAAATCACG-3’ 5'-CTTGCCATATTCCACGTCCT-3'
IAP1 5'-CGCTCCGGTAGAATACTTAC-3' 5'-TGCCATGCCGGCGAGCCTGT-3'

Table 7. Mouse RT-qPCR primers

Gene Forward Reverse
Line 5'-TGGCTTGTGCTGTAAGATCG-3’ 5'-TCTGTTGGTGGTCTTTTTGTC-3'
Sine 5'-GAGCACACCCATGCACATAC-3’ 5'-AAAGGCATGCACCTCTACCACC3’
Min. sat 5'-TTGGAAACGGGATTTGTAGA-3’ 5'-CGGTTTCCAACATATGTGTTTT-3’
Maj. sat 5'-GGCGAGAAAACTGAAAATCACG-3' 5'-CTTGCCATATTCCACGTCCT-3'
IAP1 5'-CGCTCCGGTAGAATACTTAC-3’ 5'-TGCCATGCCGGCGAGCCTGT-3'
HoxA7.1 5’-GTGGGCAAAGAGTGGATTTC-3’ 5’-CCCCGACAACCTCATACCTA-3’
Globin 5'-CAGTGAGTGGCACAGCATCC-3' 5'-CAGTCAGGTGCACCATGATGT-3'

Table 8. Mouse ChIP-qPCR primers
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Gene Forward Reverse
GAPDH 5’-TCACCAGGGCTGCTTTTAAC-3’ 5’-ATCCACAGTCTTCTGGGTGG-3’
BMI1 5’-AATCCCCACCTGATGTGTGT-3’ 5’-GCTGGTCTCCAGGTAACGAA-3’
P16 5’ -GGGTTTTCGTGGTTCACATC-3’ 5’-CTGCCCATCATCATGACCT-3’
Alu 5’-CCTCAATCTCGCTCTCGCTC-3’ 5’-CTCTAAGGCTGCTCAATGTCA3’
McBox 5'-AGGGAATGTCTTCCCATAAAAACT-3’ > 'GTCTACCTTTTQTTTGAATTCCCG'
Sata 5'-AAGGTCAATGGCAGAAAAGAA-3’ 5'-CAACGAAGGCCACAAGATGTC-3'
5,_ ' 1
Satil AATCAACCCGAGTGCAATCNGAATGGAATCG-3’ > -TCCATTCCATTCCTGTACTCGG-3
Table 9. Human RT-gPCR primers
Gene Forward Reverse
HOXC13. , , , ,
5 5’-AGCAGAGCTCAGTGGGAGAG-3 5’-AATTTCAGGCCCACCCTTAG-3
Globin 5’-GGCTGTCATCACTTAGACCTC-3’ 5’-GGTTGCTAGTGAACACAGTTG-3’
Alu 5’-CCTCAATCTCGCTCTCGCTC-3’ 5’-CTCTAAGGCTGCTCAATGTCA-3’
) , 5'-
McBox 5'-AGGGAATGTCTTCCCATAAAAACT-3 GTCTACCTTTTATITGAATTCCCG-3!
Sat a 5'-AAGGTCAATGGCAGAAAAGAA-3’ 5'-CAACGAAGGCCACAAGATGTC-3'
5'-
Sat Il AATCAACCCGAGTGCAATCNGAATGGAATCG- | 5'-TCCATTCCATTCCTGTACTCGG-3'
3[

Table 10. Human ChIP-gPCR primers

2.3.11Statistical analysis

Statistical differences were analyzed using Student's t-test for unpaired samples. Two way-

ANOVA test was used for multiple comparisons with one control group. In all cases, the criterion

for significance (P-value) was set, as mentioned in the figures.
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2.4 Results

2.4.1 Bmil is required for constitutive heterochromatin formation and silencing

in mouse cortical neurons

We performed transmission electron microscopy on cortical slices from WT and Bmil7- mice at
postnatal day 30 (P30). Notably, electron-dense chromocenters were smaller, and the nuclear
envelope was generally irregular in Bmil7- neurons (Fig. 21A). By immunohistochemistry (IHC) on
cortical sections and using antibodies against H3K9me3 and H3K9ac-a mark of open chromatin,
we observed reduced H3K9me3 labeling in Bmil”- neurons together with increased H3K9ac
labeling (Fig. 21B). Immuno-reactivity for HP1, KAP1, HDAC1, and ATRx was also reduced in Bmil-
/neurons, suggesting heterochromatin anomalies (Fig. 21B). Quantitative analysis revealed that
the number of H3K9me3-positive chromocenters was reduced in Bmil”- neurons, while neuron’s
nuclear diameter was increased (Fig. 21C). Because post-natal neurodegeneration may account
for the observed chromatin anomalies, we analyzed cortical sections from WT and Bmil”
embryos at e18.5. We found that H3K9me3 and HP1 staining were reduced in Bmil”- neurons,
while that of H3K9ac was unaffected, suggesting that histone hyper-acetylation is secondary to
defective heterochromatinization (Fig. 21D). Likewise, cultured cortical neurons from Bmil”
embryos showed reduced H3K9me3 labeling when compared to Bmi1* littermates (Fig. 21E). By
immuno-fluorescence (IF) on P30 brain sections, we observed reduced immuno-labeling for
Lamin A/C at the center of Bmil”~ neuron’s nuclei when compared to WT, suggesting anomalies
in the nuclear envelope (Fig. 21F). Deficiency in constitutive heterochromatin formation can
affect repeat-DNA sequences expression. By quantitative RT-PCR (qPCR) analyses, we found
increased expression of Major pericentromeric repeats in Bmil”- mouse cortices and of intergenic
LINE elements and Major and Minor pericentromeric repeats in Bmil”- cultured e18.5 neurons,
when compared to WT (Fig. 21G-H). To test if Bmil was enriched at PCH in mouse neurons, we
performed Chromatin Immuno-Precipitation (ChIP)-gPCR on cultured WT and Bmil7- e18.5
neurons after 7 days in vitro. We found that Bmil specifically accumulated at all repeat-DNA
sequences and at the Bmil-target gene Hoxa7 (Fig. 22A). Notably, while enrichment for

H3K27me3 was observed at Hoxa7 in WT neurons (and slightly reduced in Bmil”/- neurons),
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H3K27me3 enrichment at repeat-DNA was negligible in both conditions (Fig. 22A). Bmil-
deficiency in mouse neurons also resulted in depletion of RING1B, HP1, H3K9me3' and H2Aub at
repeat-DNA sequences, while the accumulation of BRCA1 was unaffected or increased (Fig. 22A).
Bmil co-localization with H3K9me3 in mouse cortical neurons was confirmed by IF on brain
sections at P30 (Fig. 22B). Bmil antibody specificity was further validated by IF on cultured e18.5
cortical neurons (Fig. 22C). These results revealed that Bmil is required for heterochromatin
formation and repeat-DNA silencing in mouse cortical neurons and enriched at PCH together with

RING1B and BRCAL.
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Figure 21. Bmil-deficient mouse cortical neurons present heterochromatin anomalies

(A) Transmission electron microscopy analysis of cortical neurons in P30 WT and Bmil”" mice.

Note the reduction in electron-dense chromocenters and the anomalies in nuclear membrane
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architecture in Bmil7- neurons (arrows). (B) Paraffin-embedded brain sections from P30 WT and
Bmil”" mice were analyzed by immuno-histochemistry. Labeled cells are neurons located in the
upper cortical layers of the cerebral cortex. Scale bar, 10 um. (C) Quantification of the total
number of H3K9™3-positive chromocenter and number of large H3K9me3-positive
chromocenters. Note that neuron’s nuclear diameter is increased in Bmil”- mice. Where n = 3
brains for each genotype. *P < 0.05, **P < 0.01. (D) Paraffin-embedded brain sections from e18.5
WT and Bmil7- embryos were analyzed as in (B). (E and F) Cultured embryonic cortical neurons
(E) and P30 cortical sections (F) were analyzed by immuno-fluorescence, revealing reduced
H3K9me3 and Lamin A/C labeling (arrows) in Bmil”’ neurons. Scale bars: (E) 40 pm, (F) 10 um,
(F’) 5 um. (G) Whole cortices or (H) e18.5 neurons from WT and Bmil7- mice were analyzed by
qPCR for satellite repeats and intergenic retro-elements expression. P16"4? was used as positive
control. Note the up-regulation of minor and major satellite repeats in Bmil”- neurons. Where n

= 3 independent samples for each genotype. *P < 0.05, **P < 0.01.
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(A) WT and Bmi1”- neurons were analyzed by ChIP for proteins enrichment at satellite repeats,
intergenic retro-elements and HoxA7 (positive control). Note the accumulation of Bmil and
Ringlb at all repeat-DNA sequences, including Major and Minor satellite repeats. While HP1
accumulation and H2Aub and H3K9me3 deposition were reduced in Bmil” neurons at all tested
loci, BRCA1 accumulation was either unaffected (Minor and Major satellites) or increased (Line,
Sine and IAP). Note the near absence of BRCA1 accumulation at HoxA7.1 and HoxA7.3 in both WT
and Bmil”" neurons. (B) Immuno-fluorescence analysis showing Bmil co-localization with
H3K9me3 in WT mouse cortical neurons at P30 (arrowheads). Scale bar, 10 um. (C) Immuno-
fluorescence analysis showing loss of Bmil signal and reduced H3K9me3 labeling in cultured

e18.5 Bmil”- mouse cortical neurons when compared to Bmi1* neurons. Scale bar, 10 um.

2.4.2 BMlI1 is highly enriched at repetitive sequences in human neural precursors

To investigate BMI1 distribution on the chromatin genome-wide, we took advantage of publicly
available BMI1 ChIP-Seq raw data on normal human neural precursors (706). Using MACS
statistical peak calling, we identified 21,525 BMI1 binding sites. The majority of the peaks (56%)
were located at intergenic regions, which are highly enriched for constitutive heterochromatin
(Fig. 23A). As expected, we observed BMI1 enrichment at the canonical BMI1 targets CDKN2A
(p16'N*4A) and HOXC locus (Fig. 23E; top). Among 9,471 gene-associated BMI1 peaks, 714 peaks
were also enriched by at least 2-fold for either H3K9me3 or H3K27me3. Notably, 565 were
marked for both H3K9me3 and H3K27me3 (Fig. 23B). We further annotated BMI1 peaks
surrounding DNA repetitive sequences using repeat masker. Surprisingly, 81% of the total pool of
BMI1 was located at repetitive sequences (Fig. 23C) with 985 peaks co-enriched with H3K9me3
and 1,067 peaks co-enriched with H3K27me3 (Fig. 23D). If considering repetitive sequences
containing at least one BMI1 peak, LINE, SINE and LTR were the most represented families of
repeats. Among satellite repeats, BMI1 was mainly enriched at PCH regions (Fig. 23F-inset). A
closer look at PCH regions on chromosome 9 revealed a “pocket-like” deposition of BMI1 peaks
surrounding the H3K9me3 deposition (Fig. 23E). A similar pattern of BMI1 peaks distribution was

also found at PCH regions in human chromosomes 1-10. Notably, repetitive sequences containing
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3 or more BMI1 peaks were largely represented (80%) in centromeric satellite repeats (Fig. 23G).
In contrast, although 20% of LINE L1 repeats contained 3 or more BMI1 peaks, no other LINE
subfamilies were highly enriched for BMI1 (Fig. 23G). We concluded that in human neural
precursors, BMI1 is enriched at constitutive and facultative heterochromatin with prevalence for

repetitive sequences.
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(A) Proportion of BMI1 peaks associated to a gene (surrounding or upstream 2kb of a gene). Total
number of peaks: 21,525 (B) Proportion of gene associated BMI1 peaks co-enriched for H3K9me3
or H3K27me3. (C) Proportion of BMI1 peaks surrounding a repetitive sequence. (D) Proportion of
repeat-associated BMI1 peaks co-enriched for H3K9me3 or H3K27me3. (E) Example of canonical
BMI1 target genes (CDKN2A and HOXC) and of the pericentromeric region of human chromosome
9. Red arrowheads indicate BMI1 peaks. Top: physical map on the chromosome. (F) Families of
repeat containing at least one BMI1 peak. (G) Families of repeat containing three or more BMI1
peak. BMI1 peaks determined by MACS peak calling; p-value<0.05. At least 2-fold enrichment for
H3K9me3 and H3K27me3 were considered.

2.4.3 BMI1 co-purifies with architectural heterochromatin proteins

To identify new BMI1 partner proteins, we infected 293T cells with a lentivirus expressing a Myc-
tagged BMI1 fusion protein and GFP (EFv-BMI1MY¢/CMV-GFP) or a control virus only expressing
GFP. After immuno-precipitation (IP) with an anti-Myc antibody, samples were separated on a 1D
gel and sequenced by LC-MS (Fig. 24A). We identified several unique peptides in BMI1MY¢ samples
corresponding to proteins involved in heterochromatin organization, including histone H1x, HP1a
(also called CBX5), LAMIN A/C and LAMIN B, DEK (also called DEK1) and CENP-V (Fig. 24A)
(670,674,707,708). We also identified 2 members of the ISWI-family, BAZ1a (also called ACF1)
and BAZ1lb, which can promote heterochromatin formation and transcription silencing by
generating spaced nucleosome arrays (709). To validate some of these findings, we performed IP
experiments on control and BMI1W¢virus-infected cells. As expected, we observed that RING1B,
but not EZH2, co-precipitated with BMI1 (Fig. 24B). Co-precipitation of ATRx, KAP1, DEK1 and HP1
with BMI1 was also observed, with a notable enrichment of ATRx when compared to input (Fig.
24B), and where the full length (~280Kda) and truncated (~180Kda) ATRx isoforms were present,
together with a lower molecular weight isoform of ~115Kda. Notably, while co-precipitation with
histones H3K9me3, H3 (total), H1 and H2Aub was robust, co-precipitation was not observed with
histones H3K9me2, H3K27me2 and H3K27me3 (Fig. 24B). We use FPLC to separate protein
complexes and found that BMI1 was present in one fraction of very large molecular weight and

in several other fractions of lower molecular weight all also containing HP1 and ATRx (Fig. 24C).
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By IF studies, we confirmed that BMI1 largely co-localized with H3K9me3 in interphase nuclei (Fig.

24D).
A Molecular  Identification %Seq #Unique
Protein Name NCBI Accession Weight(Da) Probability Coverage Peptides
Histone Hix NP_006017 22,469.90 100% 17.40% 3
CBX5/HP1 CAG33699 22,207.60 99.80% 12.60% 2
LMNB2 NP_116126 67,671.70 100% 15.30% 8
LMNA (Lamin-A/C) CAI15523 74,053.50 100% 12.30% 8
BAF (Barrier-to-autointegration factor) NP001137457 10,040.70 100% 42.70% 3
DEK NP_003463 42,657.90 100% 13.60% 4
BAZ1A/ACF1 (Bromodomain adjacent to zinc finger domain protein 1A) AAH20636 178,689 99.80% 2.19% 2
NUPS3 (nucleoporin) NP_055484 93,367.10 99.80% 3.17% 2
KPNB1 (karyopherin (importin) beta 1) NP_002256.2 97,167.40 100% 8.11% 5
KPNA2 (karyopherin alpha 2 (importin alpha 1)) NP_002257 57,844.50 99.80% 7.56% 2
B3KRS5/HDAC2 55,347.50 99.80% 5.94% 2
CENPV (Centromere protein V) NP_859067 29,928.20 100% 18.20% 3
BAZ1B AAHB5029 170,889 100% 2.36% 3

B Input (5%) Co-IP C
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Figure 24. BMI1 co-purifies with architectural heterochromatin proteins
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(A, B) 293T cells were infected with EFv/CMV-GFP or EFv-BMI1IMY¢/CMV-GFP viruses. Protein
extracts were subjected to IP using an anti-Myc antibody, and immunoprecipitates were resolved
by SDS-PAGE and analyzed either by LC-MS/MS (A) or Western blot (B). (A) Note the co-
purification of BMI1 with several heterochromatin proteins and with Lamins. (B) Note the
preferential co-purification of BMI1 with histone H3K9me3 (*) and ATRx. The ** symbol on the
panel indicates an artifact coming from partial leakage of the second sample. (C) Native nuclear
extracts were size-fractionated by FLPC and analyzed by Western blot (upper panel) and Ponceau
Red staining (lower panel). Note BMI1 co-fractionation with ATRx and HP1-containg protein
complexes (arrows). (D) 293T cells were labeled with BMI1 and H3K9me3 antibodies,
counterstained with DAPI, and analyzed by confocal microscopy. Note the co-localization of BMI1
with H3K9me3-positive chromatin domains. Scale bar, 10 um. Quantitative confocal analysis was

used to measure the proportion of overlapping signals.

2.4.4 BMI1 is required for heterochromatin compaction and silencing

To evaluate BMI1 activity in heterochromatin silencing, we measured gene expression in loss- and
gain-of-function experiments. Upon BMI1 deficiency, 293T cells showed reduced proliferation
and underwent cell proliferation arrest after 3 passages (Fig. 25A). BMI1 over-expression had
however no apparent adverse effect on cell proliferation (not shown). In BMI1 knockdown cells,
expression of the canonical BMI1 target gene p16™4? as well as that of McBox and SATIII was
increased (Fig. 25B). Conversely, BMI1 over-expression resulted in transcriptional repression of
p16'™4 and of all tested repeat-DNA sequences (Fig. 25C). By ChIP-qPCR experiments on
shScramble and shBMI1-treated cells, we found that BMI1 and RING1B were highly enriched at
repeat-DNA sequences and HOXC13 in control cells (Fig. 25D). In shBMI1 cells, BMI1, RING1B,
HP1, H3K9me3 and H2Aub were reduced at all chromatin regions tested (Fig. 25D). In contrast,
BRCA1 enrichment at repeat-DNA sequences was independent of BMI1 function. Increased
BRCA1 enrichment was even observed at ALU sequences upon BMI1 deficiency (Fig. 25D). We
tested if RING1B knockdown mimicked the BMI1-deficient phenotype. While RING1B
accumulation at constitutive heterochromatin and HOXC13 was highly reduced in siRING1B-
treated cells (clone #4, 80% RING1B knockdown), H2Aub reduction was only detected at HOXC13
(Fig. 41). RING1B knockdown had no effect on BMI1, HP1 and H3K9me3 on all tested regions. No
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significant effect on repeat-DNA sequences expression was observed (Fig. 41), revealing that
RING1B knockdown is not sufficient to reproduce the BMI1-deficient heterochromatin
phenotype. BMI1 enrichment at repeat-DNA sequences was also EZH2 and H3K27me3-
independent (Fig. 42). Nuclease hypersensitivity is a common phenotype of cells deficient in
heterochromatin condensation (674,710-712). We used native chromatin extracts isolated from
control and shBMI1 293T cells in MNase and DNasel experiments and found that cells with BMI1
knockdown were hypersensistive to both nucleases (Fig. 25E), thus suggesting globally reduced

chromatin compaction.
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(A-C) 293T cells were infected with shScramble or shBMI1 viruses (A, B), or with viruses expressing

either GFP or the BMI1-myc fusion protein and GFP (C). (B, C) Gene expression was analyzed by

gPCR, and where n = 3 independent cultures. (D) 293T cells knockdown for BMI1 were analyzed

by ChIP for proteins enrichment at satellite repeats, intergenic retro-elements and HoxC13.2
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(positive control). (E) 293T cells were infected with shScramble or shBMI1 viruses and treated or
not with MNase (0.4U at 24°C for different time periods) or DNasel at the indicated
concentrations for 20 minutes at 24°C. Note the nuclease hypersensitivity phenotype of BMI1

knockdown cells. *P < 0.05, **P < 0.01.

2.4.5 Severe heterochromatin and nuclear envelope alterations in human cells

deficient for BMI1

To further characterize the BMI1-deficient phenotype, we analyzed cells by confocal IF using
heterochromatin and nuclear envelope markers. We found severe depletion of the H3K9me3 and
H3K27me3 histone marks in BMI1-knockdown cells together with dramatic elevation of the
H3K9ac mark (Fig. 26A and C). Likewise, DEK1 and HP1 heterochromatic nuclear foci were lost
upon BMI1 knockdown and positive cells for LAMIN A/C were significantly reduced (Fig. 26B-C),

suggesting perturbation of the nuclear envelope architecture.

To test whether this correlated with alterations in the subnuclear distribution of
heterochromatin proteins, we performed cellular fractionation experiments and where the SDS-
soluble fraction is thought to be highly enriched for constitutive heterochromatin proteins
(425,674). In controls cells, BMI1 was detected in the 450nM NaCl and SDS fractions (Fig. 26D).
ATRx, HP1, BRCA1 and H3K9me3 were also highly enriched in the 100nM-450nM NaCl- and SDS-
soluble nuclear fractions. Modest HP1 distribution was also found in the nucleosol fraction (Fig.
26D). In shBMI1 cells, which underwent premature cell proliferation arrest (thus explaining the
overall reduced total protein loading), ATRx, HP1 and H3K9me3 were highly reduced in the SDS
fraction and displaced in the other fractions. In contrast, the distribution of BRCA1 in chromatin
fractions and its overall expression were unaffected upon BMI1 knockdown (Figs. 26D and Fig.
43). To test BMI1 function in primary human cells, human dermal fibroblasts were infected with
the lentiviruses and analyzed by IF. We observed that in contrast to control cells where robust
H3K9me3 labeling was widespread throughout the interphase nucleus, H3K9me3 labeling in BMI1
knockdown cells was highly reduced and present at the nuclear periphery where it did not co-
localized with DAPI (Fig. 26E). Notably, co-localization of H2Aub and H3K9me3 with DAPI in

shBMI1-infected cells could be rescue by an RNAi-resistant BMI1-Myc fusion protein (BMI1™<R),
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thus excluding possible off-target effects (Fig. 26F). Bubbling of the nuclear envelope and loss of
DEK1 nuclear labeling were also observed (Fig. 26E), revealing BMI1 requirement for constitutive

heterochromatin maintenance in both transformed and primary human cells.
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(A-C) Formaldehyde fixed 293FT cells were immunolabeled and counterstained with Dapi. Scale
bar, 10um. Positive cells were counted on 4 different images for a total of 200 cells per condition,
and the percentage of positive cells was calculated accordingly. T-test with two tails, where P <
0.05%*, <0.01**, <0.001***, Note that the apparent localization of LAMIN A/C in the cytosol is the
result of Triton X-100 treatment. (D) 293T cells were infected with shScramble or shBMI1 viruses
and cell’s compartments were fractionated. Note ATRx, HP1 and H3K9me3 reduction (*) in the
SDS fractions of shBMI1-treated cells. (E) Human dermal fibroblasts were infected with
shScramble or shBMI1 viruses, immunolabeled and counterstained with DAPI. Note reduced DEK1
and H3K9me3 labeling, and H3K9me3 localization at the nuclear periphery, in BMI1 deficient cells.
Bubbling of the nuclear envelope was also observed (inset), where P <0.01**. Scale bar, 10 um.
(F) Human dermal fibroblasts were infected with shScramble or shBMI1 viruses, and next
transfected with a plasmid encoding an RNAi-resistant BMI1 Myc-tagged construct. Note the
rescue of H2Aub and H3K9me3 nuclear labeling in Myc-positive cells knockdown for BMI1

(arrows). Scale bar, 10 um.

2.4.6 BMI1 and BRCA1 display partial functional redundancy in heterochromatin

compaction
Since BMI1/RING1A/RING1B and BRCA1/BARD1 display H2A mono-ubiquitination activities and
that BRCA1 enrichment and distribution at heterochromatin is not affected upon BMI1 depletion,
we tested whether BMI1 and BRCA1 displayed functional redundancy. For this, we first
inactivated BRCA1 to test the impact on BMI1 localization. In control cells, both BRCA1 and BMI1
were enriched at repeat-DNA sequences (Fig. 44). In BRCA1 knockdown cells, BRCA1, HP1, H2Aub
and H3K9me3 levels were reduced and the transcription of repeat-DNA sequences was increased
(Fig. 44C), altogether confirming previous findings (684). Notably however, BMI1 and RING1B
were enriched at all tested regions upon BRCA1 knockdown (Fig. 44). Next, stably infected shBMI1
cells were transfected with an shBRCA1 plasmid, generating double knockdown (DKN) cells. While
H3K9me3 enrichment was reduced by 55-70% in DKN cells at all tested chromatin regions,
enrichment for HP1 and H2Aub was further reduced by 80-90% (Fig. 27A), suggesting additive
effects in DKN cells when compared to single BRCA1 or BMI1 knockdown cells. To test whether

BMI1 could compensate for BRCA1 deficiency, we over-expressed the BMI1MY¢ construct. In
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control cells, BMI1 over-expression could not displace endogenous BRCA1 localization on the
chromatin (Figs. 27B). However, chromatin accumulation of both endogenous and ectopic BMI1
proteins was highly increased at all tested regions following BRCA1 knockdown (Fig. 27B). A
similar but less dramatic trend was also observed for RING1B. Most notably, while BMI1 over-
expression could increase H2Aub and H3K9me3 deposition as well as HP1 accumulation at all
tested regions in control cells, it could also rescue the corresponding heterochromatin anomalies
in shBRCA1 cells (Fig. 27B). BMI1 over-expression in shBRCA1 cells also resulted in normalization
of ALU, McBox, Sata and Satlll expression (Fig. 27C), altogether suggesting functional redundancy

in constitutive heterochromatin compaction and silencing between BMI1 and BRCAL.
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(A) 293T cells were infected with shScramble or shBMI1 viruses. After selection with hygromycin,
cells were transfected or not with an shBRCA1-encoding plasmid and analyzed by ChIP. Note the
severe reduction for HP1, H3K9me3 and H2Aub at human Satellite repeats in shBMI1/shBRCA1
cells. All data where normalized to shSramble (black horizontal bars). (B) 293T cells stably
expressing BMIIM¢ or not were transfected with shScramble or shBRCA1 plasmids and analyzed
by ChIP (B), and gPCR (C). (B) Endogenous and exogenous BMI1 was enriched in shBRCA1-treated
cells at all tested loci. BMI1 over-expression also rescued HP1, H3K9me3 and H2Aub depletion in
BRCA1 knockdown cells at human Satellite repeats. All data where normalized to shSramble (black
horizontal bars). (C) BMI1 over-expression rescues repeat-DNA sequences expression in BRCA1
knockdown cells, where P < 0.05*% <0.01**. (D) Model depicting the dynamic and
developmentally regulated PRC1 (BMI1) occupancy at PCH. In ES cells and oocytes, BMI1 is
expressed at low levels and binding to PCH is prevented by DNA methylation. At pre-implantation
stages, DNA methylation is erased coincidently with low levels of BMI1. During development, high
BMI1 levels in progenitor cells stimulate PCR1-mediated H2Aub (1), which promotes H3K9me3
deposition (2), and propagation (3). In turn, H3K9me3 prevents PRC2-mediated H3K27me3
activity on nucleosomal histones (4). PRC2 occupancy at PCH prior to PRC1 would allow deposition
of the H3K27me3 mark (right) and the bivalent histone signature. In mature somatic cells, the
PRC1 and BRCA1/BARD complexes are highly enriched at PCH, leading to heterochromatin
compaction and silencing. DNA methylation at PCH may occur after spreading of the H3K9™e3

mark.
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2.5 Discussion

We showed here that Bmil-deficient mouse neurons and BMI1 knockdown human cells displayed
severe anomalies at the constitutive heterochromatin. These anomalies were accompanied by
transcriptional activation of repeat-DNA sequences and correlated with robust accumulation of
BMI1 at constitutive heterochromatin. Genome-wide analysis of BMI1 distribution on the
chromatin further revealed predominant enrichment at repetitive DNA sequences. BMI1 co-
purified with architectural heterochromatin proteins, co-localized with H3K9me3, and was
required for HP1, DEK1 and ATRx localization at constitutive heterochromatin. In contrast, BRCA1
localization was BMI1-independent, and both proteins displayed partial functional redundancy

for H2Aub deposition, heterochromatin formation and silencing.

The recruitment mechanisms of PcG proteins are complex and not fully understood. In mouse ES
cells and oocytes, evidence suggests that recruitment of PcG proteins at PCH is prevented by high
level of DNA methylation (374,705). Likewise, observations of Polycomb bodies at PCH in
transformed human cells are thought to occur following loss of DNA methylation (374,701,705).
Based on this, it was proposed that PcG proteins are excluded from PCH in normal somatic cells
(705). Using several methods, we demonstrated BMI1 enrichment at PCH and other repetitive
elements in mouse neurons, human neural precursors and immortalized human cells. Our cell
fractionation assays further demonstrated that about 50% of the BMI1 pool was bound to the
SDS-soluble chromatin fraction, which is enriched for constitutive heterochromatin. Interestingly,
we also observed that: 1) BMI1 did not co-purify with EZH2 or H3K27me3; 2) EZH2 and H3K27me3
were not enriched at constitutive heterochromatin; and 3) BMI1 accumulation at constitutive
heterochromatin and HOXC13 was EZH2-independent. Although apparently surprising, these
results are in agreement with numerous findings showing that PRC1 recruitment can be PRC2-
independent, or that the PRC1 can work upstream of the PRC2 (369,370,373). It is also notable
that RING1B knockdown could not mimic the BMI1-deficient phenotype. More specifically, while
H2Aub levels were reduced at HOXC13 in RING1B knockdown cells, this was not accompanied by
a corresponding reduction in HP1 and H3K9me3 levels, as observed in BMI1 knockdown cells.
Furthermore, there was no apparent effect on H2Aub levels at heterochromatin. This finding

leaves us open with many explanations, one being functional compensation by RING1A for H2Aub
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deposition, as shown in other context (331,392,703,713). It is also possible that in addition to
promote H2Aub at silenced developmental genes and heterochromatin, BMI1 stimulates
chromatin compaction and H3K9me3 loading through interactions and activities not shared by

RING1A or RING1B (714).

Based on our findings and previously published work (356,700-702), we propose that PRC1
recruitment to PCH is highly dynamic and developmentally regulated (Fig. 27D). The highly
variable DNA methylation states between ES cells/oocytes and progenitor cells/somatic cells, in
combination with the distinct histone tail modifications and chromatin compactions levels, would
explain the re-localization of PRC1 components to PCH in progenitor and somatic cells (715-717).
Consistently, BMI1 expression levels are extremely low in human ES cells when compared to
human neural progenitors and post-mitotic neurons (V. P., A. B.,, M. A,, A. F. and G. B,,
unpublished). While PRC1 proteins are excluded from PCH in ES cells and oocytes, they would
start to accumulate at PCH during mid-embryonic development coincidently with H3K9me3
deposition and progressive de novo DNA methylation (717). This is supported by the ChIP-Seq
data showing that BMI1 is moderately enriched at PCH when compared to HOX and p16/N A
canonical sites in human neural progenitors (Fig. 23). Interestingly, both H3K9me3 and H3K27me3
marks were also present at PCH but did not clearly overlap (Fig. 23), similarly as reported in DNA-
methylation deficient mouse ES cells (374). The histone modification pattern of human neural
progenitors at PCH is also distinct from that of mouse neurons where H3K27me3 is excluded (Fig.
22). This could be best explained by the robust accumulation of H3K9me3 at PCH in post-mitotic
neurons, since H3K9me3 can prevent PRC2, but not PRC1 recruitment (374). Indeed, Bmil is
highly enriched in mouse neurons at PCH when compared to canonical sites (Fig. 22). Taken
together, these observations suggest a dynamic and developmentally regulated model of PcG
occupancy at PCH (Fig. 27D). Because constitutive heterochromatin is intrinsically unstable, we
further propose that in somatic cells, the main biological function of BMI1 is to stabilize the

repetitive genome by promoting chromatin compaction and silencing.

We observed that the Bmil-null neuronal phenotype was associated with increased nuclear
diameter and an irregular nuclear envelope. Human cells knockdown for BMI1 also presented

anomalies in nuclear envelope architecture (Fig. 26B-E). These anomalies are particularly
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interesting considering that loss of heterochromatin foci can result in disruption of the nuclear
lamina (670). Perturbations of the nuclear envelope architecture is also a prominent feature of
Hutchinson-Gilford Progeria cells carrying mutations in LAMIN-A and of normal ageing human
cells (548). In most eukaryotes, constitutive heterochromatin perturbations result in genomic
instability and premature aging or reduced lifespan (673,679,718-721). It is thus notable that
Bmil-deficient mice show reduced lifespan, genomic instability, neurodegeneration and progeria
features (286,423,442,697-699). Similar anomalies were also reported for ATRx-deficient mice
(681,682). Taken together, this raises the possibility that BMI1 requirement for constitutive
heterochromatin formation and silencing could underlie the premature ageing/senescence and

genomic instability phenotypes observed in Bmil-null mice and cells.

The BRCA1/BARD1 complex is required for heterochromatin formation and silencing through
mono-ubiquitination of H2A at PCH, and the genomic instability phenotype of BRCA1” cells could
be rescued by over-expression of a histone H2A protein fused to an ubiquitin moiety in C terminus
(684). How BMI1 or BRCA1l-mediated H2Aub deposition at repetitive DNA sequences translates
into H3K9me3 loading and heterochromatin spreading is unknown. One possibility is that H2Aub
induces allosteric changes in the histone H3 lysine tri-methyltransferases SUV39H1/2 to promote
their activity, such as proposed for H2Bub and H3K4 methylation (722,723). This would be
consistent with previous observations that PRC1 components can interact with SUV39H1 (356).
Alternatively, BMI1 may directly or indirectly regulate the transcription of H3 lysine
methyltransferases or demethylases, thus operating in trans. We showed here that co-
inactivation of BMI1 and BRCA1 induces more severe heterochromatin anomalies than individual
BMI1 or BRCA1 deficiencies, and that BMI1 over-expression could rescue the BRCAl-deficient
heterochromatin phenotype. These results suggest that BMI1 and BRCA1 are at least partially
redundant for H2Aub deposition at constitutive heterochromatin, although the BRCA1/BARD1
complex targets H2A at lysines 127-129 (683). This would indicate that the commonly used anti-
H2Aub antibody recognizes both the H2AK119ub and H2AK127-129ub motifs. The observation
that BMI1 and BRCAL1 proteins accumulation is mutually independent and that BMI1 levels are
increased in BRCA1-deficient cells (and reciprocally) also suggests that both protein complexes

possibly bind to very close substrates to catalyze H2A mono-ubiquitination. Structural analyses
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have indeed revealed a high degree of conservation between the nucleosome-binding loop of
BRCA1 and the corresponding domain of RING1B (724). Notably, the reduced neuronal
chromocenter number and size phenotype observed in Bmil-null neurons is about identical to
that reported for mouse cortical neurons conditionally deficient for BRCA1, thus further
supporting our findings (684). Taken together, this suggests that although BMI1 and BRCA1
protein complexes target distinct lysine residues on histone H2A, the resulting biological effects

on heterochromatin compaction and silencing are highly similar.

In conclusion, we demonstrated for the first time that BMI1 is highly enriched at intergenic
repetitive elements and PCH of the mouse and human genomes in normal somatic cells, and
required for constitutive heterochromatin formation and silencing. Since BM1 is also present at
PCH in cancer cell lines and that several cancer cells were shown to be sensitive to BMI1 inhibition,
this raises the possibility that BMI1 may be important to stabilize the transformed
heterochromatic genome. BMI1 function at constitutive heterochromatin may be even more
critical in BRCA1-deficient tumors, thus opening possibilities for the development of synthetic

lethal strategies.
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3 Chapter 3 — G-quadruplexes originating from evolutionary
conserved L1 elements interfere with neuronal gene
expression in Alzheimer’s disease

The new field of studying G-quadruplex structures is evolving rapidly. The literature showed so
far the importance of these structures because they can alter the transcription of genes. For
example, c-MYC, if they are in their promoter regions, G4 can also complicate the replication and

the DDR process because of the bulge created on the DNA by these structures.

Knowing that these structures are thermodynamically more stable than the DNA double helix,
most of the studies in the field focus so far on how these structures are resolved and what are
the helicases that are implicated in this process. This article focus on how the cell can protect
itself against the formation of said structures. In the second part, the article studied what is the
effect of these structures if they are not well regulated in a disease context like Alzheimer's

disease.
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3.1 Summary

DNA sequences containing consecutive guanines organized in 4-interspaced tandem repeats can
form stable single-stranded secondary structures, called G-quadruplexes (G4). Herein, we report
that the Polycomb group protein BMI1 is enriched at heterochromatin regions containing putative
G4 DNA sequences, and that G4 structures accumulate in cells with reduced BMI1 expression
and/or relaxed chromatin, including Alzheimer’s disease (AD) neurons. In AD neurons, G4
structures preferentially accumulated in lamina-associated domains, and this was rescued by re-
establishing chromatin compaction. ChlP-seq analyses revealed that G4 peaks corresponded to
evolutionary conserved Long Interspersed Element-1 (L1) sequences predicted to be
transcriptionally active. Hence, G4 structures co-localized with RNAPII, and inhibition of
transcription reversed the induction of G4 without affecting chromatin’s state, thus uncoupling
both components. G4 structures were also associated with perturbed neuronal gene expression
and splicing in AD. We conclude that chromatin-mediated inhibition of L1 sequences transcription

prevents excessive formation of G4 structures in human neurons.
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3.2 Introduction

Nucleosomal histone proteins are regulated by post-translational modifications that can impact
transcription, replication, and repair. BMI1 is a component of the Polycomb Repressive Complex
1 (PRC1). The PRC1 promotes chromatin compaction and gene silencing in part through its E3-
mono-ubiquitin ligase activity mediated by RINGla/b on histone H2A at lysine 119 (H2Aub)
(392,687,725). The PRC1 is recruited to facultative heterochromatin to maintain repression at
developmental and senescence-associated-genes (726—730). BMI1 is also enriched at constitutive
heterochromatin, where it co-purifies with ATRX, HP1, DEK1, and Lamins (731). BMI1 inactivation
in human dermal fibroblasts (HDFs) results in loss of heterochromatin and transcriptional de-
repression of repetitive DNA sequences (731). More recently, reduced neuronal expression of
BMI1 was associated with late-onset sporadic Alzheimer’s disease (AD) (448). Acute BMI1
inactivation in cultured human neurons can also recapitulate AD-associated hallmarks, including
the accumulation of beta-amyloid and hyper-phosphorylated Tau (448). Aged mice hemizygous
for Bmil (Bmi1*/) also develop, along with some progeroid features, AD-like behavioral and
neuropathological phenotypes (447). Furthermore, loss of heterochromatin and genomic
instability at repetitive DNA sequences were described as new molecular characteristics present
in cortical neurons from both Bmi1* mice and AD cases (447,660). Loss of heterochromatin and
transcriptional activation of specific classes of endogenous retroelements occur in
neurodegenerative tauopathies and in animal models of Tau over-expression (732,733). Notably,
advanced aging is the most significant risk factor to develop AD (734,735), and many anomalies
present in AD patient’s neurons in situ, such as relaxed heterochromatin and nuclear envelope

defects, are also considered as hallmarks of aging (734,736—738).

Interestingly, most genetically inherited progeroid syndromes, such as Werner, Bloom, and
Xeroderma pigmentosum, present genomic instability phenotypes. These progeroid disease
genes encode DNA damage and/or repair proteins. More specifically, Werner (WRN), Xeroderma
pigmentosum (XPB, XPD) and Bloom (BLM) gene products encode DNA helicases that can resolve
G-quadruplex (G4) DNA’s secondary structures (also called structured DNA or G-quadruplexes)
stabilized by Hoogsteen hydrogen bonds between guanines (G) (128,135,136). Notably, the DNA-

dependent ATPase and helicase ATRX is enriched at repetitive DNA sequences predicted to form
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G4 structures, and ATRX can physically bind structured DNA in vitro (126). Persistent G4 structures
have been proposed to represent a threat to genomic stability and gene function by interfering
with fork elongation and DNA repair during replication and transcription (161,175,176,739). In
normal physiological conditions, however, G4 structures may be important for the control of gene

expression, maintenance of telomeres, and establishment of replication origins (740).

We report here that putative G4 DNA sequences are significantly enriched in BMI1 chromatin
immunoprecipitation and sequencing (ChlIP-seq) data sets, and that BM/1-deficiency in healthy
somatic cells resulted in the induction of G4 structures following the relaxation of the
heterochromatin. Notably, G4 structures were also found to accumulate in AD neurons in situ and
in vitro, as well as in healthy neurons treated with histone deacetylase inhibitors (HDACi). ChIP-
seq analyses of post-mitotic human neurons using the 1H6 antibody further revealed that about
95% of peaks corresponded to “active” evolutionary conserved Long Interspersed Element-1 (L1)
sequences. Consistently, inhibition of RNA Polymerase Il (RNAPII) could reverse the induction of
G4 structures without altering the chromatin compaction state. Importantly, G4 structures
present at specific loci were found to be associated with perturbed neuronal gene expression and
alternative splicing in AD neurons. These results suggest that chromatin-mediated transcriptional
repression of L1 sequences prevents excessive formation of G4 structures in human neurons,

which otherwise can interfere with normal gene expression.
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3.3 Results

Using public BMI1 ChIP-seq data sets, we annotated all BMI1-enriched chromatin regions and
tested their propensity to form putative G4 DNA structures using the Quadparser algorithm (100).
Using four different sets of Quadparser parameters, we found that BMI1 was significantly
enriched at chromatin regions predicted to form G4 structures independently of the Quadparser
stringency (Fig. 28a). We further investigated whether BMI1 association with G4 motifs was
comparable to that of proteins known to physically interact with structured DNA such as the
ATRX, XPB, and XPD helicases (126,136). We annotated ATRX, XPB and XPD ChIP-seq peaks
alongside BMI1 peaks for the presence of putative G4. While ~45% of ATRX, XPB, and XPD peaks
were associated with putative G4, only ~6% of BMI1 peaks showed the same association (Fig.
28b), suggesting that BMI1 does not bind G4 structures but is rather enriched at chromatin
regions with propensity to generate G4. We also analyzed the ChlIP-seq peaks obtained with the
BG4 antibody, which recognizes G4 structures. As reported, we found that ~60% of BG4 peaks
contained a putative G4 DNA sequence (Fig. 28b) (741). Next, we compared the putative G4 DNA
sequences contained in the BG4, XPB, and the BMI1 peaks. Surprisingly, while ~30% of the
putative G4 DNA sequences linked by BG4 were enriched for XPB, only 0.05% were enriched for
BMI1 (Fig. 28c). Similarly, only 0.15% of the putative G4 sequences bound by XPB were enriched
by BMI1 (Fig. 28c). Since BG4 peaks were reported to be predominant at the promoter of actively
transcribed genes, these results suggested that BMI1 peaks containing putative G4 DNA

sequences are rarely present in actively transcribed regions.

To test the possibility that the BMI1 function is required to prevent the formation of G4
structures, we used the 1H6 and BG4 antibodies, which recognize G4 structures (108,741). In early
passage normal HDFs, we noticed that the baseline level of 1H6 and BG4 immuno-reactivity was
relatively low (Fig. 28d, Fig 29b). However, we observed a robust nuclear and modest cytoplasmic
immunoreactivity for 1H6 and BG4 in BMI1 knockdown HDFs (shBMI1) (Fig. 28d, Fig 29b),
suggesting accumulation of both G4 DNA and G4 RNA structures (107,111). To test for the
specificity of the signal obtained, we fixed naive cells with paraformaldehyde and then exposed
them to HCI, an agent that denatures DNA’s secondary structure. HCL is commonly used in

transmission electron microscopy and immunohistochemistry on paraffin sections. We found that
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HCL treatment resulted in non-specific immuno-labeling when compared to cells retaining a
native chromatin state (Fig. 28d, Fig 29b). This revealed that G4-specific antibodies should only
be used on cells with native chromatin. Pyridostatin is an agent that stabilizes spontaneously
forming G4 structures, and we found that 1H6 immuno-labeling was significantly increased after
exposing HDFs to pyridostatin (Fig. 28e) (142). To further validate our observations, we performed
co-localization studies with an antibody against the Werner (WRN) helicase. WRN is predicted to
bind and unwind G4 structures (130,742,743). In control HDFs, WRN and 1H6 levels were low and
did not co-localize (Fig. 28f and Fig. 29c). They were, however, significantly induced after BMI1
knockdown or after exposition to pyridostatin (Fig. 29c¢). In both cases, 1H6 and WRN presented
a very high coefficient of co-localization (Pearson correlation: 0.79 for shBMI1; 0.70 for shScr +
pyridostatin) (Fig. 28f). Relatively strong co-localization between 1H6 and XPB or 53BP1 (but not
XPD) was also observed (Fig. 28f and Fig. 29c). Importantly, G4 structures were not detected with
1H6 after treatment of HDFs with 10Gy of gamma radiations, which induce DNA double-strand
breaks (Fig. 28g) (744). Taken together, these experiments suggested that nuclear foci visualized

using the 1H6 antibody represent genuine G4 structures.

Given that BMI1 is enriched at heterochromatin, and that BMI1 deficiency results in loss of
heterochromatin compaction (731), we reasoned that BMI1 activity may counteract the induction
of G4 structures through chromatin compaction. The H3K9me3 histone mark is enriched at
constitutive heterochromatin (closed) regions, while the H3K9ac histone mark is enriched at
euchromatin (open) regions. Accordingly, loss of H3K9me3 nuclear foci was observed in HDFs 16h
after transfection with a BM/1-targeting shRNA vector (Figs. 28h and 30a). Notably, we found that
nearly all 1H6 foci induced following BMI1 knockdown did not co-localize with H3K9me3 (Fig. 28h,
Pearson coefficient correlation of -0.135). In contrast, H3K9ac signal intensity was increased upon
BMI1-knockdown (Figs. 28h and 30a), and a significant positive correlation (Pearson coefficient
correlation of 0.25) was observed between 1H6 and H3K9ac labeling (Fig. 28h) (745). This
suggested that the induction of G4 structures may be associated with chromatin relaxation. To
test our hypothesis, we used HDACi, which leads to chromatin relaxation by preventing the
deacetylation of histones (745,746). We found that HDFs treated with Sodium Butyrate (SB) or

Trichostatin A (TSA) displayed rapid induction of G4 structures within 2h, which was markedly
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preceded by robust elevation of H3K9ac levels (Figs. 28i and 30 b-d). Pearson correlation analyses
at 2h revealed a near-perfect correlation between H3K9ac and 1H6 labeling, suggesting that most

G4 structures were induced following histone acetylation (Figs. 28i and 30 b-d).

To test if Bmil knockout was also associated with the formation of G4 structures, we analyzed
Bmil7- mice. The Bmil protein is expressed in post-mitotic retinal neurons (Fig 31a), including
cone photoreceptors. Cones from Bmil7- mice present reduced heterochromatin compaction at
post-natal (P) day 25 (286,443). In wild type (WT) mice, we found that the baseline level of 1H6
was low in all retinal neurons (Figs. 28j and 31a). In contrast, nuclear 1H6 immunoreactivity was
high in S-opsin positive cones of Bmil”/- mice (Figs. 28j-white arrows and 31a). Notably, 1H6
induction in Bmil”- cones also correlated with an increased H3K9ac level (Fig. 31b-white arrows).
Interestingly, 1H6 was also induced in cones from Bmil”- mice at P1 (Fig. 31c), thus before the
onset of retinal degeneration (443). These results suggested that chromatin compaction prevents

excessive formation of G4 structures in both human and mouse cells.
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a. Showed is the proportion of BMI1 ChlIP-seq peaks containing a putative G-quadruplex motif
according to the Quadparser algorithm and using four independent sets of parameters. Top: color
gradient indicating the stringency of the Quadparser parameters. G4, G-quadruplex; 1 Gray et al.
2014 parameters (747); 2 Gray et al. 2014 and Zizza et al. 2016 (178); 3 Law et al. 2010 (126); P-

123



value: probability value based on generating six sets of 3,542 randomly positioned probes and

annotated for G4 motifs.

b. The proportion of ChIP-seq peaks for XPB, XPD, ATRX, and BMI1 containing a putative G-
quadruplex motif according to the Quadparser algorithm. Gray et al. parameters were used to

annotate all ChlP-seq datasets. G4, G-quadruplex.

c. Venn diagram for BMI1, XPB, and BG4 (G4-seq) chip-seq peaks co-localizing with a putative G-

guadruplex according to Gray et al. Quadparser parameters.

d. Formaldehyde fixed HCA2 cells infected with shScramble or shBMI1 viruses, or denaturated
using 3M of HCIl, were immunolabeled and counterstained with DAPI and 1H6 antibody. These
antibodies were used to detect G-quadruplexes structures. The graphs show the quantification of
1H6 signal intensity in each cell with the relevant t-test. P <0.05%, <0.01**, <0.001***. Scale Bar:

10 pm

e. Formaldehyde fixed HCA2, treated for 16h with vehicle (DMSO) or 5 uM of pyridostatin
(pyrido), were immunolabeled and counterstained with DAPI. The 1H6 antibody was used to
detect G4 structures. Scale Bar: 10 um. The graphs show the quantification of 1H6 signal intensity

in each cell from Fig. 1E with the relevant t-test. P < 0.05%*, <0.01**, <0.001***,

f. Pearson correlation between 1H6 and various helicases co-localization was calculated from the

immunofluorescence pictures (see Figure 29C).

g. 10 Gy irradiated HCA2 cells were fixed then immunolabeled and counterstained with DAPI. The
graphs show the quantification of 1H6 and 53BP1 signal intensity in each cell. An average of 150
cells was analyzed per condition with the relevant t-test. P <0.05%*, <0.01**, <0.001***, Scale Bar:

10 pm

h. Formaldehyde fixed HCA2 cells infected with shScramble or shBMI1 viruses were co-
immunolabeled with 1H6 and H3K9me3 or H3K9ac antibodies and counterstained with DAPI.
Pearson correlation between 1H6 and various histone modifications co-localization was
calculated from the immunofluorescence pictures. The scatter plot was then divided by a K-means

clustering using 3 groups, and the Pearson coefficient is indicated on the graph. Scale Bar: 10 um.
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i. Immunofluorescence pictures of HCA2 cells treated with 10 umol/mL SB for the indicated time.
Pearson correlation study of the co-expression between 1H6 and H3K9ac at the 2h time point.
Plotted in a scatter graph with the Pearson coefficient indicated on the graph. An average of 150

cells was analyzed per condition. See more quantification in Figure 30 D Scale Bar: 40 um
P <0.05*, <0.01**, <0.001***. All values are means + SEM.

j. IF analyses on WT and Bmil7- mouse retinal sections at P10 using the 1H6 and anti-S-Opsin
antibodies. S-cone photoreceptors with the induction of G4 are showed (white arrows). Scale

bars: 12um
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a. HCA2 cells were infected with the shScramble or shBMI1 viruses together with a BMI1myc DNA
construct that was shRNA-resistant. 72 hours later, paraformaldehyde-fixed cells were
immunolabeled and counterstained with DAPI. Cells positive for the BMI1lmyc construct are
indicated (white arrow). Note the rescue of H2Aub and H3K9me3 in shBMI1 cells, also expressing

the shRNA-resistant BMI1lmyc construct. Scale bar: 15um.

b. Formaldehyde fixed HCA2 cells infected with shScramble or shBMI1 viruses, or denaturated
using 3M of HCI, were immunolabeled and counterstained with DAPI and BG4 antibody. These
antibodies were used to detect G-quadruplexes structures. The graphs show the quantification of
BG4 signal intensity in each cell with the relevant t-test. P < 0.05*, <0.01**, <0.001***. Scale Bar:

10 um

c. Formaldehyde fixed HCA2 cells were co-immunolabeled with 1H6 and antibodies against
various helicases, counterstained with DAPIl. Crop with higher magnification of the area is

indicated by the square. Scale Bar: 10 um
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Figure 30. Chromatin relaxation induces the formation of G4 structures

a. Quantification of the H3K9me3 and the H3K9ac signal from Figure 28l. BMI1 knockdown

resulted in decreased H3K9me3 level and increased H3K9ac level. Statistical differences were

analyzed using unpaired T-test with two tails.

b. Quantification of the H3K9ac and 1H6 nuclear signal in the cells that were treated with sodium

butyrate in Figure 28J. Statistical differences were analyzed using unpaired T-test.
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c. Immunofluorescence pictures of HCA2 cells treated with 5ng/mL of trichostatin A for the time

indicated. Scale bar: 35 um.

d. Mean signal intensity of 1H6 and H3K9ac in each nucleus were measured and plotted in a box

and whisker graph. Statistical differences were analyzed using unpaired T-test with two tails.

e. Pearson correlation study of the coexpression between 1H6 and H3K9ac at the 2h time point
plotted in a scatter graph with the Pearson coefficient indicated on the graph. P <0.05%, <0.01**,
<0.001***,

um. P <0.05*, <0.01**, <0.001***,
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a. IF analyses on WT and Bmil”- mouse retinal sections at P10 using the 1H6 and anti-S-Opsin
antibodies. Crop with higher magnification of the area indicated by the respective dashed

rectangles are presented in Figure 1.E. Scale bars: 40um

b. IF analyses on WT and Bmil”- mouse retinal sections at P10 using 1H6, anti-H3K9ac, anti-
H3K9me3, and anti-S-Opsin antibodies. Photoreceptors were labeled with H3K9ac or H3K9me3

antibodies (white arrows). Scale bars: 12um

c. IF analyses of WT and Bmi17- mouse retinas at P1 using 1H6 (G4) and anti-S-Opsin antibodies.
Crop with higher magnification of the area indicated by the respective dashed rectangles (at the
bottom). S-cone photoreceptors with the induction of G4 structures are shown (white arrows).

Scale bars: 40um (top); 12um (at the bottom)

d. IF analyses of WT and Bmil-/- mouse retinas at P10 using the cell cycle markers anti-Ki67 and
anti-PCNA and anti-S-Opsin (s-cone photoreceptors marker) antibodies. Positive control staining:
positive cells for Ki67 and PCNA staining in the retinal ciliary margin (white arrows). Scale bars:

40um

3.3.1 Re-establishing chromatin compaction reverses accumulation of G4

structures in AD neurons

Considering that BMI1 expression is reduced in AD brains and neurons (448), we tested whether
the above findings were relevant to AD. We first evaluated the presence of G4 structures in BMI1
knockdown human neurons, an experimental cellular model of AD (448). We found that BMI1
knockdown neurons showed reduce H3K9me3 levels, which correlated with the robust
accumulation of G4 structures (Fig. 32a). Using frozen brain sections from the hippocampus of
elderly controls and AD cases, we found that G4 structures also accumulated in AD neurons in
situ (Fig. 32b). Likewise, iPSC-derived neurons from two distinct AD cases showed increased
H3K9ac levels that correlated with the accumulation of G4 structures (Figs. 32c, 33a, b). DNA
damage accumulates in AD neurons in situ (447), and 53BP1 nuclear foci label DNA damage (748).

By performing a time-course study, we observed that AD neurons showed an accumulation of G4
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structures at day in vitro (DIV) 14, thus before the appearance of 53BP1 nuclear foci at DIV30 (Fig.
32d). 1H6 also did not co-localized with 53BP1 (not shown), suggesting that G4 structures present

in AD neurons are not associated with DNA damage.

We performed high-resolution confocal microscopy and 3D reconstruction analyses on AD
neurons to reveal the subcellular localization of G4 structures. G4 structures were found to be
abundant around the nucleolus and at interspaced puncta located at the nuclear periphery,
suggesting accumulation at the nucleolar heterochromatin and at lamina-associated domains
(LADs), respectively (Fig 32e) (749,750). Using the neuronal marker Blll-tubulin, we also confirmed
that G4 structures observed in AD cultures were predominant in neurons (Fig. 33a). We further
investigated if the modulation of chromatin structure could improve the observed phenotype.
Tau over-expression in neurons is sufficient to induce heterochromatin relaxation, and GSK3b is
the primary kinase that phosphorylates Tau in AD (660,751,752). Likewise, p53 accumulates in AD
neurons, and p53 can initiate heterochromatin relaxation by inhibiting the expression of the
histone Lys9 tri-methyltransferase SUV39H1 (448,753). We thus treated control and AD neurons
for 24h with CHIR99021 (a GSK3b inhibitor) or pifithrin-alpha (a p53 inhibitor) (Fig. 32f). We found
that both treatments significantly reduced H3K9 hyper-acetylation and the accumulation of G4
structures in neurons from two unrelated AD cases (Figs. 32f and 33b-d), revealing that re-

establishment of chromatin compaction is sufficient to rescue the G4 phenotype.
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Figure 32.
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Re-establishing chromatin compaction reverses the accumulation of G4 structures in AD

a. IF analysis showing that BMI1 knockdown in human neurons results in loss of heterochromatin

(H3K9me3) and induction of G4 DNA structures (1H6). Scale bar: 35 um.

b. IHC analysis on frozen human brain sections (frontal cortex) showing 1H6 immunoreactivity in

AD patient’s neurons.
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c. IF analysis showing G4 DNA structure (1H6) induction and histone H3 acetylation (H3K9ac) in

AD neurons. Scale bar: 35 um.

d. Quantification of IF results showing G4 DNA induction in AD neurons that occurred before
53BP1 accumulation. Statistical differences were analyzed using an unpaired T-test with two tails,

and the result is shown on the graph. P < 0.05%, <0.01**, <0.001***.

e. High-magnification IF analysis showing G4 DNA structures at the nuclear membrane (white
arrows) and nucleolar (n) periphery (orange arrows) in AD neurons. This phenotype can also be

visualized using 3D reconstruction. Scale bar: 10 um.

f. Schematic of the method used to produce iPSC-derived neurons (top image). Control (Ctrl) and
AD iPSC-derived cortical neurons were treated for 24h with an inhibitor of GSK3B (CHIR99021) or
an inhibitor for p53 (pifithrin). They were then labeled with the 1H6 and H3K9ac antibodies and
counterstained with DAPI prior to immunofluorescence analysis. Mean 1H6 or H3K9ac
fluorescence intensity/cell was quantified and plotted in a whisker and box plot. Statistical
differences were analyzed using an unpaired T-test with two tails. P <0.001***. All values are

means + SEM.
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Figure 33. The formation of G4 structures can be reversed by re-establishing chromatin compaction

a. IF analysis showing that 1H6-positive cells in AD cultures are Blll-tubulin-positive neurons. Scale

bar: 35 um.
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b. IF analyses of iPSC-derived control (Ctrl) and AD2 cortical neurons. Mature neurons were
treated for 24h with an inhibitor of GSK3B (CHIR99021) or an inhibitor for p53 (pifithrin), then
labeled with antibodies against 1H6 and H3K9ac. Scale bar: 34 um.

c. IF analyses of iPSC-derived control (Ctrl) and AD1 cortical neurons. Mature neurons were
treated for 24h with an inhibitor of GSK3B (CHIR99021) or an inhibitor for p53 (pifithrin), then
labeled with antibodies against 1H6 and H3K9ac. Scale bar: 34 um.

d. Mean 1H6 or H3K9ac fluorescence intensity/cell was quantified and plotted in a whisker and
box plot. Statistical differences were analyzed using an unpaired T-test with two tails. P

<0.001***_ All values are means + SEM.

3.3.2 1H6 peaks present high similarities with canonical and non-canonical G4

sequences
In order to localize G4 structures on the human genome, we performed ChlP-seq using the 1H6
antibody on control and AD neurons at DIV30 (448). We identified 1389 peaks in AD neurons and
1165 peaks in control neurons. Enrichment of 1H6 within the peaks was significantly higher in AD
neurons (Figs. 34a and 35a). Peaks in AD neurons were also significantly larger than in controls,
covering 0.6% of the human genome, compared to 0.2% (Fig. 34b). While most of the peaks in
control neurons were represented in AD samples (Fig. 35a), cluster 1 from the AD peaks showed
no enrichment in control neurons, revealing a large subgroup of AD-specific peaks (Fig. 34a). Venn
diagram distribution revealed that out of the 1389 AD peaks, 737 peaks were AD-specific, and
558 were shared with control neurons. Out of the 1165 control peaks, 504 peaks were control-
specific, and 609 were shared with AD neurons (Fig. 34c). The discrepancy in the number of peaks
shared by both groups was explained by the occasional presence of two control peaks within a

very large and unique AD peak.

We observed by immuno-fluorescence that most G4 structures induced in AD neurons localized
at LADs. Bioinformatic analysis of ChlP-seq data further revealed that ~40% of 1H6 peaks

colocalized with constitutive LAD domains (cLADs) and ~25% with facultative LAD domains (fLADs)
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(Fig. 34e) (754). AD peaks were also found to colocalized more with cLADs than control peaks.
Hence, ~65% of AD peaks indeed colocalized with cLADs or fLADs. The observed percentage could
not be explained by the coverage of these domains on the genome since cLADs, and fLADs

represent 49.7% of the human genome (Fig. 34f).

Next, we compared all 1H6 peaks with the canonical G4 motif. The most stringent predicted
canonical G4 sequence contains 4 interspaced repeats with at least 3 guanines/repeat, the
guanine repeats being separated by a loop of 1-12 nucleotides (93). This revealed that 61% of 1H6
peaks in AD neurons and 53% of 1H6 peaks in control neurons colocalized with a predicted
canonical G4 sequence (Fig. 35b). Importantly, these values presented a Z-score nine times higher
than a random distribution of the peaks on the human genome (Fig. 35c). Annotation of all 1H6
peaks revealed that ~¥38% were located within gene bodies, ~20% at enhancers, and ~5% at CpG
islands (Fig. 34d). We also analyzed all peaks using an unbiased motif discovery algorithm. We
found that the most statistically significant motifs discovered by MEME Suite contained
interspaced G repeats predicted to form non-canonical G4 structures (Figs. 34g, h, and 35e)
(755,756). When probed with a QGRS finder (Quadruplex forming G-Rich Sequences) (757), these
motifs presented a G-score of 34 (758). When analyzing with MEME the peaks that did not
colocalize with a canonical G4 sequence (~45% of all peaks), we found that the most statistically
significant motifs also contained interspaced G repeats predicted to form non-canonical G4
structures (Fig. 35f). These results indicate that most epitopes recognized by the 1H6 antibody in

the ChlIP-seq experiment corresponded to structured DNA.
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Figure 34. 1H6 peaks present high similarities with canonical and non-canonical G4 sequences

a. Heatmap of 1H6 ChIP-seq enrichment from AD neurons or control neurons centered on AD
peaks with a +/- 10 Kb. K-means clustering highlighted on the right was done using the AD

enrichment.

b. Histogram showing the percentage coverage of 1H6 peaks and predicted G4 sequences on the

entire human genome.

c. Venn diagram shows the number of specific AD peaks and those that are shared with a Ctrl
peak and a diagram that shows the Ctrl peaks that are specific and those that are shared with an

AD peak.
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d. Repartition of 1H6 peaks and predicted G4 sequences on the genome. A permutation test was
performed for each combination in order to calculate the significance. A total of 1000 permutated

sets of probes were randomly generated and annotated for the different parts of the genome.

e. graph showing the percentage of colocalization between 1H6 peaks and LAD domains or non

LAD domains.
f. A pie chart showing the repartition of the genome between LAD domains and non LAD domains.

g. MEME analysis on all the ChIP-seq combined on the neurons showing the top three motifs E-
Value associated with them, the number of QGRS (Quadruplex forming G-Rich Sequences) and

the highest G-score associated with these sequences.

h. MEME analysis on the 1H6 peaks of Ctrl or AD neurons showing motifs that can form a G4
structure with the E-Value associated with them, the number of QGRS, and the highest G-score

associated to these sequences.
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a. Heatmap of 1H6 ChIP-seq enrichment from AD neurons or control neurons centered on the Ctrl

peaks with a +/- 10 Kb. K-means clustering highlighted on the right was done using the Ctrl

enrichment.

b. A pie chart showing the percentage of AD or Ctrl peaks that contain a G4 canonical sequence

predicted by the Quadparser.
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c. Permutation test on the colocalization between the 1H6 ChIP peaks and the G4 predicted
sequences. A total of 1000 permutated sets of probes were randomly generated and annotated

for G4 predicted sequences.

d. Heatmap of 1H6 ChIP-seq enrichment from AD neurons or control neurons centered on
predicted G4 sequences +/- 10 Kb. K-means clustering highlighted on the right was done using

the AD enrichment.

e. MEME analyses of the peaks that colocalized or not with a predicted G4 sequence, the

corresponding E-value is shown for each motif.

f. Venn diagram showing the distribution of AD peaks in regard to containing or not: Ctrl peak or
a predicted G4 sequence. For each category, a MEME analysis was performed, and a motif that
can form a G4 structure was shown with the E-Value associated with them, the number of QGRS,

and the highest G-score associated with these sequences.

3.3.3 1H6 peaks correspond to evolutionary conserved L1 sequences

Using bioinformatic analyses, we found that the best clustering approach to segregate 1H6 peaks
was obtained when testing for the enrichment of repetitive elements. Indeed, upon annotation
of all peaks for the presence of repetitive elements, we found that Long Interspersed Elements
(LINEs) were present in 95% of peaks from control neurons and in 98% of peaks from AD neurons
(Fig. 36a). Furthermore, 75% of the peaks also contained at least one Short Interspersed Element
(SINE) (Fig. 36a). Notably, the L1 family was the most enriched for LINEs, and the ALU family was
the most enriched for SINEs (Fig. 36b-c). The enrichment for LINEs and SINEs in all 1H6 peaks was
much higher than the theoretical percentage obtained when searching for LINEs and SINEs in all
predicted G4 sequences of the human genome (Fig. 36a-c). These differences in enrichment could
also not be accounted for by a difference in genome coverage between the mean of control and
AD 1H6 peaks (~0.3%) and all predicted G4 sequences (~0.3%) (Fig. 34b). Among the L1 family,
the LIPA3, LIPA2, LIM5, and LIMC4 sequences were the most represented (Fig. 36d). Among the

ALU family, the AluSx, AluY, AluSz, and AluSxz sequences were the most represented (Fig. 37a).
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Remarkably, when searching for predicted G4 motifs in the consensus sequences for these
repetitions, we found that each contained at least three canonical G4 sequences (Figs. 36e and

37b).

Considering the above findings, we investigated the presence of LINEs or SINEs in intragenic 1H6
peaks. Notably, a unique peak was identified in both control and AD neurons between exons 13
and 14 of the Amyloid beta-precursor protein (APP) gene. In AD neurons, the peak was much
larger than in control neurons, spanning two extra-canonical G4 sequences (Fig. 36f). We also
noticed the presence of two regions with very high reads density within this unique peak (Fig. 36f-
boxed peaks in red). Further analysis revealed that these regions contained four non-canonical
G4 sequences presenting a relatively high G4 score (Fig. 36f). Strikingly, we found a near-perfect
match between the presence of a broad intragenic 1H6 peak and the presence of a unique and
evolutionary conserved L1 sequence at the APP locus and all other tested loci (Figs. 36f and 37c).
While SINEs were frequently present within or close to 1H6 peaks, they were not as predominant
as L1 sequences (Figs. 36f and 37c). Noticeably, the presence of “bystander” SINEs apparently
accounted for the enlarged 1H6 peak found in AD neurons at the APP locus (Fig. 36f). These
findings suggested that evolutionary conserved L1 sequences represent the source of about all

G4 structures detected in healthy and AD neurons.

Evolutionary conserved L1 sequences are the only LINEs with intact internal promoters, allowing
them to be transcribed by RNAPII. To test if the formation of G4 structures was dependent on
transcription, we treated control and AD neurons with the RNAPII inhibitor DRB for 8 hours prior
to immunofluorescence analysis (Fig. 36g). We found that inhibition of RNAPII mildly impacted
G4 structures in control neurons, but dramatically reversed the accumulation of G4 structures in
AD neurons (Fig. 36g). Accordingly, the 1H6 signal largely co-localized with that of RNAPII in AD
neurons (Pearson correlation analysis: 0.63) (Fig. 36h). To confirm this, we treated control
neurons with HDACi or HDACi + DRB. While HDACi treatment resulted in the induction of G4
structures and H3K9 acetylation, the addition of DRB prevented the induction of G4 structures
independently of H3K9 acetylation (Figs. 36i and 38a). Comparable results were obtained with AD
neurons (Fig. 38b). These results thus distinguished RNAPII-mediated G4 induction from

chromatin relaxation.

142



a b c
100 % LINE 100 7 SINE
Ctrl peaks 100+ s Ctrl peaks EE Ctrl peaks
0% EH AD peaks o 5ol : E= AD peaks ° 807 EZ3 AD peaks
2 E3 predicted G4 g § 4 E predicted G4 g E3 predicted G4
c 60 c HE £ 60+
o @ 1k @
¢ g ; ; o
@ 40 [ | D 40
o o i o
20 S 20+
o8 % 0- - - ~t
st N
hd 3 o § &
d e
L1 Ctrl L1 AD
EL1PA3 BL1M5 orf2 L1PA3_3end L1MEC_5end L1MC4_3end

IUMEC

AL = ”; .HEQS 5 ?l/‘- 0 |1T Isza:s 0 Ti T 902 ?L : 2527 uﬂTWITL Tzrss

0*1

:HMAEE :?///ﬂ § lL PA4 %///m\§ i © G4 in+strand @ G4 in - strand

HL1PA16 HL1HS
— = = e — — — = e
G g g 4 b " T 5 . 292KB | i ; A .
1 1
' '
g = L
' '
' '
Ctrl bk . ) " a L "
1 — ]
' '
G4 1 H I 1 I [ 1 1 | (I} 1 1 1
' '
LINE T - i i ' i e ' o ' L]
SINE ] nworrmi \: n N I Y R N A I\:I\ e 1 I 1 L LR | 1111V Y I mreunirn rtumi e i m mn tewnnn rrmer o
_____ !
APP ;7 56kB__ TRttt
“exon 15 exon 14 B T R S RS AR i exon 13
] 1
AD a - - 'Y : --IJ‘LI - : e A = 13 - A1 - b - = -
H :
Crl . . . AP e N ———
: — :
G4 I T
LINE P 1 [1} L] ami [} 1 ]
SINE L] LI ] 1 . LI | am ] L L] - - "n n L] 1 L] LL I ) L]
G-score
>, 1 B GGTACAAGGAGGAACTGG 32
2Bl GGTTCATCCCTGGGATGCAAGGCTTGG 29
3 B GGAATCCAACTTACAAGGGATGTGAAGGACCTCTTAAAGG 30
P = 4 B GGACACAAACAAATGGAAGAACATTCCATGCTCATGGGTAGG 20
g | 1H6 H3K9ac
Pearson correlation: 0.63 aen  wwe
10000: 20000:
o 15000 s e 5 L 1]
9] REoo | . . L8000 15000
< 1o000-  of Wi 2
- o B - £ 6000
0 : Tl TS 10000
< 13000 = k) - - = 4000
. -
0 ¥ . . @ 5000
4 12000+ YRR ] < 2000:
& ™tz |T
* W0 sto 100 1ak0 15600 b o r o o
1H6 T E < &
' &
& &

Figure 36. 1H6 peaks correspond to evolutionary conserved L1 sequences
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a. Histogram showing the distribution of 1H6 peaks and predicted G4 sequences within families
of repetitive elements present in the human genome. One peak can contain a combination of
various repeat elements. A permutation test was done for each combination in order to calculate
the significance. A total of 1000 permutated sets of probes were randomly generated and

annotated for the repeat elements.

b. Histogram showing the distribution of 1H6 peaks and predicted G4 sequences within members
of the LINE family. One peak can contain a combination of various repeat elements. A
permutation test was done for each combination in order to calculate the significance. A total of
1000 permutated sets of probes were randomly generated and annotated for the repeat

elements.

c. Histogram showing the distribution of 1H6 peaks and predicted G4 sequences within members
of the SINE family. One peak can contain a combination of various repeat elements. A
permutation test was done for each combination in order to calculate the significance. A total of
1000 permutated sets of probes were randomly generated and annotated for the repeat

elements.

d. Pie chart showing the repartition of repeats from L1 sequences-the most represented LINE

family in AD and Ctrl peaks.

e. Graphical representation of the position of all predicted G4 sequences prevalent in the L1

family. The consensus sequence for each sub-classes of L1 was used.

f. Physical map showing enrichment of 1H6 peaks (red: AD neurons; green: Ctrl neurons) within a
unique region of the APP locus and spanning 6-7kb of genomic DNA. Predicted canonical G4
sequences are shown in blue. LINEs and SINEs present at the APP locus are represented in shades
of greys. The shade of greys within LINEs or SINEs reflects their degree of conservation, with black
being the most conserved. Lighter shades indicate the presence of base mismatch, base deletion,
and base insertion. A zoom of the peak is represented and showing two regions of high reads and
containing several G4 motifs. We used the Quadparser algorithm to measure the corresponding

G-score of each motif.
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g. Immunofluorescence analysis of iPSC-derived neurons treated or not with DRB for 8h, as
presented in (H). Neurons were fixed with paraformaldehyde and immunolabeled with 1H6
before counterstaining with DAPI. The associated graphs show the quantification of 1H6

fluorescence intensity/cell. All values are means + SEM. *** P < 0.001, Student’s unpaired t-test.

h. Formaldehyde fixed AD neurons were immunolabeled with RNAPIl and 1H6, and
counterstained with DAPI. A zoom of a single cell is shown. Pearson correlation analysis was

conducted on the AD samples. This revealed a strong correlation (0.63) between RNAPII and 1H6.

i. Mean signal intensity of 1H6 and H3K9ac in the nucleus from neurons treated with HDACi, or
HDACi + DRB. Values were measured and plotted in a box and whisker graph. Statistical
differences were analyzed using unpaired T-test with two tails. Scale bar: 35 um. P < 0.05%,

<0.01**, <0.001***, (see Fig. 38a)
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Figure 37. SINEs contain predicted G4 sequences
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a. A pie chart showing the repartition of the repeats from ALU, the most represented SINE family

in the AD and control peaks.

b. A visual representation showing the predicted G4 sequences on the consensus sequence of the

repeats that are prevalent in the ALU family.

c. Physical maps showing enrichment of 1H6 ChIP-seq in two different gene bodies and the
corresponding identified peaks. Along with the 1H6 enrichment, we plotted the repeat elements
LINE and SINE with, the color of these repeats reflects their conservation with black being the
most conserved and lighter shades indicate the presence of base mismatch, base deletion, and

base insertion.

a Ctrl HDACI HDACi + DRB

b Ctrl AD + DRB

.. H -;;; : .Ir.h

Figure 38. Transcription inhibition can rescue the G4 structures phenotype.
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a. Ctrl neurons were treated with HDACi or HDACi and DRB, then fixed with formaldehyde. These

cells were immunolabeled with H3K9ac and 1H6, counterstained with DAPI.

b. Ctrl or AD neurons treated for 24h with DRB then fixed with formaldehyde. These cells were
immunolabeled with RNAPOL Il and 1H6, counterstained with DAPI. Scale bar: 35 pum.

3.3.4 Induction of G4 structures perturb splicing and gene expression in AD

neurons

To evaluate the biological significance of our findings, we performed a Gene Ontology (GO)
analysis of genes associated with 1H6 peaks. Among the 139 control-specific peaks associated
with a gene (i.e. lost in AD), there was no pathway enrichment. Among the 259 genes with peaks
common to control and AD neurons (i.e. common peaks), there was an over-representation of
genes involved in deubiquitination (Fig. 39a). Among the 269 AD-specific peaks associated with a
gene (i.e. gained in AD), there was a general over-representation of genes involved in cell-cell
adhesion, axonal projection, neurogenesis, and synaptogenesis (Fig. 39a). Notably, comparative
RNA-seq analysis of control and AD neurons revealed that a subset of genes with intergenic or
intragenic peaks presented modified splicing events (Figs. 39b, ¢, and 40a). In the first scenario
(lost in AD), a single intergenic peak between SMNI1 and NAIP was lost in AD neurons. This
resulted in cryptic splicing and/or transcription from SMN1 over the adjacent NAIP locus, possibly
explaining the presence of aberrant and larger SMN1 protein isoforms in AD neurons (Fig. 39b,
d). In the second and third scenarios (common peaks and gained in AD), the presence of a single
intragenic peak was found to be closely associated with alternative splicing of minor isoforms
and/or exon exclusion events, possibly explaining perturbations in APP, DNAH6 and ANO4 protein
isoforms observed in AD neurons (Fig. 39b, d). Efficient exon splicing can be associated with
increased gene expression, while exon exclusion results in the opposite trend, a process called
exon-mediated activation of transcription starts (759). Additionally, G4 structures located in
intragenic regions have been shown to represent an obstacle to transcriptional elongation,
resulting in reduced gene expression (760). To test if our results matched any of these models,

we super-imposed those genes associated with aberrant splicing events over a Volcano plot
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distribution of all genes differentially expressed between control and AD neurons. We found that
a large proportion of genes associated with aberrant splicing events were also significantly
downregulated in AD neurons (common peaks, P = 0.0078; gained in AD, P = 0.002). These results
suggested that intergenic G4 structures may sometime work as “gene insulator” elements in
normal conditions, and that excessive formation of intragenic G4 structures can perturb

alternative splicing and gene expression in AD neurons.
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a. Venn diagram and gene ontology analysis of genes associated with peaks common to both AD
and Ctlr neurons or specific for AD neurons (AD). The most significant pathways are indicated on

the diagram along with the respective P-value.

b. Sushi plot of three different loci containing a 1H6 peak and associated with a differential
splicing event. Exons are represented as blue boxes. The red lines represent a peak found in AD
neurons; the green lines represent a peak found in control (Ctrl) neurons green. Loss of the
intragenic peak in AD neurons between the SMN1 and NAIP genes is associated with the
formation of cryptic fusion transcripts. The common peak found at the APP locus (but increased
in AD) is associated with the loss of some minor isoforms in AD neurons. The unique peak gained
in AD neurons at the DNAH6 locus is associated with loss of minor isoforms and a large splicing

gap in AD neurons.

c. Table showing the number of genes containing a 1H6 peak, as well as the number of genes that
entailed a differential splicing event associated with a 1H6 peak. The splicing events were

subdivided into the loss of a minor isoform or formation of a gap junction.

d. Western blot analyses of Ctrl and AD neurons. GAPDH and ponceau were used as normalizers.

Black arrows indicate differentially expressed protein variants.

e. Volcano plot showing differential gene expression between Ctrl vs AD neurons using RNA-seq.
Superimposed in red are genes containing a G4 peak and associated with an abnormal splice
event. Note that genes in the second and third volcano plot (i.e. common and gained in AD) are
significantly downregulated. For each gene distribution (red dotted ovals), a P-value was

calculated using the binomial distribution, knowing that 51% of the genes were downregulated.

151



a Peaks lost in AD ' Common peaks » _ Peaks gained in AD

' arp AD2—=T—il. b

AD2" =y AD2 =fcpur D i
AD2- o~ 8 AD2- Af | = AD2.-
. b Ctril -, A —— — a — oy —~—
Ctrl1 . i '“.LU”»' dk oo = Ctrl1 = i ;,J’
s . e ] — |~y | o = —_
(0711 T — TRl Ctrl] = ey - == Ctrl1 = =Seia -
Ctri2= e Ctriz- A ° o] P e — 1l
Ctrl2 Lol B Ctri2 ;Cu:"-‘ﬁlvf_______an*j_-_i a N L0 () #m—re— e w— C;C; —
gene  NR_121606 FAM27B gene .. ?FA_F’IS4‘ S gene ANO4
AD peak '!!- L] '!“I_ AD peak AD peak IIIIIIIII —
. FAM27E3 ) ’ :
ctl  AD — ctl  AD - ctdl  AD D3 ctl  AD KDa
- 200 = 200 = 200
- igg . = 150 = 150 - 153
- = e - }gﬂ - 100 S - }
. = = = —— -
g -0 o T M-y 3 & v == == .
= L —— - 37 O . o - o) -
- < % % =
] D . L T L
- 20 - 20 o - 20
- 20 "
= 10 - 10 . s 4 - 10

Figure 40. G4 structures affect the splicing of genes

a. Sushi plot of three different genes containing a 1H6 peak and having a differential splicing
event. The blue line represents the genes with the exons, followed by the lines that represent the

1H6 peak (red: AD neurons; green: Ctrl neurons).

b. WB analysis of some of the identified proteins in Fig. 39C.
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3.4 Discussion

We reported here that BMI1 inactivation in human cells or mouse photoreceptors resulted in
heterochromatin relaxation and induction of G4 structures. A similar phenotype was observed in
AD neurons. Loss of chromatin compaction in general, as shown using HDACi, also resulted in the
induction of G4 structures. Conversely, the formation of G4 structures in AD neurons was
reversed by re-establishing chromatin compaction. ChIP-seq analysis using 1H6 further revealed
that most significant consensus motifs contained canonical and non-canonical G4 sequences, and
that 1H6 peaks corresponded to evolutionary conserved L1 sequences. Hence, inhibition of
RNAPII allowed distinguishing transcription-mediated induction of G4 structures from chromatin
relaxation. 1H6 enrichment was predominant in AD neurons, and most AD-specific peaks were
linked to genes involved in neurogenesis and synaptogenesis. At last, some intragenic peaks
enriched in AD neurons were associated with alternative splicing events, exon exclusion, and

reduced gene expression.

Herein, we have preferentially used the 1H6 antibody, which was shown to recognize several, but
not all, G4 structures in vitro (108). We have further validated the specificity of this antibody using
several approaches and by showing: 1) specific labeling after pyridostatin treatment, but not after
gamma irradiation; 2) co-localization with the Werner and XPB helicases; 3) equivalent results
when using the BG4 antibody; 4) specific labeling only under native chromatin conditions and; 5)
detection of canonical and non-canonical G4 sequences in ChIP-seq consensus motifs. Previously,
high-throughput sequencing of indirect DNA immunoprecipitation experiments with the BG4
antibody suggested that G4 DNA-forming sequences were abundant in gene bodies (112,761).
ChlIP-seq analyses using BG4 further confirmed that, under physiological conditions, G4 structures
were enriched at the promoter of some actively transcribed genes, such as c-MYC (741). These
observations are consistent with our findings in control neurons, where several G4 peaks were

detected at intragenic and enhancer regions.

In AD neurons, heterochromatin compaction is reduced, and we found that G4 structures
preferentially accumulated at LADs and peri-nucleolar heterochromatin. Likewise,

heterochromatin compaction was reduced, and G4 structures were induced in BMI1 knockdown
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neurons. Notably, most LINEs are localized at LADs (754,762), and we indeed found that about all
1H6 peaks corresponded to L1 sequences. In this context, it is notable that BMI1 co-purifies with
LMNA and LMNB2, alongside with architectural heterochromatin proteins (731), suggesting that
BMI1 may, directly or indirectly, be important for the stabilization of LADs. L1 sequences
represent nearly 17% of the human genome (262). While these sequences can be autonomously
transcribed by RNAPII from a 5" UTR promoter, it is estimated that out of the 500,000 L1
sequences present in the human genome, less than 5000 have an intact internal promoter (763).
Notably, it was found that the 3’ UTR of L1 sequences can form G4 structures in vitro and that this
feature is conserved among mammals, suggesting a possible functional role for the propagation
of retro-transposons (764,765). Strikingly, we have found that only evolutionary conserved L1
sequences i.e. predicted to be transcriptionally active, were associated with 1H6 peaks. This is
consistent with our observations that the accumulation of G4 structures required functional
RNAPII activity. We also showed that upon RNAPII inhibition, chromatin relaxation could be
uncoupled from the accumulation of G4 structures. This supports a model where chromatin-
mediated inhibition of L1 transcription is the primary mechanism regulating the formation of G4

structures in post-mitotic neurons.

A recent study revealed that many genes in AD brains displayed alternative splicing events (766),
but the underlying mechanism remained unknown. However, part of these splicing anomalies
were mimicked in neurons over-expressing Tau (766), thus possibly linking Tau-mediated
chromatin relaxation to specific alternative splicing events. Here, we found that some intragenic
1H6 peaks enriched in AD neurons were associated with alternative splicing events and reduced
gene expression, thus providing a plausible mechanism for a fraction of genes with perturbed
splicing in AD. The overrepresentation of 1H6 peaks in genes involved in neurogenesis, axonal
guidance, and synaptogenesis in AD samples is also intriguing considering the reported inability
of AD neurons to guide their projections and form functional synapses (767-774). It is also
intriguing considering that most genes with an exon-mediated activation of transcription starts
structure are also enriched for brain development, neurogenesis, and synaptogenesis (759).
Further work is clearly required to understand better the complex interconnections between G4

structures, splicing, and neuronal gene expression.

154



In conclusion, while specialized DNA helicases have evolved to recognize and resolve G4
structures to promote transcription, replication, and repair, chromatin-mediated transcriptional
repression of L1 sequences represents a critical mechanism to prevent excessive formation of G4
structures in human neurons. Considering that heterochromatin relaxation in neurons is also
observed in other neurodegenerative diseases, such as amyotrophic lateral sclerosis,
frontotemporal dementia, and tauopathies (170,660,738,775-778), these findings have
potentially broader implications. Our findings thus expose for the first time the nature of DNA
sequences capable of forming G4 structures in human neurons, the mechanisms underlying their

activation, and the biological impact of their deregulation.
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3.10 Experimental procedures

3.10.1 Human samples and animals

Human pluripotent stem cells were used in accordance with the Canadian Institute Health
Research (CIHR) guidelines and approved by the “Comité de Surveillance de la Recherche sur les
Cellules Souches” (CSRCS) of the CIHR and Maisonneuve-Rosemont Hospital Ethic Committee.
Human brain tissues were obtained from the Douglas Hospital Brain Bank after approval by the
Maisonneuve-Rosemont Hospital Ethic Committee. C57BI/6 Bmil”- (The Netherlands Cancer
Institute, Amsterdam) and wild-type (Charles River, St-Constant, Canada) mice were used in
accordance with the Animal Care Committee of the Maisonneuve-Rosemont Hospital Research

Centre (Approval ID #2014-03, #2012-09).

3.10.2 Cell cultures

Normal human diploid fibroblasts (HDFs) were purchased from the Coriell Institute. HCA2 cells
were kindly provided by the laboratory of Dr. Francis Rodier. HDFs were cultured with DMEM/F12
media (Invitrogen) supplemented with 10% FBS (Invitrogen) and non-essential amino acids
(Invitrogen). For the HDACi experiments, cells were treated with 5ng/ml of Trichostatin A (Sigma,
T1952-200UL) or 10 mM of Sodium Butyrate (Sigma, 303410-5G), and 5uM of pyridostatin (Sigma,
SML0O678-5MG). For the replication and transcription arrest, we used respectively: 1ug/mL of
Aphidicolin  from Nigrospora sphaerica (Sigma, A0781-1MG) and 40uM of 5,6-
Dichlorobenzimidazole 1-B-D-ribofuranoside (DRB; Sigma, D1916-10MG). A concentration of
0.2ug/mL of aphidicolin or of 0.2mM of Hydroxyurea (Sigma, H8627) was used to induce
replication stress. iPSC and neuronal cultures were conducted according to the methods

described in (448).

3.10.3 Differentiation of human embryonic stem cells into cortical neurons

Differentiation of iPSCs into cortical neurons was performed accordingly to Flamier et al. (448).
Ctrll1 (fibroblasts from Coriell Institute #AG04152), Ctrl2 (fibroblasts from Coriell Institute
#AG09602), AD1 (fibroblasts from Coriell Institute #AG08243) and AD2 (fibroblasts from Coriell
Institute #AG08259) iPSCs were dissociated using Accutase (Innovative Cell Technology #AT-104)
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and platted on growth factor reduced Matrigel (Corning #356231) in PeproGrow hES cell media
(PeproTech #BM-hESC) supplemented with ROCK inhibitor (Y-27632;10uM, Cayman Chemical
#10005583). Upon 70% of confluency, the media was changed to DDM supplemented with B27
(1X final), Noggin (10 ng/ml, PeproTech #120-10C) and LDN193189 (0.5uM; Sigma #SML0559).
The medium was changed every day. After 16 days of differentiation, the medium was changed
to DDM/B27 and replenished every day. At day 24half of the medium was changed for Neurobasal

A media supplemented with B27 (1X final) and changed again every three days.

3.10.4 Immunofluorescence

Eyes were extracted and fixed by immersion over-night at 4°C in 4% paraformaldehyde (PFA)/3%
sucrose in PBS, pH 7.4. Samples were washed three times in PBS, cryoprotected in PBS/30%
sucrose, and frozen in CRYOMATRIX embedding medium (CEM) (Thermo Shandon, Pittsburgh,
PA) or in Tissue-Tek® optimum cutting temperature (0.C.T.) compound (Sakura Finetek, USA). 5
to 12 um thick sections were mounted on Super-Frost glass slides (Fisher Scientific) and processed
for immunofluorescence. For immunofluorescence labeling, sections were incubated overnight
with primary antibody solutions at 4°C in a humidified chamber. After three washes in PBS,
sections were incubated with secondary antibodies for 1 h at room temperature. Slides were
mounted on coverslips in DAPI-containing mounting medium (Vector Laboratories CA, H-1200).
Confocal microscopy analyses were performed using 60x objectives with an IX81 confocal
microscope (Olympus, Richmond Hill, Canada), and images were obtained with Fluoview software
version 3.1 (Olympus). The cultured cells were fixed for 15 minutes with 4% PFA, washed three
times, and then permeabilized for 10 min with 0.25 Triton (Sigma, X100-500ML), cells were then
blocked in PBS/2% BSA (Sigma, A7906-100G) for an hour and incubated overnight with the
primary antibody. Primary antibodies used in this study are: FITC mouse anti-TRA-1-60 (BD
Pharmingen, 560380), rabbit anti-SOX2 (ab97959), goat anti-NANOG (R&D systems, af1997), goat
anti-S-Opsin (1:250, Santa Cruz, sc-14363), rabbit anti-H3K9me3 (1:500, Abcam, ab8898), rabbit
anti-H3K9ac (1:500, Cell Signaling, 9671S), rabbit anti-WRN (1:100, Santa Cruz, sc-5629), rabbit
anti-TFIIH p80 (1:200, Santa Cruz, sc-20696) targeted against XPD, rabbit anti-TFIIH p89 (1:200,
Santa Cruz, sc-293) targeted against XPB, rabbit anti-53BP1 (1:100, Novus, NB100-304), rabbit
anti-H2Aub (1:200, Cell Signaling, 8240S), rabbit anti-Ki67 (1:1000, Abcam, ab15580), and mouse
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BG4 (1:333, Absolute antibody, Ab00174-1.1) and 1H6 antibodies recognizing G-quadruplexes.
We obtained the 1H6 antibody from The European Research Institute for the Biology of Ageing.
After the primary antibodies, slides were washed three times using PBS and incubated with the
secondary antibodies for 1h. The Secondary antibodies are: donkey AlexaFluor488-conjugated
anti-mouse (1:1000, Life Technologies), donkey AlexaFluor488-conjugated anti-rabbit (1:1000,
Life Technologies), goat AlexaFluor647-conjugated anti-mouse (1:1000, Life Technologies), goat
AlexaFluor texas red-conjugated anti-rabbit (1:1000, Life Technologies). Slides were then washed
three times with PBS and mounted with coverslips in DAPI-containing mounting medium (Vector

Laboratories CA, H-1200).

3.10.5 Quantifications and statistical analysis

For the co-localization study, random lines were drawn on individual cells using FlJI. From these
lines, we plotted the intensity profile of each marker accordingly. The data collected was plotted
on horizontal graphs with each marker as a separate line for the visualization of the peaks
(example figure 2D). The data was also plotted in a scatter graph, using GraphPad Prism 5, to
visualize the correlation between these two markers. On these sets of pairs, a Pearson correlation
was calculated to quantify the correlation. For the co-expression study intensity of the signal for
different markers was measured, using a mask on DAPI to identify the nucleus, and then plotted
in a scatter plot using GraphPad Prism 5, to visualize the correlation between these two markers.
On these sets of pairs, a Pearson correlation was calculated to quantify the correlation. For the
expression study, we quantified the mean intensity of each marker in the nucleus area using the
DAPI signal to identify that area. Values were plotted with a box and whisker graph. The K-means
clustering was done searching for 2 or 3 groups with 20 iterations for each run. Statistical
differences were analyzed using Student's t-test for unpaired samples with P < 0.05%, <0.01*%*,

<0.001***,

3.10.6 Western Blot

Cell extracts were homogenized in the Complete Mini Protease inhibitor cocktail solution (Roche
Diagnostics), followed by sonication. Protein material was quantified using the Bradford reagent.

Proteins were resolved in 1x Laemelli reducing buffer by SDS-PAGE electrophoresis and
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transferred to a Nitrocellulose blotting membrane (Bio-Rad). Subsequently, membranes were
blocked for 1h in 5% non-fat milk-1X TBS solution and incubated overnight with primary
antibodies. The antibodies used in this study are: mouse anti SMN (Santa Cruz, SC-32313), rabbit
anti-MOAB (Novus, NBP2-13075), mouse anti B4 (Santa Cruz, SC-28365), rabbit anti ANOA4
(Invitrogen, PA5-62785), and rabbit anti DNAQOG6 (Invitrogen, PA5-57636). Membranes were then
washed 3 times in 1X TBS; 0.05% Tween solution and incubated for 1h with corresponding
horseradish peroxidase-conjugated secondary antibodies. Membranes were developed using the

Immobilon Western (Millipore).

3.10.7 Public ChIP-seq analysis and prediction of G-quadruplexes

ChlIP-seq datasets were obtained through the GEO platform using accession numbers GSE22162
(ATRX and H3K9me3), GSE44849 (XPB and XPD), GSE76688 (BG4) and GSE38273 (BMI1). BMI1
significant peaks were extracted from Meng et al. (779). The Model-based Analysis for ChIP-Seq
(MACS) was used to extract significant peaks with a P-value cutoff < 0.05. Peak coordinates were
mapped onto hgl9 genome reference using SegMonk v0.34.0 software (Babraham
Bioinformatics). Putative G-quadruplexes were predicted using Quadparser algorithm V2 running
under python v2.7.11 with indicated parameters for the number of guanines in each stack (G-
groups), the number of base pairs between G-groups (loop size) and the number of time the loop
and a stack was repeated after the initial stack (Repeats-1) (100). For example, to perform a
Quadparser on chromosome 1, searching for a stack of 5 Gs and a loop size of 1 to 7 with 4 repeats
the scrip and the parameters will be: quadparser.py -f chrl.fa -r ([gG]{5,\w{1,7}){3,}[gG]{5,}. G-
guadruplexes coordinates for each set of parameters were then mapped onto hgl9 genome
reference using SeqMonk software. Annotation of ChIP-seq peaks with G-quadruplexes was
determined by extending them 50 base pairs on each side and counting the number of
overlapping predicted G-quadruplexes. SegMINER was used for H3K9me3 ChlP-seq enrichment

heatmap and k-means clustering using default parameters.

3.10.8 ChIP-seq experiment and data analysis
The ChIP-seq experiment was done using the Diagenode kit: “iDeal ChIP-seq kit for Histones”

reference number: C01010051. We followed the manufacturer protocol with a minor change:
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after cross-linking, we added pyridostatin to buffer B in order to stabilize already present G4
structures. Immunoprecipitation was performed using the 1H6 antibody. The quantity and size of
DNA fragments were verified on the Bioanalyzer with a “DNA 1000” chip. After precipitation, the
DNA libraries were prepared using the “NEBext Fast DNA Library Prep Set for lon Torrent”
reference number E6270S. the libraries were then loaded on the “lon Chef System” and
sequenced on the lon Torrent. Raw reads were aligned on the human genome Hgl9 using the

torrent platform. EaSeq software (780) (http://easeqg.net) was used in order to analysis the

aligned data, and to call the peaks. EaSeq was also used in order to produce the heatmaps and
the train plots with a window of 10 Kb. Annotation and the statistical significance were done using
the RegionR package (781) using databases downloaded from UCSC table browser (782). In order
to identify the motifs, we used the MEME-ChIP from the MEME suite (783,784). In order to
identify the pathways of the identified genes, we used Gene Ontology (GO) (785-787). The ChlP-
seq data of the 1H6 antibody performed in this publication have been deposited in NCBI's Gene
Expression Omnibus (Edgar et al., 2002) and are accessible through GEO Series accession number

GSE133113.

3.10.9 Transcriptome analysis

Total RNA from two independent biological samples was extracted using the standard procedure
of Qiagen columns and assayed for RNA integrity. cDNA was prepared according to the
manufacturer’s instructions (NEB library) and sequenced using the lllumina platform. Base-calling
and feature count were done using lllumina software. For differential expression analysis, Dseq2

(788) was used on R program(789).
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4 Chapter 4 — Discussion

4.1 Formagenetics: a new field of molecular biology

The genetic material has always fascinated biologists at large and molecular biologists specifically.
How does the living transmit that information, maintain it, replicate it, and modify it according to
the environment? These are the main questions of most modern molecular biology researchers.

These questions have been the source of many big discoveries over the years.

Using plants in 1866, Gregor Mendel has founded the field of modern genetics. He was the first
to introduce the concept of heredity, which is now taught as the laws of Mendelian inheritance.
His work on peas also introduced the idea of “invisible factors” (790), referring to what we now

call genes as the factors behind the observed traits.

It was until 1953 that another major breakthrough was introduced by Watson and Crick. They
have won a Nobel prize for their description of the DNA as a double helix form and the “specific
pairing” of the bases (6). In this same paper, the authors have suggested a theory of the
replication of the DNA using the base-pairing as a template. It is worth noting that the work of
Watson and Crick was largely due to the work of Rosalind Franklin that was able to establish the
X-ray diffraction pattern of the B-DNA (791). These major breakthroughs have helped ignite the
research on the genetic material again, and in 1961, the genetic code was established (792). It

consisted of the combinations of the bases into codon that code specifically an amino acid.

With the genetic code, a new field called Genetics was established, and the search for genes
began. The most important project would be the Human Genome Project that was launched in
1990 (793,794) through 2003 (795). This project was a milestone in the field of genetics not just
because it was able to sequence and catalog the genes found in the human genome but also
because it established the notion that the variability in the cells cannot be solely explained by the
genome sequence. However, there must be other mechanism that regulate the expression of

these genes.

After the Human Project Genome, the field of epigenetics (796) came to light along with many

projects, most importantly: the Human methylome project (797) and the Human Histone
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Modification Database. These projects have helped to shed light on the role of epigenetics in gene

regulation (798,799) and DNA repair (800).

In this thesis, and after showing the importance of the G4 structure in human cells and diseases,
we suggest establishing a new field in the molecular biology word named “formagenetics”
(Forma: a prefix, origin: Latin, meaning: shape): the study of the secondary structures of the DNA
that stray away from the canonical Watson-Crick base pairing and the B-DNA structure of the DNA
(801).

4.1.1 G4 structure as a modulator of genetic material:

In this thesis, we studied one of these structures that are highly present in the human genome is
the G-quadruplex structure or what is commonly known as G4 (100). These structures consist of
the stacking of multiple G-tetrad: the G-tetrad is the auto-assembly of four Guanines by a
Hoogsteen hydrogen bond in a planar form, the G-tetrad is stabilized by a monovalent cation that
sits in the middle of the tetrad (115). The importance of this field and these structures is growing
because they are more and more identified to play essential roles in various cellular functions

(802), human diseases (803), gene expression (144,178), and telomere maintenance (804).

Most of the studies in the field are centered around the proteins that can unwind these structures
and the DDR response. These studies have identified many helicases that can unwind the G4: XPB
and XPD helicase (136) are helicases identified to target regions with high G4 predicted sites
preferentially. The BLM helicase responsible for Bloom’s syndrome was also recognized as a
helicase that, with a G4 DNA as a preferred substrate (135). The WRN protein, responsible for the
Werner syndrome, has also been identified as an unwinding protein of the G4 (128,805,806). The
same role has also been proved for the FANCJ helicase (132,164) responsible for the Fanconia
Anemia syndrome. These studies have demonstrated yet again the importance of these

structures since the dysfunction of these identified helicases leads to severe disease.

While these studies and many more were essential in identifying the mechanism by which the cell
reacts to these structures and eliminate them, more fundamental questions remain untouched:
when and why these structures appear in the genome? And more importantly, does the cell have

mechanisms by which it can protect itself from the appearance of these structures?
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In the third chapter of this thesis, we covered these questions establishing a direct link between
chromatin condensation and the emergence of these structures in the genome. Showing that the
cell, by proper compaction of the chromatin, reduces the number of spontaneously forming G4
protecting itself against their deleterious effects, like the alternative splicing of neuronal genes

seen in AD. These findings can lead to other questions equally important.

4.1.1.1 The difference between canonical and noncanonical G4 structures

While the canonical G4 structures are thought to be the unimolecular G4 structures following the
predictive motif where a stretch of 4 guanines is repeated four-time separated by a loop of 3 to
7, many other non-canonical G4 structures can exist, and their function can differ from that of

the canonical:

4.1.1.1.1 Unimolecular G4 structures that do not follow the consensus G4 motif

We have presented in chapter one the unimolecular G4 structure, and their canonical motif, but
many G4 structures do not follow this motif (93). In our ChlIP-seq data, the most represented
motifs were non-canonical G4 structures formed from a stretch of three G repeated four times.
This result can be an indication that at least in postmitotic human neurons, most of the G4
structures were non-canonical ones. Many chemistry papers have studied the thermodynamics
properties of the canonical and non-canonical loops (807-812), these research have set the basics
of these properties establishing how the loop length, the length of the G4 stretch and even the
sequence underlying the G4 structure can influence how much these structures are
thermodynamically stable. Unfortunately, no research has been done so far to link the various G4
motifs and their uniqueness. A systematic approach studying the various G4 motifs and their
biological relevance should be made because a broad approach, like the one employed in the

third chapter, can be the first step, but this step should be sharpened with time.

4.1.1.1.2 Unimolecular G4 conformation

While this thesis has studied how a cell can protect itself against G4 structures and what are the
fertile terrains on which these G4 structures can develop, others have started the study on how,
when these conditions are met, the DNA makes the transition between a double helix to a G4

structure. Some have suggested that a transitional phase is required in the form of a G-hairpin
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(813), others have studied the actual physical, molecular, and thermodynamics mechanisms that
dictate the folding process of the DNA (747,814). Depending on the folding process and the
underlying G4 motif, the resulting unimolecular G4 structure can be of different conformation, as
shown in the first chapter (Fig. 3) (812,815,816). All these motifs cannot be pulled down under
the same umbrella, a stricter study that can differentiate between these conformations should
be done. For a study like this to be possible, new antibodies should be developed. In fact, all the
antibodies that are now available and recognizes the G4 structures are pan antibodies and cannot
discriminate between these conformations (106,108), that is why methods that can distinguish
between these various conformations is a tool that is highly needed to move forward and dissect
this field. Another way to study the conformation of these structures is to modify the MDS-
MaPseq (817), a method already used for RNA structures, to identify the structure linked to these
G4. In fact, most of the tools that we have nowadays to study G4 structures in vivo reply heavily
on antibodies. In this work, and prior of using these tools, we have gone through a round of
validation detailed in chapter 3.3 in order to confirm that these antibodies are recognizing G4
structures. Nevertheless, tools that rely on antibody detection can be very unreliable, that is why
the news tools that are to be developed in this field should steer clear of antibody detection and

move closer to molecular probes.

4.1.1.1.3 Unimolecular Vs. polymolecular G4 structures

So far, we have discussed the unimolecular G4 structures, but as saw in (Fig. 2), G4 structures can
be bimolecular and tetramolecular. These G4 structures can, in part, explain the peaks found in
our ChIP-seq experiment that did not colocalize with a canonical G4 motif (many of these peaks
colocalized with a non-canonical G4 motif as shown by the MEME analysis). While these G4
structures require four stretches of G to be formed, these stretches of G are not on the same DNA
molecule, so not sequential on the DNA. To study these G4 structures, we have to develop a new
method that combines the ChIP-seq experiment developed in chapter 3 and a C5 experiment to
study the conformation and folding of the genome in a 3D model of the nucleus and then we can
match the G4 peaks and the proximity of these G4 stretches in this 3D model. A model like this
will require the crosslinking of the DNA like in a C5 experiment, then the immunoprecipitation of

this DNA with the 1H6 antibody, once immunoprecipitated each G4 structure will be barcoded in
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a manner similar to the barcode used in a single cell sequencing and then sequenced. Doing so
will give us the resolution needed to determine the spatial 3D conformation of the DNA in the

nucleus along with the G4 state of this DNA.

4.1.2 G4RNA

While in this thesis, we only discussed DNA G4 or the G4 structures that can arise on the DNA,
many other studies have also elucidated the existence of G4 structures in the RNA molecules
(818-821). In fact, in our results we have seen elevated levels of cytoplasmic G4 structures (Fig
29 b). While these observations remain preliminary results many explanations can be given to
such phenomena for example: it is known that the knockdown of BMI1 increases the transcription
of the repeat elements in the genome, these repeat elements harbor many putative G4
sequences that can be attributed to the induction of G4 RNA structures. These G4 structures
cannot modulate the transcription of the genes, nor can they influence the genomic material, but
they can influence the translation of the RNA harboring them and, by consequence, the protein
resulting from that RNA. This field of study also comes with its own tools to visualizes these

structures that are often transient (104).

4.1.3 Other secondary structures of the DNA

This new field of molecular biology should not be restricted to G4 structures. In fact, as we have
seen in chapter 1, DNA can adopt many secondary structures like the many forms of the double
helix, the G4 structures, hairpins, and many other structures. Few works of literature have been
produced about these structures, and when this literature exists, is it rarely in a human context.
Formagenetics should include and favor the study of all these structures as a distinct level of
regulation to be added to the genomic and epigenetic levels of regulation. The study of this field
will not be very trivial since most of our tools, like qPCR, siRNA, shRNA, or Crispr-Cas9, will not be
useful in this field. New tools to study the conformation and the 3D architecture of the DNA

should be developed.
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4.2 G4 in diseases

In chapter three of this thesis, we have seen that not only these G4 structures were more present
in neurons of AD patients, but that this presence might have a direct effect on the transcription
and the splicing of essential genes implicated in this disease. The enrichment of these genes is
not random. We suggest that the more genes are transcribed in physiological conditions, the
more they are at risk of developing G4 structures when the cells lose their chromatin
condensation. In light of these findings, and knowing that these G4 structures are driven by the
relaxation of the chromatin, we suggest a more in-depth study of the link between G4 structures

and many human diseases associated with chromatin relaxation.

4.2.1 The link between G4 structure and aging

We have shown in this thesis that chromatin condensation is essential to keep the number of G4
structures at bay, but during aging, cells endure an epigenetic shift that reduces the chromatin
condensation, this shift is well studied, and there is a plethora of literature that has analyzed this
shift (552,822—-827). This chromatin relaxation is due to a reduction of histone proteins and
chromatin remodeler proteins like the BMI1 protein. This relaxation of the chromatin is so
constant that many have studied it in order to elaborate a predictive model of age (828-833),
some even called the model: the epigenetic clock of aging (834). We also proved in chapter three

that BMI1 is a crucial protein in the prevention against G4 structures.

This epigenetic shift during aging, chromatin relaxation, and hypomethylation leads to higher
transcription of repetitive sequences and an imbalance in gene transcription. All these
deregulations, in light of chapter three of this thesis, will undoubtedly lead to more G4 structures
and more deregulation of gene expression. A strategy that can reduce these G4 structures can be
very effective at reducing aging and providing a better quality of life to people. These strategies
can consist on over-expressing BMI1 to maintain chromatin compaction, but also overexpressing
helicases in order to resolve and reduce existent G4 structures. Another strategy that is more
counterintuitive is to treat the patients with G4 ligands, this will increase G4 structures in these
cells. Since cancers cells have elevated levels of G4 structures to begin with, compared to normal

cells, this strategy will preferentially kill cancer cells. This kind of strategies, mimic the
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senotherapeutics, that are nowadays being successfully used with senescent cells to reduce aging

(493,835).

4.2.2 G4 in progeria syndromes

When we knocked-down WRN protein in the human fibroblast, we had a marked increase in G4
structures. That is why we can safely theorize that progeria syndromes will have elevated levels
of G4 structures. In fact, progeria syndromes represent accelerated aging due to a mutation. In
these syndromes, we can always notice a relaxation of chromatin comparable to the relaxation
seen with healthy aging. Furthermore, most of the progeria syndromes have a mutation in the
helicases that can resolve these structures like FANCJ, BLOOM, WRN (131,135,156,806), or they
have mutations in the lamin protein (554) reducing the anchoring capability of the
heterochromatin to the LAD. Adding to this the results seen in the third chapter showing the
importance of these LAD domains on G4 formation, it would suggest a heterochromatin
landscape very favorable for G4 structures in progeria syndromes. These G4 structures and the

genes that they affect may play a crucial role in worsening the progeria phenotype.

4.2.3 G4 in other neurodegenerative diseases

In this study, we focused on sAD to study G4 structures, but many neurodegenerative diseases
are closely linked to aging, with the number one risk factor for many of them is age. Like aging
and Alzheimer’s disease, many of these neurodegenerative diseases have a decondensed
chromatin landscape (836,837). It is the case for Huntington’s disease (838-841), Parkinson’s
disease (which has an epigenetic drift mostly seen in the methylation of the DNA (842—844)), and
amyotrophic lateral sclerosis (776,845—-848). That is why many strategies to combat or even
lessen the progression of these diseases are epigenetic strategies aiming at modulating the
chromatin landscape (849—-852). Along with these strategies, we should study the G4 structures
in these neurons since the chromatin landscape is very favorable for their formation. As in
Alzheimer’s disease discussed in chapter three, these G4 structures can influence the
transcription and the splicing of genes specific to these diseases, and targeting these G4

structures can be a more aimed way to treat these diseases.
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4.3 G4 structures and the integrity of the genome

While we discussed in this thesis the transcription effect of these G4 structures, one should not
overlook the replication effect and the increased damage to the DNA that these structures can
induce. In fact, many have observed an increase in DNA damage upon the stabilizing of G4
structures (175,853—-855), but few have studied the exact relationship between these G4

structures and the DNA damage observed.

G4 structures by themselves are a significant risk factor for DNA damage. If we observe a G4
structure (Fig. 2) we can see that one strand of the DNA is forming a bulge with the stacks of the
G-quartets. This DNA bulge is recognized as DNA damage, and the DDR can be recruited in order
to resolve this bulge. On the other hand, if we observe the second strand, we can notice that it is
left unprotected with no complementary DNA. This form of single-stranded DNA is very prone to
DNA damage like ROS species, UV, physical damage... furthermore, a single-stranded DNA can be
likely to form DNA:RNA hybrids called R-loop (856,857). These R-loops are often targets of
nuclease activities, increasing the risk of genome instability (858—861) and inducing double-strand
breaks. While the G4 structures can by themselves increase the risk of genomic instability, they
can also hinder the DDR machinery by slowing it down since these structures, even if they are not
recognized by the DDR should be resolved before that the DDR machinery, or the transcription

machinery, can access the DNA.

4.3.1 Targeting G4 structures as a synthetic lethality treatment for cancers

In chapter three, we have seen that the genes that are most affected by these G4 structures are
those transcribed in the cell. Combining our results with the interplay between G4 structures and
DNA damage, especially in cells that are actively dividing and with active transcription like cancer
cells, is a very promising target for therapy (862,863). Stabilizing G4 structures in cancer cells that
already harbor many genomic instabilities can be a very effective synthetic lethality approach to
kill specifically these cells with minimum harm to other cells that are not dividing as much and
that do not already harbor so many genomic instabilities. Many drugs can be used for that
purpose, as an example, pyridostatin used in our study can be used in cancer patients. This drug

stabilizes, as seen in chapter three, normally occurring G4 structures in the cells. Stable G4
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structure can be read as an insult to genomic integrity by the DNA repair pathways, and DDR
would be recruited to this structure and in order to resolve it (142). A cell that is lacking functional
DDR may see an accumulation of these structures without being able to resolve them (864). This
is the case for BRCA1 and BRCA2 deficient cells, where these cells can be targeted successfully by
CX-5461, a G4 ligand (180,181). This drug is also being tested in a phase one clinical trial by
Cyclene Pharmaceuticals for advanced solid tumors and lymphomas (865). On another hand, DDR
can induce double-strand DNA breaks, while resolving these structures, increasing the genome
instability of these cells (866,867). Since cancer cells are more actively dividing and transcribing,
these cells would have more normally occurring G4 structures for the pyridostatin to stabilizes,
hence creating a synthetic lethality in these cancer cells. Furthermore, many G4 stabilizing agents
that have been shown to interfere with the telomerase activity can reduce the tumor size (in
animals) like the case of telomestatin (868,869), RHPS4 (870,871) and triethylene tetramin (872).
Finally, S2T1-60TD, a G4 stabilizer, can inhibit the transcription of c-MYC and hTERT (873), two

potent oncogenes.
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6 Annex l: supplementary data related to chapter 3

Gene Forward Reverse

Hprt 5’-ACTGTAATGATCAGTCAACGGG-3’ 5 -GGCCTGTATCCAACACTTGG-3’

Bmil 5’-GGAGACCAGCAAGTATTGTCCTATTTG- | 5>-CTTACGATGCCCAGCAGCAATG-

3’ 3’

P16 5’-CAACGCCCCGAACTCTTTC-3’ 5 -GCAGAAGAGCTGCTACGTGAAC-
3 b

Line 5'-TGGCTTGTGCTGTAAGATCG-3' 5'-TCTGTTGGTGGTCTTTTTGTC-3'

Sine 5'-GAGCACACCCATGCACATAC-3' 5'-AAAGGCATGCACCTCTACCACC-
3!

Min. 5'-TTGGAAACGGGATTTGTAGA-3’ 5'-CGGTTTCCAACATATGTGTTTT-3'

sat

Maj. 5'-GGCGAGAAAACTGAAAATCACG-3' 5'-CTTGCCATATTCCACGTCCT-3'

sat

IAP1 5'-CGCTCCGGTAGAATACTTAC-3’ 5'-TGCCATGCCGGCGAGCCTGT-3’

Table 11. Mouse RT-qPCR primers
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Gene Forward Reverse
Line 5'-TGGCTTGTGCTGTAAGATCG-3' 5'-TCTGTTGGTGGTCTTTTTGTC-3'
Sine 5'-GAGCACACCCATGCACATAC-3’ 5'-AAAGGCATGCACCTCTACCACC-3'
Min. sat | 5-TTGGAAACGGGATTTGTAGA-3’ 5'-CGGTTTCCAACATATGTGTTTT-3'
Maj. sat | 5'-GGCGAGAAAACTGAAAATCACG-3' | 5-CTTGCCATATTCCACGTCCT-3'
IAP1 5'-CGCTCCGGTAGAATACTTAC-3’ 5'-TGCCATGCCGGCGAGCCTGT-3'
HoxA7.1 | 5’-GTGGGCAAAGAGTGGATTTC-3’ 5’-CCCCGACAACCTCATACCTA-3
Globin 5'-CAGTGAGTGGCACAGCATCC-3’ 5'-CAGTCAGGTGCACCATGATGT-3’
Table 12. Mouse ChIP-qPCR primers

Gene Forward Reverse

GAP-DH | 5’-TCACCAGGGCTGCTTTTAAC-3’ 5’-ATCCACAGTCTTCTGGGTGG-3’

BMI1 5’-AATCCCCACCTGATGTGTGT-3’ 5’-GCTGGTCTCCAGGTAACGAA-3’

P16 5’-GGGTTTTCGTGGTTCACATC-3’ 5’-CTGCCCATCATCATGACCT-3’

Alu 5’-CCTCAATCTCGCTCTCGCTC-3’ 5’-CTCTAAGGCTGCTCAATGTCA-3’

McBox 5'-AGGGAATGTCTTCCCATAAAAACT-3" | 5'-GTCTACCTTTTATTTGAATTCCCG-

3
Sat a 5'-AAGGTCAATGGCAGAAAAGAA-3' 5'-CAACGAAGGCCACAAGATGTC-3’

Sat II1

5'-
AATCAACCCGAGTGCAATCNGAATGGA
ATCG-3'

5'-TCCATTCCATTCCTGTACTCGG-3'

Table 13. Human RT-gPCR primers
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Gene

Forward

Reverse

HOXC13.2 | 5’-AGCAGAGCTCAGTGGGAGAG-3’ 5’-AATTTCAGGCCCACCCTTAG-3’
Globin 5’-GGCTGTCATCACTTAGACCTC-3’ 5’-
GGTTGCTAGTGAACACAGTTG-3’
Alu 5’-CCTCAATCTCGCTCTCGCTC-3’ 5’-CTCTAAGGCTGCTCAATGTCA-3’
McBox 5'-AGGGAATGTCTTCCCATAAAAACT-3" | 5'-
GTCTACCTTTTATTTGAATTCCCG-3'
Sat a 5'-AAGGTCAATGGCAGAAAAGAA-3’ 5'-CAACGAAGGCCACAAGATGTC-3’

Sat III

5'-

AATCAACCCGAGTGCAATCNGAATGGA

ATCG-3'

5'-TCCATTCCATTCCTGTACTCGG-3'

Table 14 .
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(A-C) 293T cells were transfected with siScramble or siRING1B RNAi and analyzed by ChiP,
Western blot and gPCR. (A) Although enrichment for RING1B is highly reduced in siRING1B-
treated cells at all loci, no significant impact was observed for H2Aub and H3K9me3 deposition
and HP1 accumulation at repeat-DNA sequences. Reduced H2Aub deposition was however
observed at the canonical target HOXC13. (B) The siRING1B # 4 was used for all experiments. (C)
RING1B knockdown resulted in modest up-regulation of Satlll expression, although the difference

with siScramble was not significant.
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Figure 42. BMI1 localization at repeat-DNA sequences and HOXC13 is EZH2 and H3K27me3-

independent
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293T cells were infected with shScramble or shEZH2 viruses and analyzed by ChIP. Although
enrichment for EZH2 and H3K27me3 was highly reduced at HOXC13 in shEZH2-treated cells, there
was no impact on BMI1 and H2Aub enrichment. Furthermore, significant enrichment for EZH2

and H3K27me3 was not observed at repeat-DNA sequences in both shScramble- and shEZH2-

treated cells.

Abdouh et al. 2015

A BRCA1 +DAPI
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shBMI1

Figure 43. BRCA1 localization is unaffected upon BMI1 deficiency in human cells
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293T cells were infected with shScramble or shBMI1 lentiviruses and selected for hygromycin
resistance. Immuno-fluorescence analyses confirmed that BRCA1 expression/localization was not

affected by BMI1 deficiency.
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293T cells were transfected with shScramble or shBRCA1 plasmids and analyzed by ChIP (A),
Western blot (B), and qPCR (C). (A) BRCA1 knockdown resulted in reduction of H2Aub and
H3K9me3 deposition and HP1 accumulation at all tested loci, including HOXC13, where BRCA1
accumulation is relatively low. BRCA1 knockdown also resulted in increased accumulation of BMI1
at all tested loci. (B) The 2D04 shBRCA1 construct was used for all experiments. (C) BRCA1

knockdown resulted in up-regulation of Satellite repeats, with a modest effect on ALU and McBox.

268



7 Annex ll: Heterochromatic genome instability and

neurodegeneration sharing similarities with Alzheimer’s
disease in old Bmil+/- mice

The first annex is an article, on which | have worked during my Ph.D., and was published on
Scientific Reports in 2018. In this article, we have established that BMI1 +/- mice are an interesting
animal model to study sAD. These mice, as they grow old, develop many of the molecular,

physiological, and behavioral hallmarks of sAD.
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Sporadic Alzheimer’s disease (AD) is the most common cause of dementia. However, representative
experimental models of AD have remained difficult to produce because of the disease’s uncertain
origin. The Polycomb group protein BMI1 regulates chromatin compaction and gene silencing. BMI1
expression is abundant in adult brain neurons but down-regulated in AD brains. We show here that
mice lacking one allele of Bmil (Bmil+/—) develop normally but present with age cognitive deficits and
neurodegeneration sharing similarities with AD. Bmil+/— mice also transgenic for the amyloid beta
precursor protein died prematurely and present aggravated disease. Loss of heterochromatin and DNA
damage response (DDR) at repetitive DNA sequences were predominant in Bmil+/— mouse neurons
and inhibition of the DDR mitigated the amyloid and Tau phenotype. Heterochromatin anomalies

and DDR at repetitive DNA sequences were also found in AD brains. Aging Bmil+/— mice may thus
represent an interesting model to identify and study novel pathogenic mechanisms related to AD.

Alzheimer’s disease of the late-onset sporadic form (AD) is the most common dementia'. At the genetic level,
carriers of the apolipoprotein E4 (APOE4) allele have a higher risk to develop the disease with age’. Despite this,
the etiology of AD remains largely elusive, with old age representing the greatest risk factor. Familial AD (FAD) is
an early-onset, autosomal dominant disorder, that is associated with mutations in amyloid beta precursor protein
(APP), presenilin 1 (PSEN1) and presenilin 2 (PSEN2), and representing less than 5% of all Alzheimer’s disease
cases’. Short-term memory deficits and behavioral changes are the earliest known manifestations of AD and
FAD. While brain atrophy is generally restricted to the limbic system and hippocampus at the disease’s onset,
neurodegeneration eventually spreads to all cortical areas, resulting in loss of up to 30% of the brain mass. At the
histo-pathological level, the disease is characterized by the accumulation of amyloid plaques and intra-neuronal
phospho-Tau (p-Tau) tangles. Early loss of synapses and, later, of neurons, is also a characteristic of the disease’.
While numerous transgenic mouse models of FAD have been developed that could recapitulate several hallmarks
of the disease, experimental mouse models of AD are rare because the disease’s origin remains uncertain®-°.
Nucleosomes are the basic building unit of chromatin and are constituted of a 147 base pairs of
double-stranded DNA wrapped around a histone octamer’. Post-translational modification of histones can
modify chromatin compaction and stability. BMI1 (B-cell specific Moloney murine leukemia virus integration
site 1) is a core component of the Polycomb Repressive Complex 1 (PRC1). The PRC1 can ubiquitylate his-
tone H2A at lysine 119 (H2A*) through the E3-ubiquitin ligase activity of Ringla/b, its catalytic unit®'". The
main classical function of BMI1 is to maintain chromatin compaction and gene silencing at developmental and
senescence-associated loci. The Ink4a locus, which encodes for the p16"* and p19* tumor suppressor proteins,
is one of the main targets of BMI1 repressive activity, and cells deficient for Bmil undergo rapid senescence'>".
Bmil-null mice present axial skeleton defects, reduced post-natal growth and lifespan, as well as cerebellar degen-
eration'’. The BMII protein is also recruited at DNA break sites where it can promote DNA damage response
(DDR) and repair'*'®, Bmil-deficiency in mice is furthermore associated with accumulation of DNA damage
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and reactive oxygen species (ROS), both of which can be improved through co-deletion of Chk2 or p53'7'%,
More recently, BMI1 was found to be abundant at heterochromatin regions containing repetitive DNA sequences
(namely the constitutive heterochromatin). BMI1 knockdown resulted in reduced histone H3 trimethylation at
lysine 9 (H3K9™) and in transcriptional activation of tandem repeats in mammalian cells'”.

We recently reported that the expression of BMI! is reduced in AD brains and in AD neurons produced from
the differentiation of patient-specific induced pluripotent stem cells. Notably, acute BMII inactivation in mature
human neurons could recapitulate most AD-related neuronal pathologies®. Herein, we show that mice lacking
one Bmil allele (Bmil*'~) develop normally, but display with age a pathology sharing some similarities with AD.
Crosses between Bmil*/~ mice and transgenic mice carrying a mutant human APP gene revealed genetic cooper-
ation in disease onset and severity. Furthermore, loss of heterochromatin and DDR at repetitive DNA sequences
in neurons was characteristic of Bmil*'~ mice and AD brains. Experimental evidences in mice furthermore sug-
gested a significant contribution of the DDR to the observed neuronal pathology. Loss of one Bmil allele in mice
thus predisposes to age-related neurodegeneration sharing some similarities with AD.

Methods

Human samples. Paraffin-embedded human brains were obtained from the department of pathology of
Maisonneuve-Rosemont Hospital. Frozen post-mortem human cortices are a gift from the Douglas Hospital
Brain Bank. The human samples were used accordingly to the Maisonneuve-Rosemont Hospital Ethic Committee
(Approval ID #2012-481, 11065). All samples were obtained after informed consent of the patients. Samples were
confirmed by histo-pathological analysis as non-demented controls, FAD or AD cases. The list of human samples
is described in Supplemental Table 1.

Animals. Mice (male and female) were used in compliance with- and with the approval of the Animal Care
Committee of the Maisonneuve-Rosemont Hospital Research Center (Approval ID #2009-40; #2009-42; # 2011-
23). The FAD mouse model (Tg-Thy-1APPSwDutlowa in C57BL/6] background) was purchased from The
Jackson laboratory*'. Chk2*'~ mice were obtained from N. Motoyama. p53*'~ and Ink4a*'~ mice were obtained
from The Jackson Laboratory'”. Bmil*'~ mice were a generous gift from M. van Lohuizen (Netherlands)'*. All
mice were maintained in the C57BL/6] genetic background. Bmil*'~ mice were crossed with either Chk2*/~ or
P53+~ mice, to obtain Bmil*/~/Chk2*/~ or Bmil*/~/p53*'~ mice. Bmil*/~/Chk2*'~ or Bmil*'~/p53*/~ mice were
then intercrossed to obtain Bmil~'~/Chk2~'~ or Bmil~'~/p53~/~ mice. From several breeding, we obtained the
expected Mendelian ratio for Bmil~/~/Chk2~'~ mice (12.5%), but not for Bmil ~'~/p53~'~ mice (1 animal out of
200 offspring or 0.5%), suggesting that the Bmil/p53 double mutant is lethal®’. A similar strategy was used to
generate Bmil~'~/Ink4a~'~ mouse embryos in order to perform the neuronal cultures. Wild type (Bmil*'*) and
Bmil~'~ animals used for comparison were littermates of the double mutants.

Murine neuronal cultures.  After dissociation of E18.5 cortices, cells were plated at 1.5 x 10° cells/well on
poly-L-lysine-coated 8-well cultures slides (BD Biosciences). Cells were maintained in normal medium com-
posed of Neurobasal-A Medium (Invitrogen), Glutamax-I (Gibco), gentamycin (50 pg/ml; Gibco), B27 supple-
ment (Gibco), nerve growth factor (50 ng/ml; Invitrogen) and BDNF (0,5 ng/ml; Invitrogen). For the assays using
inhibitors, we added 2 pM of DMSO, 2puM of ATM/ATR inhibitor (CGK733; Millipore) or 10pM of ATM inhib-
itor (KU55933; KuDOS Pharmaceuticals) to the cell culture medium for 16 hours. NAC was added daily at 5mM
into the culture medium for 7 days'®.

Amyloid fractions and Immunoprecipitation. Cortices were minced and homogenized in a 10 ml TBS
1 % (50 mM Tris-Cl, pH 7.5. 150 mM NaCl)/protease inhibitor cocktail solution (Roche Diagnostics), using a
tissue grinder. The homogenates were sonicated and ultra-centrifuged at 175,000 g for 1 h at 4°C. The superna-
tants were collected as the soluble cellular fraction”. The dense pellet was re-homogenized in a 10ml TBS 1x/1%
Triton X-100/protease inhibitor cocktail solution, followed by sonication and centrifugation at 100,000 g for 1h
at 4 °C. The supernatants were recuperated as the insoluble cellular fraction”. For immunoprecipitation, protein
samples and cellular fractions were incubated overnight with the primary antibody followed by incubation with
the protein A/G beads (Millipore) for 2 hours the second day. Beads with bound immunocomplexes were washed
with RIPA buffer (50 mM Tris-HCL, pH 7.5; 150 mM NaCl; 0.1%Tween 20; protease inhibitors Complete) and
bound proteins were subsequently heat eluted with 1x Laemmli buffer.

Western blot. Cortices were minced and homogenized in 5 ml of complete mini protease inhibitor cocktail
solution (100 mM Tris-HCL, pH7.5; 150 mM NaCl; 0.1% Tween 20; 2% SDS; protease inhibitors Complete; Roche
Diagnostics) using a tissue grinder. The homogenates were sonicated and quantified using the Bradford rea-
gent. For Western Blot, proteins were resolved by SDS-PAGE electrophoresis and transferred to a nitrocellulose
blotting membrane (Bio-Rad). Membranes were incubated with the primary antibodies, treated with the corre-
sponding horseradish peroxidase-conjugated secondary antibodies (Sigma), and developed using the Immobilon
Western (Millipore).

Immunohistochemistry. Tissues were immersed in Formalin or 4% paraformaldehyde/3% sucrose in 0.1 M
phosphate buffer, pH 7.4 for 16 h at room temperature on a rocking platform. Samples were washed three times in
PBS and embedded in paraffin according to standard protocols. 8 um thick sections were mounted on Super-Frost
glass slides (Fisher Scientific) and processed for immunohistochemistry staining. Paraffin-embedded slices were
analyzed by using the Vectastain® ABC kit (Vector) according to the manufacturer instructions. Peroxidase sub-
strates used are the Vector® VIP (Violet) (Vector), and DAB (brown) (Sigma)'®. Observations were made using
the Zeiss imager 7.2 microscope and images were captured with a digital camera. To obtain comparable results, we
selected pyramidal neurons from the frontal cortex to quantify the number of chromocenter/neuron. Pyramidal
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neuron identity was determined by the expression of NeuN, the cell morphology (using phase contrast imaging),
the large nuclear diameter (when compared to astrocytes), and the presence of chromocenters and of a large
nucleolus.

Senescence-associated 3-galactosidase assay. Senescence-associated (SA) 3-galactosidase staining
was detected histochemically at pH 6 as described previously™. Briefly, tissue slices were fixed in PBS contain-
ing 1% formaldehyde, 0.4% glutaraldehyde, and 0.02% Igepal. After three washes, slices were exposed to the
X-gal solution (1 mg/ml X-gal; 5mM K3Fe(CN)6; 5mM K4Fe(CN)6; 1 mM MgCl2, in PBS; pH 6.0). Slides were
mounted and observations made under a microscope.

Antibodies. Rabbit anti-p53 (Santa Cruz Biotechnology), rabbit anti-p-JNK (Invitrogen), mouse
anti-synaptophysin (Sigma), mouse anti-amyloid clone DE2B4 (Abcam), rabbit anti-amyloid clone FCA3542
(Calbiochem), mouse anti-amyloid MOAB2 (Novus; NBP2-13075)), pan anti-Tau k9JA (DAKO); mouse
anti-p-Tau clone AT-8 (Thermo scientific), mouse anti-p-Tau clone PHF1 (a gift from Dr. Davies, Albert Einstein
College of Medicine), mouse anti-NeuN (Chemicon), rabbit anti-cleaved caspase-3 (Cell Signaling), rabbit
anti-GFAP (Dako; Z0334), Ibal (Wako; 019-19741), mouse anti-Bmil clone F6 (Millipore), mouse anti-Bmil
(Abcam), mouse anti-p-ATM (Novus), rabbit anti-p-ATR (Santa Cruz Biotechnology), rabbit anti-H3K9™¢
(Abcam), mouse anti-H2Aub clone E6C5 (Millipore), mouse anti-HP1 (Millipore), mouse anti-3-actin (Sigma),
mouse anti-tubulin (Sigma), mouse anti-H3 (Upstate), and rabbit anti-mouse IgG (Upstate).

RT and real-time PCR.  All primers were designed to flank individual exons and tested by PCR in RT+
and RT— control extracts. Total RNA was isolated using TRIzol reagent (Invitrogen). The RNA was treated
with DNasel for 20 min prior to reverse transcription (RT) and PCR for satellite repeats, which are intron-less.
Reverse transcription was performed using 1 g of total RNA and the MML-V reverse transcriptase (Invitrogen).
Real-time PCR was performed using the Platinum SYBRGreen SuperMix (Invitrogen) and a Real-Time PCR
apparatus (BioRad). Primers sets used were as follow: p16Inkda (F) 5_-CAACGCCCCGAACTCTTTC-3_; (R)
5_-GCAGAAGAGCTGCTACGTGAAC-3_, p19Arf (F) 5_-GGCTAGAGAGGATCTTGAGAAGAGG-3_; (R)
5_-GCCCATCATCATCACCTGGTCCAGG-3_. Primers sets used for Bmil, IAP, Maj Sat, Min Sat, Line, Sine
and IAP were as described'”.

Chromatin Immunoprecipitaion (ChIP) assay. ChIP was performed using the ChIP Assay kit (Upstate).
Briefly, 50 mg of cortical tissue was frozen for 1hour and then homogenized at RT according to the manufactur-
er’s protocol. The tissue was sonicated on ice for 10 sec at 30% amplitude to shear the chromatin (Branson Digital
Sonifier 450, Crystal Electronics, On. Canada). Sonicated materials were immunoprecipitated using designated
antibodies. Fragments were then amplified by real-time PCR in triplicates. Human primers sets used were as fol-
low: MCBOX (F) 5-AGGGAATGTCTTCCCATAAAAACT-3; (R) 5-GTCTACCTTTTATTTGAATTCCCG-3/;
SATIII (F) 5'-AATCAACCCGAGTGCAATCNGAATGG-3'; (R) 5-TCCATTCCATTCCTGTACTCGG-3;
SATa (F) 5'-AAGGTCAATGGCAGAAAAGAA-3'; (R) 5-CAACGAAGGCCACAAGATGTC-3"; ACTIN
(F) 5'-CCTCAATCTCGCTCTCGCTC-3%; (R) 5'-CTCTAAGGCTGCTCAATGTCA-3'; 8-GLOBIN (F)
5-GGCTGTCATCACTTAGACCTC-3; (R) 5-GGTTGCTAGTGAACACAGTTG-3";5". Mouse primers sets
used were as follow: MajSAT 5'- GGCGAGAAAACTGAAAATCACG-¥, 5-CTTGCCATATTCCACGTCCT-3/;
MinSAT 5'- TTGGAAACGGGATTTGTAGA-3', 5'-CGGTTTCCAACATATGTGTTTT-3';
LINE 5-TGGCTTGTGCTGTAAGATCG-3/, 5'-TCTGTTGGTGGTCTTTTTGTC-3'; SINE1
5'-GAGCACACCCATGCACATAC-3', 5'-AAAGGCATGCACCTCTACCACC-3"; Actin
5"-TCGATATCCACGTGACATCCA-3'; 5'-GCAGCATTTTTTTACCCCCTC-3'; HoxA7
5'-GTGGGCAAAGAGTGGATTTC-3"; 5'-CCCCGACAACCTCATACCTA-3"; B-major
5"-CAGTGAGTGGCACAGCATCC-3; 5-CAGTCAGGTGCACCATGATGT-3'. ChIP-qPCR data was analyzed
according to the Percent Input method'. First, the raw Ct of the diluted 1% input fraction is adjusted by subtracting
6.64 cycles (Le. log2 of the dilution factor 100). Subsequently, the percent input of each IP fraction is calculated accord-
ing to this equation: 100#2(Adjusted Input CLC(IP)_

Behavioral tests. Behavioral assays were performed at the Douglas Hospital Institution, Montreal, Canada
under the supervision of Dr. Rocheford. Male mice were first accustomed to the test environment prior to testing.
Groups of 15-month old male WT (n=8) and Bmil*'~ (n=38) mice were tested successively and were habituated,
trained, and evaluated at the same time of day for each experiment. Behavioral tests included Morris water maze
test and Barnes maze assay. In the Morris water maze assay, a hidden escape platform is immersed just below
water level with visual cues (color) around the pool in plain eyesight of the mouse. Upon release, the mouse nav-
igates around the pool seeking an exit while various parameters are recorded, including the time spent in each
quadrant of the pool and the time taken to reach the platform (latency). Barnes maze assay includes a circular
platform containing 20 circular holes around its circumference and visual cues (colored shapes) surrounding the
surface in plain eyesight of the mouse. The platform is intensely lit by an overhead lamp, and underneath one
of the holes there is an exit box. Different parameters are analyzed comprising latency to escape and number of
errors.

LTP assay. For this study, we used 15-month old male WT and Bmil*'~ mice. Under deep anesthesia, brains
were removed and coronal brain slices (350 um thickness) containing the hippocampus were cut in hyperosmotic,
ice-cold and carbogenated (bubbled by 95%0,/5%CO, to maintain the pH at 7.4) slice cutting solution (in mM:
252 sucrose, 2.5 KCI, 4 MgCl,, 0.1 CaCl,, 1.25 KH,PO,, 26 NaHCO, and 10 glucose) using a Vibratome. Freshly
cut slices were placed in an incubating chamber with carbogenated artificial cerebrospinal fluid (ACSF (~310
mOsmol/L) consists of (mM): 125 NaCl, 2.5 KCI, 1 MgCl,, 2 CaCl,, 1.25 NaH,PO,, 26 NaHCO; and 25 glucose).
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Slices were recovered at 32°C for one hour and subsequently maintained at room temperature. Carbogenated
ACSF containing bicuculline methbromide (5pM) to block GABA , receptor-mediated inhibitory synaptic cur-
rent was used to perfuse slices in all recordings. Postsynaptic responses, which were evoked by stimulating the
Schaffer collateral-commissural pathway via constant current pulses (0.08 ms) delivered through a tungsten bipo-
lar electrode (FHC), were recorded from the hippocampal CA1 region, amplified by a Multiclamp 700B (Axon)
and stored in a PC for offline analysis using Clampfit (Axon). All recordings were performed at room tempera-
ture. Field excitatory postsynaptic potential (fEPSP) was evoked at 0.05 Hz and detected by an ACSF-filled glass
electrode that was placed in the stratum radiatum of the hippocampal CA1 region. Long-term potentiation (LTP)
of fEPSP was induced by a high-frequency tetanus (100 Hz, 100 pulses). Student’s t-test was used to compare
changes in fEPSP slope at 60 minutes after tetanus between W'T and Bmil*/~ groups. In order to determine if
fEPSPs are potentiated by tetanus within each mouse group, paired Student’s t-test was used to compare fEPSP
slope recorded before (baseline) and at 60 minutes after tetanus.

Statistical analysis. The Student’s t-test for unpaired samples was used to measure statistical differences. An
analysis of variance (ANOVA) followed by the Dunnett test was used for multiple comparisons with one control
group. In each figures, the criterion for significance (P value) was mentioned.

Results
Bmil*'~ mice develop accelerated aging features and neurological symptoms. We previously
reported that Bmil™'~ mice have reduced median and maximal lifespan along with apparition of lens cataracts at
higher frequencies than WT littermates, suggesting that Bmil hemi-deficiency may accelerate the aging process'®.
Alopecia and weight loss are common characteristics of premature aging in mice’* ", We observed that between
the ages of 15-24 months (defined here as old mice), Bmil*/~ mice exhibited alopecia and reduced body size
(~25%) when compared with age-match WT littermates (Fig. 1a,b). These pathological features were not present
in 3-month and 1-year old Bmil*/~ mice (Fig. 1a,b). We performed the paw-clasping test to verify if old Bmil*/~
mice presented pathological reflexes. Adult WT mice picked by the tail and slowly inclined towards a horizontal
surface spread all four limbs in anticipation of contact. However, instead of limb extension, old Bmil*'~ mice
displayed an irregular clasping behavior characterized by the dragging of the fore paws towards the trunk and
asymmetry in limb position (Fig. 1c). This phenotype is generally associated with a neurological syndrome’'.
The Bmil gene operates as a central regulator of apoptosis and senescence through repression of the p19*/
p53 and p16™43/pRb tumor suppressor axes. Senescence is usually excluded in post-mitotic cells such as neurons,
yet increased SA (3-galactosidase activity and expression of the senescence-associated genes p19*"and p16"* have
been noted in cortical neurons of aged p73*'~ mice and of Bmil~'~ pups'****, Furthermore, expression ofpléf“’“'
is considered as a biomarker of aging™. We first confirmed neuronal expression of Bmil in the cortex of old
WT mice and its severe reduction in old Bmil*'~ mice (Fig. 1d). Next, we compared these old WT and Bmil*/~
mice for SA B-galactosidase activity and p16™/p194” expression. We observed robust SA B-galactosidase stain-
ing in pyramidal neurons and a 2-fold increase in the total number of SA 3-galactosidase-positive neurons/
section in layers 2 and 3 of the frontal cortex of Bmil*'~ mice (Fig. 1e,f). This was accompanied with significant
increased in p16™ and p19*7 expression (Fig. 1g). These findings suggested that in addition to affect lifespan,
Bmil hemi-deficiency resulted in the apparition of an age-dependent neurological syndrome associated with
neuronal senescence.

Bmil*'~ mice show altered spatial memory and reduced long-term potentiation. To test
whether the neurological symptoms were associated with perturbed cognitive functions, we examined apparently
healthy 15 month-old WT and Bmil™~ mice for spatial learning and memory aptitude using the Morris water
and Barnes maze tests. For the Morris water navigation task, mice were trained for 4 days to locate the platform
(training) and then evaluated on their capacity to remember the platform location (probe test). Bmil*'~ mice
performed poorly in this assay during both the training period and probe test, as demonstrated by the increased
time (latency) required to reach the platform (Fig. 2a,b). Bmil*'~ mice also exhibited an anxious phenotype as
demonstrated by an increased thigmotactic behavior while performing the training (Fig. 2d)**. The swimming
speed of aged Bmil*/~ mice was also reduced (0.25m/s for WT and 0.20 m/s for Bmil™'~) (Fig. 2c). In contrast,
the swimming speed of 1 year-old WT and Bmil*/~ mice was nearly identical (not shown), thus consistent with
the apparition of a progressive, age-related reduction in locomotors strength. The Barnes maze test is based on
mice aversion to open enlightened spaces, which ultimately prompts them to find secure shelter. Bmil*/~ mice
were more prone to visiting non-target holes while searching for the hole with the escape box and the latency of
escape was also increased (Fig. 2¢). Although these results suggested impaired spatial memory formation, the
reduction in swimming speed and the possibility of visual dystunction led us to perform electrophysiological
analyses to further test this possibility.

LTP is a cellular surrogate for spatial memory formation™. Using the same animals as in the behavioral tests,
LTP of the Schaffer collateral pathway was induced in the CA1 region of the hippocampus. We found that a com-
monly used protocol for inducing LTP (100 Hz, 100 pulses) enhanced fEPSP slope in WT mice at 60 minutes after
tetanus (Percent potentiation: 48,9+ 5.2%, data from 6 slices and 3 mice). Compared with fEPSP recorded before
tetanus (baseline), WT slices displayed significant potentiation (P=0.036; paired Student’s t-test) (Fig. 2f-h).
Slices from Bmil*'~ mice exhibited weaker potentiation than WT (11.7 4 11.2%, data from 6 slices, 4 mice; trans-
genic vs. WT: P=0.045, Student’s t-test) and failed to show significant potentiation when compared to baseline
at 60 minutes after tetanus (P = 0.357; paired Student’s t-test) (Fig. 2f-h). Our findings demonstrated that LTP
formation in Bmil hemi-deficient mice was significantly impaired, thus strengthening the hypothesis of impaired
spatial memory formation.
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Figure 1. Bmil*'~ mice present accelerated aging features and neurological symptoms. (a) Photographs of

3 month-old and 20 month-old WT and Bmil*'~ mice. Note that aged Bmil ™/~ mice are smaller and exhibit
hair loss (alopecia) compared to WT littermates (n=5). (b) Quantification representing the mean weight at 3
months (n=6), 1-yr (n=6) and 20 months (n=6) of WT and Bmil*'~ mice. (c) Photographs showing the paw
clasping reflex of aged WT (n=>5) and Bmil™'~ mice (n=>5). Note that the Bmil*™'~ mouse pulls its fore limbs
into its body rather than spreading them away from its trunk, and present an important asymmetry in the hind
limbs’ position. (d) IHC analysis on mouse cortical sections showing robust Bmil expression in the nucleus of
WT neurons (arrows) and weak expression in Bmil*'~ neurons (arrows). (e) Analysis of SA B-galactosidase
activity in the cortices of old WT and Bmil*'~ mice. Scale bar: 20pm. (f) Quantification of the number of SA
B3-galactosidase positive neurons/cortical section. (h) Quantitative PCR analysis of p16"% and p19* expression
in the cortices of old WT (n=3) and Bmil*'~ (n=3) mice.

Old Bmi1*/~ mice present a pathology showing some features of AD.  We previously showed that
most neuronal anomalies in Bmii~'~ mice were mediated by p53 activation'*. Using immuno-blot, we observed
increased p53 levels in the cortex of 15-20 month-old Bmi!*'~ mice when compared to WT littermates (Fig. 3a).
Hallmarks of AD and related dementias are accumulation of p-Tau, extra-cellular amyloid plaques, reduced
synaptophysin immunoreactivity and neuronal loss. By immunoblot using antibodies that recognize p-Tau at
Ser202 (AT-8) or Ser396 and Serd404 (PHF1), we observed the presence of p-Tau accumulation in Bmil ™/~ corti-
ces (Fig. 32). In cultured human neurons, BMI1 knockdown results in an increase in total Tau levels®”. Similarly,
we observed that total Tau levels were increased in the cortex of 22-24 month-old BmiI*'~ mice (Fig. Sla,b).
Remarkably, these anomalies correlated with reduced synaptophysin levels (indicative of synaptic atrophy) and
increased p-JNK immunoreactivity (Fig. 3a)**?”. By immuno-histochemistry (IHC), we observed p-Tau immuno-
reactivity in the neuron’s perikarya of 20 month-old WT and Bmii1*/~ mice. However, large p-Tau deposits in the
neuronal cell body and strong immunoreactivity in track fibers of the cortical white matter were only observed in
Bmil*'~ mice (Fig. 3b). The presence of p-Tau tangles was not observed.

We next performed immunoblot on mouse cortices using an antibody (FCA3542) that can recog-
nize the mouse and human amyloid peptide. Notably, we could detect the presence of a ~12-14kDa band
only in the Bmil™~ brain samples (Fig. 3c-Input 20%). This band was also revealed using FCA3542 after
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Figure 2. Bmil™/~ mice exhibit memory and LPT impairment. (a-e) 15-month old male WT (n=8) and
Bmil*'~ (n=8) mice were tested for behavioral changes associated with spatial memory formation deficit. (a-c)
Results of Morris water maze probe test, showing time spent in the target quadrant searching for the hidden
platform, mean time to reach the target platform (latency) and mean swim speed. (d) Charts representing

mean thigmotaxis of Morris water maze 4-day trials. (¢) Histograms representative of Barnes maze test results
including mean total errors and mean latency to reach the target probe. (f-h) LTP assays on hippocampal slices
of 15-month old male WT and Bmil*'~ mice. (f) Scatter plots revealed changes in the slope of field excitatory
postsynaptic potential (fEPSP) recorded from the hippocampal CA1 region of WT and Bmil*'~ mice. LTP was
induced by tetanus (100 Hz, 100 stimulation). Dotted line represents the baseline. (g) Representative traces of
fEPSP recorded before (baseline) and 60 min after tetanus. Dotted lines represent baselines. (h) Histogram of
fEPSP slope at 60 min after LTP induction. Normalized fEPSP slopes, recorded between 55-60 min after tetanus,
were averaged for calculating percent potentiation, Values are mean + SEM. *P < 0.05; **P < 0.01; Student’s t-test.

immunoprecipitation (IP) with another anti-amyloid antibody (DE2B4), but not after IP with IgG (Fig. 3c-IP).
Antibody specificity was also confirmed using cortical extracts from human APPSv/Putchilowa ( A pP) transgenic
mice (Fig. 3c-IP). On Bmil*'~ brain sections at 20 months of age, we observed that amyloid was preferentially
found in the neuronal soma (Fig. 3d). Amyloid plaques were not observed. Cleavage of APP by the B-secretase
Bacel generates the ~12-14kDa C99 fragment (C99). Notably, we observed increased Bacel levels in corti-
cal neurons of Bmil*'~ mice (Fig. 3a,¢). To distinguish between accelerated aging and neurodegeneration, we
compared the brains of 24 month-old W'T mice with that of 15 month-old Bmil*'~ mice for the expression of
the ~12-14kDa fragment. Notably, the amyloid-related band was not detectable in the cortex of old WT mice
(Fig. 3f). Likewise, p-JNK and p-Tau (AT-8) were not observed in the 24 month-old WT mice (Fig. 3g).

To evaluate the possibility of neuronal loss, we calculated the total number of cortical neurons per section in
the frontal cortex using a pan-neuronal marker (NeuN). When compared to WT littermates, 15-20 month-old
Bmil*'~ mice displayed a ~20% reduction in NeuN-positive neurons (Fig. 3h). To examine if the lower neu-
ronal density observed in Bmil*/~ mice correlated with increased apoptosis, we quantified the number of neu-
rons positive for activated caspase-3 in the frontal cortex. This revealed a ~2 fold increase in the frequency of
apoptotic neurons in old Bmil*/~ mice (Fig. 3i). Reduced neuronal density and increased apoptosis were also
observed in the hippocampus of 15-17 month-old Bmil*'~ mice (Fig. $2a,b), which was consistent with the
behavioral and LTP results. We next analyzed the brains from rare surviving 22-25 month-old Bmil*~ mice
using antibodies against amyloid (n =7). A single 24 month-old Bmil*/~ animal presented amyloid deposits that
were present in all cortical areas, with other brain regions being generally less affected (Fig. 3j). Interestingly, the
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Figure 3. Old Bmii=~ mice present cortical neurodegeneration. (a) Western blot analysis on cortical extracts
from 15-20 month-old WT and Bmil*™/~ mice. (b) IHC for p-Tau (PHF1) on cortical sections of old WT
(n=4) and BmiI*'~ (n=4) mice. (i) Low magnification. Scale bar: 20pm. Higher magnifications in (ii) revealed
p-Tau deposits on ghost-like neurons and in (iii) p-Tau immunoreactivity in track fibers of the cortical white
matter of Bmi1*'~ mice. The 3 insets show images of the most severe cases observed of p-Tau accumulation

in Bmil*/~ mouse neurons (arrows). Scale bar: 8um. (¢) Immuno-precipitation (IP) of the 3-amyloid peptide
(DE2B4 antibody) using the soluble cellular fraction of cortices from old WT and Bmil*™'~ mice, and from a
6-month old APP transgenic mouse (positive control). The blot was revealed using the FCA3542 antibody.

N =2 independent experiments. (d) THC on brain sections of old WT (n=4) and Bmil*'~ (n=4) mice for
the expression of B-amyloid (DE2B4 antibody). Top images scale bar is 20um; Lower images scale bar is 8pum.
Arrows in the insets indicate amyloid accumulation in the neuronal cell body. (e) THC staining for Bacel on
brain sections of old WT (n=2) and Bmil*'~ (n=2) mice. (f,g) Immuno-blot analysis of cortical extracts
from 24 month-old WT and 15 month-old Bmii*'~ mice showing accumulation of pathological proteins in
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Bmil*'~ mice but not in old WT mice. N =2 independent experiments. (h) Quantification of the number

of NeuN + cortical neurons in the frontal cortex of 15-20 month-old WT (n=5) and Bmil*'~ (n=5) using
THC. (i) Quantification of the number of neurons positive for activated caspase-3 in the frontal cortex of
15-20 month-old WT (n=5) and Bmil*'~ (n=5) mice. (j) Composite images of IHC staining on whole brain
sections from 24-month old WT and Bmil*'~ mice showing amyloid-positive deposits in the cortex (Ctx) and
hippocampus (Hip) but not in the cerebellum (Cb) of Bmil ™'~ mice. (Right panel) High-resolution images
showing extra-cellular amyloid plaque-like structures (arrow) in the cortex and hippocampus of Bmil*'~ mice.
Values are mean 4 SEM. P < 0.05; **P < 0.01; Student’s t-test.

pattern of amyloid immuno-reactivity was slightly distinct when using another amyloid antibody (Fig. $3a,b).
Intra-neuronal accumulation of amyloid and reduced synaptophysin immuno-reactivity was also observed in the
hippocampus of another Bmil*'~ mouse (Fig. S3c,d). This revealed that old Bmil*'~ mice could spontaneously
develop a disorder sharing some similarities with AD.

Bmil hemi-deficiency cooperates with APP-mediated neurodegeneration.  Genetic cooperation
between two mutations can be indicative of protein-protein interactions and/or convergent molecular pathways.
To test if Bmil hemi-deficiency could cooperate or not with FAD-associated mutations, we crossed Bmil*'~
mice with human APP transgenic mice. From this, we obtained 4 genotypes in F1: WT, Bmil*'~, APP and APP/
Bmil*'~ mice. Kaplan Mayer analysis revealed that although both Bmil*'~ and APP mice had reduced maximal
and median lifespan compared to WT littermates, the median lifespan of the APP/Bmil™'~ animals was further
reduced by ~45% when compared to APP mice (Fig. 4a). The difference was significant despite the limitations of
using a small data set. When analyzed by IHC at 6 months of age for p-Tau, we observed almost no signal in WT
and Bmil*'~ mice, and weak immunoreactivity in APP mice. Notably, while neuronal accumulation of p-Tau
was rare in APP mice and absent in Bmil*'~ mice, it was relatively robust and abundant in APP/Bmil*'~ mice
(Fig. 4b,c). Similarly, although intra-neuronal amyloid immunoreactivity was weak to absent in Bmil*'~ mice at
this young age, it was easily detectable in APP mice (Fig. 4d). Notably, the number of immunoreactive neurons
and the signal strength for amyloid were greatly enhanced in APP/Bmi1*'~ mice (Fig. 4d,e). Other parameters of
disease severity were also enhanced in APP/Bmil*'~ mice, including reactive gliosis, microglia activation, syn-
aptic atrophy and apoptosis (Fig. $4). Taken together, these results suggested genetic cooperation between Bmil
hemi-deficiency and mutant APP in neurodegeneration.

Loss of heterochromatin and DDR in cortical neurons of Bmil*/~ mice. BMII is required for hetero-
chromatin maintenance in somatic cells'’. We thus investigated if the AD-like phenotype of Bmil*'~ mice was also
associated with heterochromatin alterations. By Western blot analysis on whole cortices, we observed reduced levels
for histones H2A"® and H3K9™** in 15 month-old Bmil*'~ mice (Fig. 5a). To test if this correlated with an abnormal
chromatin structure, we performed [HC. We observed that in contrast to W' mice, where 2-3 large chromocenters/
neuron were present, chromocenters of Bmil*'~ neurons were smaller and more numerous, suggesting heterochro-
matin de-nucleation (Fig. 5b). Consistently, this was associated with transcriptional de-repression of satellite repeats,
which are normally silenced by heterochromatin (Fig. 5¢)***". One prediction of heterochromatin de-nucleation is
activation of a DDR. The Ataxia Telengectasia Mutated (ATM) and Ataxia Telengectasia and RAD-3 Related (ATR)
kinases work at the apex of the DDR*~*, Using immunoblot, we observed accumulation of phospho-ATM at Serine
1981 (p-ATM) and phospho-ATR at Serine 428 (p-ATR) in the cortices of Bmil™'~ mice (Fig. 5d). The histone mark
~H2AX is present at sites of DNA damage*'. We observed nuclear accumulation of YH2AX in cortical neurons only
in Bmil*'~ mice, suggesting that the DDR occurs primarily in neurons (Fig. 5¢).

To localize DNA damage on the genome, we performed chromatin immuno-precipitation (ChIP) experiments
on whole cortices. As expected, Bmil, H3K9™* and H2A'" were enriched at genomic repeats (Minor and Major
satellite repeats and LINE elements) and at the Hoxa?7 locus in WT mice and were depleted in Bmil*'~ mice
(Fig. 50)". In contrast, while p-ATR and NH2AX were nearly absent in WT mice, they were preferentially and
highly enriched at genomic repeats in Bmil*'~ mice (Fig. 5f).

To test if heterochromatin anomalies were present before disease onset, we performed immuno-blot, IHC
and confocal microscopy on cortices from 2-3 month-old WT and Bmil*'~ mice. This revealed reduced H3K9™<*
levels and fragmented H3K9™* immunostaining in Bmil*/~ pyramidal neurons when compared to WT (Figs 5g
and $5a,b). Reduced H3K9™* levels were also present in cultured embryonic day 18.5 neurons, as measured using
ChIP analyses (Fig. S5c). Despite the presence of chromatin anomalies at the earliest step of neurogenesis, we
failed to detect a DDR or the expression of AD-related markers in 3 month-old Bmil™'~ mice using immuno-blot
(Fig. $5d). Mild accumulation of p53 was however noticed in Bmil ™'~ mice (Fig. $5d). This suggested that in
Bmil*'~ mice, loss of heterochromatin is a very early event in the disease process.

Amyloid and Tau pathologies can be mitigate by inhibition of the DDR.  Bmil-null (Bmil~'~) mice
are smaller than normal and die around post-natal day 30"°. Yet, we could find cortical neurons immuno-reactive for
p-Tau and amyloid in 25 day-old Bmil~'~ mice (Fig. 6a,b), To gain insight into the disease mechanism, we generated
cohorts of 25 day-old Bmil~'~ mice carrying null mutations in p53 (Bmil='~/p537=) or Chk2 (Bmil~'=/Chk27").
Chk2 encodes a kinase activated by ATM, and both ATM and Chk2 can stimulate p53 activity', Notably, we found
that p-Tau and amyloid immuno-reactivity were both mitigated in Bmil=/=/p53~/~and in Bmil~'=/Chk2~'~ mice
(Fig. 6a,b).

To understand the basis of p53 activation, we cultured WT, Bmi 1=/~ and Bmil*'~ embryonic day 18.5 cortical
neurons to test if free radical-mediated DNA damage was responsible for p53 accumulation'®*"%%, Using N-Acetyl
Cysteine (NAC), a free radical scavenger, we found that reducing free radicals could slightly improve p53 levels in
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Figure 4. APP/Bmil™'~ mice show genetic cooperation in disease onset and severity. (a) Kaplan-Meyer
representation of the survival curves of WT (n=11), Bmil*'~ (n=13), APP (n =6) and APP/Bmil*'~ (n=6)
mice. (b) IHC staining for p-Tau (PHF1) on cortical sections of 6 month-old W' (n=3), Bmil*/~ (n=3), APP
(n=3),and APP/Bmil*'~ (n=3) mice. Scale bar: 20pm. Scale bar in the inset: 8um. () Quantification of p-Tau-
positive neurons shown in (b). (d) IHC for amyloid (DE2B4) on cortical sections of 6-month old WT (n=3),
Bmil™'~ (n=3), APP (n=3), and APP/Bmil*'~ (n=23) mice. Scale bar: 20pm. (e) Quantification of amyloid-
positive cells shown in (d). Values are mean + SEM. *P < 0.05; (**) < 0.01; (***) < 0.001; Student’s t-test.

Bmil~'~ and Bmil='~ neurons (Fig. 6¢). The p19* protein can stabilize p53, and p19*™is up regulated in Bmil~'~
neurons'**, However, co-deletion of Bmi! and Ink4a (encoding for p16™2 and p19f) could not prevent p53
accumulation (Fig. 6d). In response to DNA damage, the ATM and ATR kinases can target p53 for phosphoryl-
ation™***!. We found that inhibition of ATM alone could not prevent p53 accumulation, but that inhibition of
ATM and ATR largely mitigated p53 accumulation in Bmil~'~ neurons (Fig. 6¢). Residual p53 levels were how-
ever observed. We also observed the presence of p-ATM and phospho-Chk1 (a downstream target of ATR) in
Bmil™~ neurons and found that ATM/ATRi was sufficient to prevent their accumulation (Fig. 6f). Remarkably,
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Figure 5. Loss of heterochromatin and DDR in cortical neurons of Bmil*/~ mice. (a) Western blot analysis

of cortical extracts from old W (n=6) and Bmil*’~ (n = 6) mice. {b) IHC on cortical sections from old WT
(n=3) and Bmil*'~ (n=3) mice with quantification of the number of H3K9™ foci per nucleus (6 sections/
sample were counted). Scale bar in the inset: 3pm. (¢) Real-time RT-PCR analysis for the expression of
satellite repeats in cortices from WT (n=3) and Bmii*'~ (n=3) mice. (d) Western blot analysis of cortical
extracts from old WT (n =3) and Bmil**~ (n=3) mice. (e) IHC for YH2AX on cortical sections of old WT
and Bmil*'~ mice. (f) ChIP analyses were performed on frontal cortex homogenates from 15 month-old WT
(n=3) and Bmil*'~ (n=3) mice. Quantitative PCR was performed in triplicate for each DNA sequence. All
data are presented as fold of input. Bmil and H2A™ reduction (p < 0.05), and p-ATR and yH2AX accumulation
(p <0.01) in Bmil*/~ mice are significant (Two-way ANOVA analysis). (bottom panel) Fold differences

for yH2AX and p-ATR accumulation in Bmil*/~ mice were measured relative to W'T levels for each DNA
sequences. (g) Cortical slices from 45-day old mice. Areas showed are located in layers 2-3 of the frontal
cortex. In WT samples, large pyramidal neurons were strongly labeled by the H3K9™? antibody and H3K9™e*
co-localized with DAPL. In Bmil*'~ samples, large pyramidal neurons were weakly labeled by the H3K9™
antibody and the H3K9me3 signal was fragmented. Bottom panels: Quantification of the images showed in (f).
Values are mean &= SEM. #P < 0.05; **P < 0.01; ****P < 0.0001; Student’s t-test.

p-Tau accumulation in Bmil~'~ neurons could be also prevented after exposure to ATM/ATRI (Fig. 6f). These
results suggested a theoretical model where AD-related neuronal pathologies observed in Bmil-deficient mice
are triggered in part by a ATM/ATR-driven DDR working upstream of p53, but where Bmil/Ring1 ubiquitin
ligase activity and Bmil-mediated ROS repression are also likely required to prevent p53 accumulation (Fig. 6g)°~.

Loss of heterochromatin and DDR in AD brains. We next investigated the possible relevance of
our findings in the context of AD. We first confirmed the robust expression of BMI1 in cortical neurons from
aged controls and BMI1 depletion in neurons from AD patients (Fig. 7a). To test for possible heterochromatin
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Figure 6. Blocking the DDR mitigate the amyloid and Tau phenotype in Bmii-null neurons. (a,b) IHC
performed on cortical sections from 25 day-old mice. (a) Arrows indicate p-Tau-positive neurons in Bmil
mice. (b) Arrows indicate amyloid-positive neurons in Bmil~'~ mice. These anomalies were largely prevented
in the double-mutant mice. (¢—f) Immunoblot were performed on embryonic day 18.5 mouse cortical neurons
cultured for 7 days in vitro. (c-d) Addition of NAC or co-deletion of [nk4a could not prevent p53 accumulation
in Bmil-deficient neurons. Note the presence of p53 also in Bmil™~ neurons. NAC was added daily to the
cultures for a period of 7 days. (e,f) DMSO, ATMi or ATM/ATRi were added to the cultures 16 hours prior to
protein extraction. (e) ATM/ATRI largely prevented p53 accumulation in Bmil =~ neurons. Numbers ! and 2 in
(e) indicate two independent biological replicates. Note residual p53 expression in ATM/ATRi-treated neurons
(circles with dash lines). (f) Addition of ATM/ATRI could prevent p-ATM, p-Chk1 and p-Tau accumulation

in Bmil~'~ neurons. (g) Hypothetical model to explain the impact of Bmi! inactivation in mouse neurons.
Following loss of Brnil, up-regulation of the Ink4a locus induces neuronal senescence. On the other hand,
genomic instability at the heterochromatin induces a chronic DDR. 'The p53 protein is then stabilized by
ATR/ATM-mediated kinase activity. The accumulation of p53 may be also exacerbated by the loss of Bmil/
Ringla-mediated ubiquitin ligase and antioxidant activities. The activated ATM/Chk2, ATR/Chk1 and p53
pathways then promote Tau phosphorylation and accumulation of the C99 fragment. Elevated Bacel levels

also contribute to over-production of the C99 fragment. Accumulation of these toxic proteins contributes to
neurodegeneration.

-

anomalies, we performed THC on frontal cortex sections®. In control samples, all neurons were labeled with
H3K9™ and presented ~3 heterochromatic foci (or chromocenters)/neuron (Fig. 7b.c). In AD samples, ~38%
of all pyramidal neurons showed highly reduced or absent H3K9™< nuclear staining, and the neuron’s chromo-
centers were smaller and more numerous (Fig. 7b,c). To test the possibility of genomic instability, we analyzed
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Figure 7. Loss of heterochromatin and DDR in AD brains. (a) IHC staining for BMI1 (brown staining-black
arrows) and MAP2 or NeuN (violet staining) on paraffin sections from the frontal cortex of age-match control
(n=2)and AD (n=2) patients. Weak nuclear staining for BM11 (dash lines) was observed in AD neurons.
Scale bar: 3pm. (b) IHC staining for H3K9™* on frontal cortex sections of control (n=>5) and AD (n=5)
brains: (i) reduced peri-nucleolar heterochromatin in AD (arrows), (ii) chromocenters de-condensation in
AD, and (iii) loss of H3K9™<* immunoreactivity in AD neurons (dash lines). Scale bar: 5pum. (c) Quantification
of data in (b) showing the number of H3K9™* foci/H3K9™-positive neuron. H3K9™*-negative neurons

were excluded from the analysis. Quantification of the number of H3K9™¢*-negative neurons, which were

not found in aged controls. 6 full-fields at 630 magnification/sample were counted. Values are mean - SEM.
#P < 0.05; (**) < 0.01; Student’s t-test. (d) Immunoblot using extracts from the frontal cortex of age-match
control and AD patients. (") Quantification of the results showed in (d). (¢) Immunoblot using extracts from
the hippocampus of age-match control and FAD patients. (f) IHC staining for p-ATM on paraffin sections from
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the frontal cortex of age-match control (n=2) and AD (n=2) patients. p-ATM is predominant in AD neurons
and accumulates in both cytosolic (blue arrowhead) and nuclear (black arrowhead) compartments. (g) ChIP
experiments were performed on frontal cortex extracts of age-match control (n =6) and AD brains (n=6). All
data are represented as fold of input. (A) Note BMI1 and H3K9™ enrichment at McBOX, SATIII and SATA in
control samples. BMI1 was also found at HOXC13. BMI1 and H3K9™ were depleted at all loci in AD samples
(bottom). Fold differences between control and AD samples for p-ATM, p-ATR and \H2AX accumulation.
Values are mean + SEM. *P < 0.05; **P < 0.01; **#P < 0.001; Two way-ANOVA test was performed for multiple
gene analysis and Student’s t-test for single gene analysis.

the expression of DDR proteins. By Western blot analysis, we observed accumulation of p-ATM, p-ATR and
p-CHKI1 in AD brains, but not in age-match controls (Fig. 7d,d"). The presence of a DDR in AD brains also
correlated with reduced H3K9™ levels (Fig. 7d). In contrast, accumulation of DDR proteins was not observed
in FAD brains, with the exception of one sample presenting p-ATM accumulation (Fig. 7¢). Likewise, H3K9™*
levels were unaffected in FAD brains (Fig. 7¢). Using IHC, we also confirmed that DDR in AD brains occurred
primarily in neurons (Fig. 7f).

To establish where the DDR was located on the genome, we performed ChIP experiments using frontal cortex
samples. When compared to controls, we found significant enrichment for p-ATR and NH2AX at genomic repeats
(SATIII, SATA and McBOX) in AD brains (Fig. 7g). In contrast, there was no enrichment at HOXC13, 3-GLOBIN
or ACTIN (Fig. 7g). Although there was a general trend for p-ATM enrichment at genomic repeats in AD sam-
ples, it was not significant. BMI1 and H3K9™* were also enriched at HOXC13 and at genomic repeats in control
brains and were depleted in AD brains (Fig. 7g). Taken together, these findings revealed remarkable similarities
between the neuronal genomic instability phenotype of Bmil*'~ mice and AD patients.

Discussion

We have found that Bmil*/~ mice develop with age a neurological and progeroid syndrome characterized by alo-
pecia, weight loss, abnormal paw clasping reflex and neuronal senescence. Memory deficit as measured by their
performance in the Morris water maze and Barnes test correlated with impairment in LTP formation as well as
with synaptic atrophy and neuronal loss. Pathological brain anomalies such as p-Tau and amyloid accumulation
were also found in old Bmil*'~ mice. Remarkably, when compared to Bmil*'~ or APP mice alone, Bmil*'~/APP
mice showed significantly shorter lifespan and increased disease severity. Genetic and cell culture studies further
revealed that inhibition of the DDR and/or p53 could mitigate the accumulation of p-Tau and amyloid in neurons
from Bmil-null mice, suggesting that the neuronal response to genomic instability plays a role in the disease
process. At last, loss of heterochromatin in neurons and accumulation of DNA damage at genomic repeats were
found in Bmil*/~ mice and AD brains.

One possible interpretation of our data is that Bmil*/~ mice age faster and thus present age-related neu-
rological anomalies earlier than W'T mice. This possibility is supported by our observation that some patho-
logical marks, including p-Tau (using PHF1, which recognizes an epitope around Ser396 and Ser404) and SA
B3-galactosidase activity, although much less abundant, were also detected in the brains of old WT mice. However,
other pathological marks, such as p-Tau (using AT-8, which recognizes Ser202), p-JNK and amyloid (C99) accu-
mulation were not detected even in 24 month-old WT mice, suggesting that Bmil hemi-deficiency represents a
pathological brain aging process that is distinct from end-stage physiological brain aging.

Using the Bmil*'~ and Bmil~'~ mouse models, we observed activation of DDR proteins and of p53 in neu-
rons. This is consistent with previous work showing that Bmil is important to maintain genomic stability'*~%",
Interestingly, over-expression of Chkl or Chk2 was shown to exacerbate Tau toxicity in a Drosophila model of
neurodegeneration by specific phosphorylation of human Tau at Ser262**. Likewise, JNK activation may promote
Tau phosphorylation™. Thus, several kinases potentially targeting Tau are activated in Bmil ™'~ mice. It however
remains to be investigated by which mechanisms Bacel level is increased and why the amyloid metabolism is
affected in Bmil*'~ mice. Our results showed that amyloid accumulation was mitigated after p53 deletion and
we recently reported that p53 activation in human neurons might perturb the clearance of misfolded proteins by
interfering with proteasome function”. Thus, a plausible mechanism to explain our results is that activated p53
also impairs proteasome function in mouse neurons. Further work is however needed to validate this.

The heterochromatin island hypothesis of aging stipulates that epigenome instability at the constitutive het-
erochromatin is a driving force of cellular aging®~". This hypothesis may be particularly relevant in post-mitotic
neurons, where cell division associated with telomere attrition is irrelevant to the cellular aging process. Notably,
inactivation of chromatin remodeling proteins, such as those of the NURD complex, results in DDR and in
cellular senescence that are preceded by heterochromatin alterations®®. Furthermore, modifications of consti-
tutive heterochromatin in response to an acute stress can result in epigenome instability and perturbation of
gene expression program, which are hallmarks of cellular aging:‘". In mice, deletion of the SUV39h1/h2 methyl-
transferases leads to reduced viability, loss of H3K9™* and genomic instability®’. In Drosophila, perturbation of
H3K9"¢ levels through inactivation of Su(var)3-9 results in genomic instability and constitutive DDR at the het-
erochromatin, in both somatic and germ-line cells®'. We showed here that heterochromatin alterations in Brmil*/~
mice are present at the time of neurogenesis and thus before activation of DDR proteins and neurodegeneration.
Notably, this correlated with preferential accumulation of DNA damage (as marked by YH2Ax) at repetitive DNA
sequences. Similarly, we found that DNA damage accumulation was predominant at genomic repeats in AD
brains. Exactly why loss of heterochromatin compaction strongly correlates with DNA damage accumulation
at genomic repeats is unknown. It is possible that repetitive DNA sequences are intrinsically unstable upon loss
of heterochromatin compaction and thus prone to de novo DNA damage formation. It is also possible that the
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efficiency of DNA repair is reduced upon BMI1 deficiency or that recognition of the H3K9™* mark is important
to activate the process of DNA repair at these specific regions'>'**%, It remains however to be tested whether
heterochromatin anomalies observed in Bmil*'~ mice are sufficient to induce the DDR and neurodegeneration.

Interstitial amyloid plaques and Tau tangles represent the classical pathological hallmarks of AD. While syn-
aptic atrophy, neuronal loss and behavioral anomalies are present in 15-month old Bmil*'~ mice, the animals
do not develop Tau tangles or amyloid plaques (with the exception of one animal). Rather, old Bmii*'~ mice
present intra-neuronal accumulation of amyloid and show moderate levels of p-Tau deposits in the neuronal
cell body and the axon. The absence of amyloid plaques formation in Bmil*'~ mice is not surprising since the
mouse amyloid peptide is known to be less prone to aggregation than the human one®. Also, transgenic mice
over-expressing wild-type human APP rarely develop amyloid plaques, in contrast with those over-expressing
APP with FAD-associated mutations®’. Notably, massive neurodegeneration was reported in APP/PSEN1
transgenic mice (A PP(SL)PS1KI mice), which only develop intra-neuronal accumulation of amyloid®. Thus,
intra-neuronal accumulation of oligomeric amyloid species, including the C99 fragment, may be sufficient to
induce neurodegeneration®®’. Nevertheless, the absence of amyloid plagues and Tau tangles as well as the late
onset neuronal disease should be taken into account before using Bmil*'~ mice as a model of AD.

In conclusion, we demonstrated that loss of one Bmil allele in mice results in age-related neurodegeneration
sharing some similarities with AD. Bmil*'~ mice may thus represent an interesting animal model to identify new
pathogenic mechanisms related to AD.

Data Availability Statement
The authors declare that they will make available all data presented in this manuscript.
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8 Annex lll: Loss of Bmil causes anomalies in retinal
development and degeneration of cone photoreceptors

The second annex is an article, on which | have worked during my Ph.D., and was published on
Development in 2016. In this study, we continued the work on BMI1 function as a neuroprotector
but in the context of photoreceptors rather then in the context of cortical neurons. This work
proved for the first time that photoreceptors lacking BMI1 undergo degeneration via RIP3-

associated necroptosis.
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Loss of Bmi1 causes anomalies in retinal development and
degeneration of cone photoreceptors
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ABSTRACT

Retinal development occurs through the sequential but overlapping
generation of six types of neuronal cells and one glial cell type. Of
these, rod and cone photoreceptors represent the functional unit of
light detection and phototransduction and are frequently affected in
retinal degenerative diseases. During mouse development, the
Polycomb group protein Bmi1 is expressed in immature retinal
progenitors and differentiated retinal neurons, including cones. We
show here that Bmi1 is required to prevent post natal degeneration
of cone photoreceptors and bipolar neurons and that inactivation
of Chk2 or p53 could improve but not overcome cone degeneration in
Bmi1~~ mice. The retinal phenotype of Bmi1~~ mice was also
characterized by loss of heterochromatin, activation of tandem
repeats, oxidative stress and Rip3-associated necroptosis. In the
human retina, BMI1 was preferentially expressed in cones at
heterochromatic foci. BMI1 inactivation in human embryonic stem
cells was compatible with retinal induction but impaired cone terminal
differentiation. Despite this developmental arrest, BMI1-deficient
cones recapitulated several anomalies observed in Bmi1~'~
photoreceptors, such as loss of heterochromatin, activation of
tandem repeats and induction of p53, revealing partly conserved
biological functions between mouse and man.

KEY WORDS: Polycomb, Bmi1, Retina, Retinal development,
Bipolar neuron, Cone, Photoreceptor, Degeneration, Mouse,
Human, Embryonic stem cell

INTRODUCTION

The distinct competence of retinal progenitor cells (RPCs) to
generate in a sequential order the diverse class of neurons and a
single glial cell type during retinal development is thought to be
modulated by an intrinsic transcription factor molecular program
and by extrinsic cues (Belecky-Adams et al., 1996; Cepko et al.,
1996; Reh and Kljavin, 1989; Watanabe and Raff, 1990). Loss- and
gain-of-function studies in model organisms have revealed that the
transcription factors Pax6, Rax (also called Rx), Lhx2, Otx2, Sox2,
Six6 and Six3 are involved in early eye patterning and retinal
developmental processes (Bernier et al., 2000; Carl et al., 2002;
Chow et al., 1999; Lagutin et al., 2003; Loosli et al., 1999;
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Marquardt et al., 2001; Mathers et al., 1997; Porter et al., 1997;
Taranova et al., 2006). Later on, specific sets of transcription factors
define retinal cell type identity, including photoreceptors (Swaroop
et al., 2010). Photoreceptor progenitor and precursor cells express
Otx2 and Crx, and conditional deletion of Otx2 in the developing
mouse retina impairs photoreceptors fate (Nishida et al., 2003). In
turn, Crx is required for terminal differentiation and maintenance of
photoreceptors and is mutated in human retinal degenerative
diseases (Chen et al., 1997; Freund et al., 1997, 1998; Furukawa
etal., 1997, 1999; Swaroop et al., 1999). Photoreceptors exist as two
cell types — rods and cones. Rods are involved in low-intensity night
vision and cones are involved in high-intensity color vision. During
development, photoreceptors follow an S-cone (cones containing
S-opsin) default pathway, which is determined by cone-rod
homeobox (Crx) and thryroid receptor B2 (Thrp2, encoded by
Thrb); Crx induces expression of Opnlsw (encoding S-opsin) by
default, whereas Thr2 suppresses it and induces expression of
Opnlmw (encoding M-opsin) (Ng et al., 2001; Yanagi et al., 2002).
In turn, expression of neural retina leucine zipper (Nrl), RAR-
related orphan receptor  (Rorb) and Notch 1 inhibit cone formation,
whereas both Nrl and RORp promote rod genesis at the expense of
cones (Jadhav et al., 2006; Jia et al., 2009; Mears et al., 2001; Yaron
et al., 2006).

Although the transcription factor dynamics controlling retinal
development has been well described, the role of chromatin
remodeling factors in retinal biology has been poorly explored
(Hennig et al., 2013). Polycomb group proteins form large
multimeric complexes that silence specific target genes by
modifying chromatin organization (Valk-Lingbeeck et al., 2004).
The Polycomb group protein Bmil is a component of the polycomb
repressive complex 1 (PRC1), which promotes chromatin
compaction and gene repression through its mono-ubiquitin ligase
activity on histone H2A at lysine 119 (Buchwald et al., 2006; Cao
et al., 2005; Li et al., 2006). Bmil~~ mice show axial skeleton
defects, reduced post natal growth and lifespan, and progressive
cerebellar degeneration (Jacobs et al., 1999; van der Lugt et al.,
1994). Most Bmil functions in normal development and stem cell
maintenance have been attributed to transcriptional repression of the
Cdkn2a (also called the INK4a/ARF) locus, encoding pl16™5** and
p19ARY (Sherr, 2001; Sharpless et al., 2004; Valk-Lingbeek et al.,
2004). p16™*9 s a cyclin-dependent kinase inhibitor that blocks
the activity of Cdk4/6 by preventing its association with cyclin D,
which results in Rb hypophosphorylation and cell cycle arrest or
senescence. pl9*RY binds and inhibits the activity of the E3-
ubiquitin ligase mouse double minute 2 (Mdm2), which prevents
targeting of p53 for proteasomal degradation (Sherr, 2001;
Sharpless et al., 2004). More recently, activation of the DNA
damage response protein checkpoint kinase 2 (Chk2) was found to
contribute to several pathologies found in Bmil =~ mice (Liu et al.,
2009). Bmil™"~ mice also develop a progeroid phenotype in the
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CNS characterized by lens cataracts, cortical neurons apoptosis, p53
activation and accumulation of oxidative damage (Chatoo et al.,
2009). In the developing retina, it was found that Bmil is not
required for the proliferation of the main RPC population, but for
proliferation and post natal maintenance of most immature RPCs
located at the retinal ciliary margin. Bmil overexpression in RPCs
with short-term proliferating activity induces chromatin remodeling
and conversion into long-term RPCs with stem cell characteristics
(Chatoo et al., 2010). Bmil thus distinguishes most immature
progenitor/stem cells from the main RPC population during retinal
development (Chatoo et al., 2010). Notably, Bmi! is also expressed
in differentiated retinal neurons, including photoreceptors, raising
the possibility that it might be important for their post natal
development or maintenance (Chatoo et al., 2009, 2010).

We report here that whereas retinal cell type genesis occurs
relatively normally in Bmil =~ mice, cone bipolar neurons and cone
photoreceptors rapidly degenerate during post natal eye
development through necroptosis. In the human retina, BMII was
preferentially expressed in cones and BMI/ inactivation in human
embryonic stem cells impaired CRX expression and cone terminal
differentiation. The cellular phenotype was also associated with
chromatin compaction anomalies, activation of tandem repeats and
induction of p53, as found in Bmi/~'~ mice. These findings revealed
new and partly conserved biological functions for Bmil during cone
photoreceptor development between mouse and man.

RESULTS

To investigate a possible function of Bmil in retinal neurons
differentiation, we performed immunohistochemistry (IHC) and
immunofluorescence (IF) analyses on retinas from wild-type (WT)
and Bmil =" littermates at post natal day 30 (P30). This revealed that
retinal organization and cell type genesis were possibly perturbed in
Bmil™~ mice (Figs 1,2 and Figs S1,82). The distribution of
syntaxin, which labels amacrine neurons, was abnormal, resulting in
its focal accumulation in the inner nuclear layer (Fig. 1A, Fig. S2).
The distribution of S-opsin, which labels the outer segment of
cones, was also perturbed (Fig. 1A, Fig. S1). By contrast, the overall
intensity and distribution of rhodopsin, which labels the rod outer
segment, was apparently normal. The total number of nuclei in the
outer nuclear layer, which is a measure of the total number of
photoreceptors (mostly rods), was also comparable between the two
genotypes (Fig. 1A,B, Fig. 82). We quantified the number of all
major retinal cell types using specific antibodies (Haverkamp and
Wiissle, 2000; Marquardt, 2003; Marquardt et al., 2001). We found
that the number of ganglion, amacrine and horizontal cells was
comparable between both genotypes (Fig. 1G,H, Fig. 82). However,
the number of S-cones as well as rod bipolar (PKCa.'/Chx10") and
cone bipolar (Chx10"/PKCea™) neurons was highly reduced in Bmil
mutants (Fig. 1B, Fig. 2A-C). Amongst the two subcategories of
cone bipolar neurons, T2 ON and T8 OFF neurons (labeled by
recoverin) were also nearly absent (Fig. 2G, Fig. S2).

To test whether the observed reduction in cone numbers in
Bmil~'~ mice was the result of a developmental defect or secondary
to degeneration, we compared P12 and P30 mice. On retinal flat
mounts, we found that S-opsin” and PNA" cone cells were equally
abundant in the ventro-nasal region of WT and Bmil~'~ mice at P12,
but not at P30, thus suggesting cone degeneration (Fig. 1C-F,
Fig. S1). The apparent over-representation of S-opsin in the ventro-
nasal region, in contrast to the dorso-temporal region, is due to the
dual nature of mouse cone photoreceptors, which frequently
express both S-opsin and M-ospin (Fig. S4A) (Ortin-Martinez
etal., 2014). These analyses also highlighted a significant reduction
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in cone numbers in Bmil "/~ mice, revealing a gene-dosage effect

(Fig. 1C,D). We performed labeling with an antibody against
activated caspase-3 to test for apoptosis. Positive cells were,
however, not observed in either WT or Bmil ™~ retinas at P30,
suggesting that apoptosis is not the main mechanism of retinal cell
death in Bmil~"~ mice (data not shown). This is consistent with our
previous findings, where differences in the number of caspase-3"
cells were not observed between WT and Bmil~'~ retinas at P6
(Chatoo et al., 2010). To test for an altered retinal differentiation
program, we performed quantitative RT-PCR (qPCR) on retinal
extracts. Although expression of the Bmil-repressed locus Cdkn2a
(encoding the p/6"™%¢ and p19'"" transcripts) was increased in
Bmil~'~ retinas (Fig. 2I) (Molofsky et al., 2005), no difference in
the expression level of several retinal determination genes was
observed between the two genotypes.

We also investigated Bmil expression in the WT mouse retina at
P30. Although Bmil was expressed in nearly all retinal cell types, it
was most abundant in Chx 10" bipolar neurons (Fig. S5). In the outer
nuclear layer, it was predominant in cones, not in rods, as further
shown using the cone-only retina of N¢/ null mice (Fig. S3A)
(Mears et al., 2001). To test whether the cone degeneration
phenotype was cell autonomous, we performed dissociated retinal
cultures from WT and Bmil~'~ mice at P1. Although the percentage
of S-cones was comparable after 4 days in vitro (DIV) between both
genotypes, as revealed using Bmil and S-opsin immunolabeling
(Fig. S3B,C), it was highly reduced in Bmil ™'~ cultures after 8
DIV and 12 DIV, suggesting cell-autonomous degeneration of
cones (Fig. S3C). Taken together, these observations revealed
predominant expression of Bmil in retinal neurons that degenerate
in Bmil™"~ mice.

Cone function is severely perturbed in Bmi1~'~ mice

To test the visual function, we performed electroretinogram (ERG)
recordings of mouse retinal activity at P30. Examination of the ERG
traces for the cone system revealed that cone activity was severely
affected in Bmil~~ mice when compared with WT (Fig. 3A-C).
Notably, we observed a dose-dependent effect as cone activity was
also perturbed in Bmil™~ mice. When tracing the luminance
response  functions (LRFs), significant genotype-dependent
differences were observed between WT, Bmil"~ and Bmil =~
mice for all four ERG parameters in the photopic condition, namely
the a-wave amplitude (> ;=6.195, P=0.028; Fig. 3B, Table S1),
the b-wave amplitude (F> ;=18.970, P=0.001; Fig. 3C, Table S1),
the a-wave implicit time (F»;=5.127, P=0.043; Table S1) and the
b-wave implicit time (F>,=20.852, P=0.001; Table S1). These
results suggest that cone photoreceptor activity, as measured with
the a-wave, and the cone bipolar cell activity, as measured with the
b-wave, were severely altered in Bmil~'~ mice. Also, the rod system
was affected in Bmil =~ mice, as observed by the lower b-wave
amplitude when compared with WT mice, but the difference was not
significant for Bmil *'~ mice (Fig. 3D-F, Table S1). When analyzing
the LRFs, only the b-wave amplitude was found to be significantly
different between WT and Bmil~~ mice (F27=10.440, P=0.008;
Fig. 3F, Table S1), suggesting that rod bipolar cell activity was
affected in Bmil~~ mice, but at a lower level than in photopic
conditions (Fig. 3C).

Loss of heterochromatin and necroptosis in Bmi1~'~ cones
We next analyzed the retina of Bmil™~ mice by transmission
electron microscopy (TEM) to search for ultrastructural anomalies
at P30. In WT mice, the electron-dense heterochromatin of

rods was pre-eminent, located in the center of the nucleus and
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of syntaxin (arrowheads in A”) and cone photoreceptor outer segments breaks in Bmi1 ™'~ mice (arrowheads in A™) as visualized by IHC. Cone photoreceptor
outer segments break but rod photoreceptors appear normal in Bmi1™'" mice, as visualized by IF. (B) Quantification of total number of photoreceptors (top)
and S-cones (bottom). (C,E) Representative microscopy images from retinal flat-mount of WT, Bmi1*'~ and Bmi1™'~ mice at P30 (C) and WT and Bmi1~'~ at P12
(E). Images were taken in the ventro-nasal part of the retina. (D,F) Quantification of S-cone photoreceptors (S-opsin*) and total cone photoreceptors (F‘NA') at
P30 (D) and P12 (F). RPE, retinal pigment epithelium; ONL, outer nuclear layer; INL, inner nuclear layer; GCL, ganglion cell layer. Scale bars: 40 ym. All values
are means+s.e.m. *P<0.05; **P<0.001; ****P<0.0001; Student’s i-test (B,F), two-way ANOVA (D)

generally organized as a single large chromocenter (Fig. 4A, gray
arrows) (Solovei et al., 2009). By contrast, cone nuclei had 1-3
chromocenters that occupied a much-reduced nuclear surface
(Fig. 4A, white arrows). Cone cell bodies were also located close

to the junction with the inner segment, in contrast to rod cell
bodies, which were evenly distributed in the outer nuclear layer
(Fig. 4A, Fig. S3A). In Bmil~"~ mice, the nucleus of rods
appeared normal but the chromocenter was slightly reduced in size
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layer. Scale bars: 40 um. All values are meansts.e.m. *P<0.05; **P<0.01; Student's t-test.

and showed less condensation (Fig. 4B). The cell body,
inner segment and outer segment of rods were apparently
normal. By contrast, the cell bodies and nuclei of cones were
swollen and highly degenerative (Fig. 4A, white arrows).
Accumulation of swollen mitochondria and fibrous material in
the cell body of cones was also observed, suggesting necrotic cell
death (also known as necroptosis) (Fig. 4A, white and black
arrows in the high-magnification image) (Linkermann and Green,

2014),

1574

To further investigate the observed chromatin phenotype, we
analyzed mice at P15, when chromatin condensation of immature
rods is not yet completed. Marked differences in rod heterochromatin
condensation could be observed between WT and Bmil ~~ mice by
transmission electron microscopy (TEM) (Fig. 4B). Using retinal
sections at P25 and antibodies against ‘open’ chromatin (H3K9%ac),
facultative  heterochromatin  (H3K27me3) and constitutive
heterochromatin (H3K9me3), we found that the chromatin in the
outer nuclear layer of Bmil™~ mouse retinas was less condensed
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conditions in Bmi1™" mice compared with WT and Bmi1*"~ mice. All values are meansts.e.m. *P<0.05; *P<0.01; **P<0.001; ane-way ANOVA.

when compared with that of WT mice (Fig. 4C) (Fodor et al., 2010). To investigate the mechanism of cell death, we measured the
The intergenic and pericentromeric constitutive heterochromatin  expression of genes known to mediate necroptosis (Murakami
contains numerous repetitive DNA sequences of retroviral origin that et al., 2012; Vandenabeele et al., 2010; Viringipurampeer et al.,
can be transcribed but are generally silenced by heterochromatin = 2014), We found that the mRNA level of receptor-interacting
formation (Fodoretal., 2010; Karimietal.,2011). We thuscompared ~ protein kinase 3 (Ripk3) was significantly increased in Bmil ="~
the expression level of repetitive DNA sequences (lapl, Line, Sine,  retinas when compared with WT (Fig. S5A). Rip3 protein
major satellite repeats and minor satellite repeats) between retinas  accumulation in Bmil ™~ and Bmil*"~ retinas was confirmed by
from WT and Bmil™~ mice by qPCR using RNA extracts first western blot analysis (Fig. 5B). In these preparations, we noticed
treated with DNasel, because these transcripts are intron-less. We  that Rip3 accumulation could be readily observed upon Ponceau
found increased expression of all tested repetitive sequences in  Red staining of the nitrocellulose membrane. Furthermore, protein
Bmil™~ retinas, consistent with the reduced heterochromatin accumulation was present at ~20 kDa in Bmil ™" retinal extracts,
compaction phenotype (Fig. 4D). suggesting ‘programmed’ proteolytic cleavage (Fig. 5B). To
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Fig. 4. Cone necrosis, loss of heterochromatin and activation of tandem repeats in Bmi1™ mouse retinas. (A) TEM on WT and Bmi1™" retinas at P30.
White arrows, cone photoreceptors; gray arrows, rod photoreceptors characterized by electron-dense heterochromatin organized as a single chromocenter;
black arrows, degenerative cone cell bodies; white-edged black arrows, swollen mitochondria in cones. (B) TEM analysis of WT and Bmi1™~ rod photoreceptors
at P15. (C) Analysis of histone modifications in WT and Bmi1~'~ retinas by IF on sections at P26. (D) Quantitative PCR analysis of expression of repetitive
DNA sequences in WT and Bmi1™'" retinas at P30. Bmi1 is used as a negative control and values are expressed as fold of WT value. RPE, retinal pigment
epithelium; ONL, outer nuclear layer; OS, outer segment; IS, inner segment. Scale bars: 10 pm (A, left, center and top-right images); 2 ym (A, bottom-right image);
5pmin B; 25 pm in C. All values are means#s.e.m. "P<0.05; **P<0.01; Student's t-test.

identify which retinal cell types were most affected, we performed
immunofluorescence (IF) analyses on sections. In both P12 and
P30 Bmil ™~ retinas, we observed Rip3 immunolabeling in cones,
but not in rods, and in neurons located in the inner nuclear layer,
thus possibly corresponding to bipolar neurons (Fig. 5C-G). Rip3
immunolabeling was observed in the cell body and outer segment
of cones at P12 (Fig. 5E,F), but was predominant in the outer
segment of cones at P30 (Fig. 5C,D). Morphological anomalies of
the cone outer segment were also clearly visible in Bmil~' retinas
at P30 (Fig. 5D). Taken together, these results reveal that
necroptosis is the main mechanism of cone photoreceptors cell
death in Bmil~~ mice.

Chk2 or p53 genetic deficiency can partially improve the
Bmi1~ retinal phenotype

To investigate additional molecular mechanisms leading to cone
degeneration, we generated double null mutants for the Bmil and
pl6™VESam 19ARE p19ARE or ChE2 alleles. As previously reported,
the p1 6™5%/ 1 918 or p19ARE mutant alleles did not rescue size or
lifespan defects in Bmi/ null mice (Molofsky et al., 2005). By
contrast, insertion of the Chk2 mutant allele improved size and
lifespan in Bmil null mice, although Bmil~'~/Chk2~~ mice
remained smaller than normal (Fig. S6). Interestingly, the number
of cones in Bmil null retinas at P30 was significantly improved by
the Chik2 mutant allele, but not by the pl6"¥K%p 1948 or p1g1RE
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mutant alleles (Fig. 6A,B). However, morphology of the cone outer
segment remained highly abnormal in Bmil ~"~/Chk2~~ mice
(Fig. 6A). Hence, analysis of Bmil™~/Chk2~~ mice at P150
revealed severe depletion of S-cones, suggesting that deletion of
Chik2 only provided a transitory rescue (Fig. 6C,D).

In cortical neurons of Bmil null mice, stabilization of p53 leads to
accumulation of reactive oxygen species (ROS) through repression
of the Ngo!, Gstal and Sesn2 antioxidant genes (Chatoo etal., 2011,
2009). p53 also promotes neuronal cell death through activation of
Apafl, Fas and Lpo (Fortin et al., 2001) and Bmil was proposed to
block ROS accumulation in blood cells and thymus through direct
transcriptional repression of the pro-oxidant genes Cyp24al and
Duox? (Liu et al., 2009). By qPCR analysis on retinal extracts, we
found that the expression of antioxidant genes in Bmil ™'~ mice was
unchanged or increased (NgoT), whereas that of Cyp24al and Duox2
was increased (Fig. 7A). Notably, the expression of Apaf! and Fas
was increased in Bmil ™'~ retinas, consistent with the observed
accumulation of p53 by western blot (Fig. 7B). Among 200
offspring, we obtained expected numbers of WT, Bmil **/p33*",
Bmil " /p537=, Bmil""~/p53"=, Bmil"~/p33"", Bmil~"~/p33"""
and Bmil "~ /p53™~ mice, but a single Bmil~/p53~~ mouse
(expected n=12), for which size and viability did not improve. To
evaluate the contribution of p53 to the cone degeneration phenotype
of Bmil™~ mice, we performed double staining with S-opsin and
peanut agglutinin (PNA), which labels the outer segments of all
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cones. By confocal microscopy, we reconstructed retinal sections in
3D to calculate the number of cones and evaluate their morphology.
Interestingly, while the number of S-opsin /PNA" cells was reduced
in Bmil~"~/p53 "~ retinas when compared with WT, it was improved
in the unique Bmil~~/p53~ retina sample (Fig. 7C,D). However,
S-opsin labeling in the Bmil~~/p53~" retina remained fragmented
and disorganized, suggesting improved survival, but not
morphology, of S-cones (Fig. 7C). We also analyzed samples
using the MitoSoxRed reagent, which reacts with mitochondrial
ROS on unfixed tissue. In Bmil~~/p53"/~ retinal sections, we
observed robust fluorescence when compared with WT, suggesting
increased mitochondrial ROS. Notably, fluorescence was highly
reduced in the Bmil~~/p353~'~ retina but was not completely restored
to WT levels (Fig. 7E). These results revealed the partial contribution
of Chic2 and p33 to the cone degeneration phenotype of Bmil ="~
mice.

BMI1 is enriched at heteroch tic fociinh

‘We previously reported BMI/ expression in the human retina and its
downregulation during aging (Abdouh et al., 2012). Here, we
investigated localization of BMIl in human photoreceptors.
Using confocal IF analyses on adult human retinas, we observed
punctuate BMI1 immunolabeling in the nucleus of photoreceptors

(Fig. 8A-C). In some cells that co-labeled with S-opsin or M-opsin,
BMII immunolabeling was even more robust and present as
multiple foci per nucleus (Fig. 8A). To characterize the BMII
immunolocalization pattern on the chromatin of cones, we
performed dual immunolabeling with antibodies directed against
distinct histone modifications. Although BMI1 did not colocalize
with H3K9ac, it colocalized with H3K27me3 and H3K9me3,
suggesting distribution at both facultative and constitutive
heterochromatin in human cones (Fig. 8B).

BMI1 is required for human cone differentiation and
chromatin integrity

To investigate the function of BMI1 during human cone
development, we used a protocol allowing the differentiation of
~70% of human embryonic stem (hES) cells into cones (Zhou et al.,
2015). This method results in the generation of immature S-cones
expressing CRX (CRX), cone arrestin (ARR3) and S-opsin
(OPN1SW) within 21 days (Fig. 9A,D,E). Importantly, in vitro
generated S-cones expressed BMII, which also colocalized with
H3K9me3 (Fig. 9A,B). We infected hES cells with a lentivirus
expressing a small hairpin RNA against BMI! (shBMIl) or
scramble sequence (shScramble) and performed hygromycin
selection for 10 days (Abdouh et al., 2009). The hES cells were
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then differentiated into S-cones for 21 days. Upon western blot
analysis, BMI1 expression was hardly visible in naive hES cells, in
contrast to in vitro differentiated cones (Fig. 9C). Histone H2Aub is
the target of BMII and RINGla/b biochemical activity (Buchwald
et al., 2006; Cao et al., 2005; Li et al., 2006; Wang et al., 2004).
Consistently, histone H2Aub was reduced in differentiated cones
upon knockdown of BMI1 (Fig. 9C). To confirm cone
differentiation, we analyzed cells for expression of S-opsin and
CRX (Chen et al., 1997; Freund et al., 1997, 1998; Furukawa et al.,
1997, 1999). In control cells, S-opsin and CRX expression was
observed in more than 70% of cells, as visualized by IF and western
blot (Fig. 9A and D). By contrast, S-opsin and CRX expression was
highly reduced in differentiated cones upon BMII knockdown
(Fig. 9A,D). When using a hypomorphic construct against BMI1
that reduces BMI1 levels by ~50% (shBMII 50%) (Abdouh et al.,
2009), CRX expression in differentiated cones was reduced by
~25% when compared with levels in control cells, suggesting a
modest gene-dosage effect (Fig. 9D). To consider the role of p53
activation in the context of Bmil deficiency, we investigated p53
expression (Chatoo et al., 2009). Using an antibody against p53 that
also recognizes other family members, i.e. p73 and p63, we
observed predominant expression of p73 in shScramble and
shBMIL 50% cones (Fig. 9D) (Jacobs et al., 2006). By contrast,
p73 was lost in shBMIl 95% cones and was associated with
induction of p63 and p33 (Fig. 9D). It was previously proposed that
one main function of Polycomb group proteins in mouse ES cells is
to prevent differentiation through repression of lineage-specific
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homeobox genes such as PAX, SOX and LHX families (Boyer
et al.,, 2006). To further characterize the cone differentiation
phenotype, we analyzed the hES cells by qPCR. We found that
while the expression of cone-specific genes (4RR3 and OPNISW)
and retinal homeobox genes (RAX and SIX6) was reduced by
50-75% in shBMII cells, expression of SOX/ was increased by
~6-fold when compared with control cells (Fig. 9E). SOX! and
SOX2 are enriched in neural stem cells and retinal progenitors but
are not expressed in photoreceptors, thus providing a possible
explanation for the defective terminal differentiation of cones upon
knockdown of BMI1 (Avilion ct al., 2003; Ellis et al., 2004; Graham
ct al., 2003; Taranova ct al., 2006; Yan ct al., 2005).

To investigate the effect of BMI1 knockdown on the chromatin
of human cones, we performed IF analyses. BMI1 knockdown
resulted in increased H3K9%ac levels, but reduced H3K27me3 and
H3K9me3 levels when compared with control cells (Fig. 9F).
BMI1 knockdown was also associated with the formation of
yH2Ax foci — a histone modification characteristic of DNA double-
strand breaks and genomic instability (Fig. 9G) (Chagraoui et al.,
2011; Facchino et al., 2010; Ismail et al., 2010; Rogakou et al.,
1998). Consistent with the chromatin relaxation phenotype, we
observed induction of repeat DNA sequences in BMI1 knockdown
cones, with a modest gene-dosage effect when using the
hypomorphic shBMI1 construct (Fig. 9H). These experiments
revealed that BMI1 is required for terminal differentiation,
heterochromatin compaction, silencing of repeat DNA and
genomic stability in human cones.
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Fig. 7. p53 genetic deficiency improves the Bmi1™" cone degeneration phenotype. (A) Quantitative RT-PCR analysis of WT and Bmi1~'"~ retinal extracts at
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Bmi1~'"/p53~"~ mice. (E) IF analyses of WT and Bmi1~'" retinas at P30 stained with MitoSoxRed. Note the partial rescue in Bmi1~~/p53~"~ mice when compared
with WT. RPE, retinal pigment epithelium; ONL, outer nuclear layer; INL, inner nuclear layer; OS, outer segment. Scale bar: 50 pmin C; 20 pmin E. All values are

meansis.e.m. *P<0.05; ™*P<0.01; Student’s t-test.

DISCUSSION

We showed here that cone photoreceptors and bipolar neurons
are normally generated but then undergo rapid degeneration in
Bmil~"~ mice through Rip3-associated necroptosis. Selective
retinal cell degeneration in Bmil™~ mice also correlated with
predominant Bmil expression in bipolar neurons and cone
photoreceptors, Cone number but not morphology in Bmil ™~
mice was partially rescued by deletion of either Chk2 or p33,
implicating these additional pathways in neurodegeneration.
BMI1 was expressed in human cones, where it localized at
heterochromatic foci. BMII inactivation in hES cells severely
perturbed differentiation of cones, in contrast to the situation
found in Bmil~~ mice. However, BMI1-deficient human cones
also presented common features with the Bmil~'~ mouse retinal
phenotype, thus revealing partially conserved functions across
species.

In previous work, it was proposed that Bmi! inactivation could
prevent rod and cone photoreceptor degeneration in Rd] mice, a
model of retinitis pigmentosa (Zencak et al., 2013). Rd! mice carry
a mutation in Pde6b, which is only expressed in rods. Thus, cone
degeneration in Rd1 mice is thought to be secondary to the loss of
trophic support provided by rods. As apoptosis of rod
photoreceptors in Rd/ mice is preceded by cell eycle re-entry and
activation of cyclin dependent kinases (CDKs), it was suggested
that loss of Bmil provides neuroprotection by blocking CDK
activation and thus cell cycle re-entry of rods (Marigo, 2007;
Sancho-Pelluz etal., 2008; Zencak etal., 2013). Here, we found that
Bmil deficiency was associated with the activation of several cell
cycle inhibitors in the retina such as pl6™<4, p19ARF Chk2 and
P53, consistent with the general function of Bmil in inhibiting the
p16™K4/CDK6/Rb and p192RF/p33/p21¢P! pathways (Sauvageau
and Sauvageau, 2010). Thus, taken in the context of the Rd!
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Fig. 8. BMI1 is enriched at heterochromatic nuclear foci in human cones. (A-C) Confocal IF analysis of BMI1 expression in the adult human retina. (A) BMI1 is
expressed in the nucleus of M-opsin® and S-opsin® cones (arrows). (B) BMI1 is enriched at heterochromatic nuclear foci as shown by colocalization with
H3K9me3 and H3K27me3 in cones (arrows). (C) Negative control with only the secondary antibody. Note the strong autofluorescence present in the IS and OS.
ONL, outer nuclear layer; INL, inner nuclear layer; IS, inner segment; OS, outer segment; GCL, ganglion cell layer. Scale bars: 20 ym.

mutation, the proposed model is likely to be valid, but only in rods.
Also, whether acute Bmil inhibition in Rd/ mice can prevent rod
degeneration remains to be demonstrated, as this would be more
relevant to a clinical context. Interestingly, the outer segment of
cones is abnormal in Rd!/Bmil™~ mice, as shown using S-opsin
immunolabeling, suggesting rod-independent cone degeneration
(Zencak et al., 2013). This is consistent with our overall findings
suggesting cell-autonomous degeneration of cones in Bmil ™~ mice.

Our genetic studies further revealed that Chk2 or p33 deletion
could improve initial cone number in Bmi!~'~ mice but not the outer
segment morphology and progressive degeneration. This is
consistent with previous work showing that in Bmi/™" mice,
Chk2 inactivation improved several pathologies and lifespan, and
that p53 inactivation prevented cortical neuron cell death (Chatoo
ct al.,, 2009; Liu et al., 2009). However, the function of Bmil and
P53 in the mouse retina, and especially in cones, arc apparently not
identical as in cortical neurons. For example, although p53-
dependent apoptotic cell death was predominant in Bmil~"~
cortical neurons, it was not in Bmil ="~ cones, where we observed
Rip3-associated necroptosis. At the molecular level, expression of
the phase Il antioxidant genes Ngo T and Gstal was also not reduced
in Bmi! =~ retinas, in contrast to Bmil/ '~ cortices. Because these are
direct p53 targets, this suggests that p53 activity is distinct between
the retina and brain in the context of Bmil deficiency.

In recent years, necroptosis was revealed as an alternative
mechanism of cell death in many pathological contexts
(Linkermann and Green, 2014; Vandenabeele et al., 2010). In the
retina, it was found that cones, not rods, are especially vulnerable to
necroptosis. For example, mutation in the cone-specific gene
PDEGC results in achromaptosis, a disease characterized by cone
degeneration (Chang et al., 2009). Using a zebrafish mutant for
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pdebe, it was shown that cone degeneration is mediated by ripl and
rip3, and that inhibition of necroptosis with necrostatin-1 can delay
the disease process. Interestingly, necroptosis also operates in cones
even when cone cell death is non cell-autonomous, such as in rd/0
mice carrying a mutation in the rod-specific gene pde6b (Murakami
et al., 2012). Here again, treatment of rd/() mice with necrostatin- 1
greatly improved the cone degeneration phenotype, bringing hope
for a possible pharmaceutical treatment of cone degenerative
diseases.

Using directed differentiation of hES cells as model of retinal
development, we demonstrated that BMI1 is required for the
terminal differentiation of human cones. By contrast, expression of
retinal homeobox genes and of Opnlsw was not altered in Bmil =~
mouse retinas, revealing possible inter-species differences. These
differences might, however, be explained by compensation
mechanisms operating during development in Bmif =~ mice but
not in BMI1 knockdown cells or by the highly distinct experimental
systems. For example, acute Bmi! inactivation in embryonic mouse
cortical progenitors was shown to induce massive apoptosis, in
sharp contrast to the situation observed in Bmi/ ~~ mice (Fasano
etal., 2007). Taken in a broader context, it is interesting to note that
mice conditionally deficient for £zh2, the catalytic subunit of the
PRC2, which tri-methylates histone H3 at lysine 27, show reduced
RPC proliferation and increased apoptosis, but not post natal
degeneration of retinal neurons (Zhang et al., 2015). Likewise, mice
deficient for G9a (Ehmt2), which di-methylates histone H3 at lysine
9, show increased RPC apoptosis and persistent cell proliferation
(Katoh et al., 2012). In both cases, inefficient repression of non-
retinal genes such as Six]/ (Ezh2 knockout) or RPC genes such as
Hes!, ChxI0 and LAx2 (G9a knockout) perturbs the terminal
differentiation of retinal cells. These two situations are thus similar
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Fig. 9. BMI1 is required for terminal differentiation, heterochromatin compaction and genomic stability of human cones. (A.B) IF analysis of hES cells
differentiated for 21 days toward the cone photoreceptor cell lineage. (A) In cantrols (shSrcamble), BMI1 is expressed in the nucleus of S-opsin® cells. In shBMI1
cells, BMI1, S-opsin and CRX expression were highly reduced when compared with controls. (B) Colocalization of BMI1 and H3K9me3 in cones (arrows).
(C,D) Western blot analyses of hES cells and in vitro differentiated cones (+Cl 21 days) infected with shScramble or shBMI1 viruses. Note that BMI1 knockdown
affects histone H2Aub levels only in cones; BMI1 knockdown in human cones was accompanied by induction of p53. Quantification of CRX levels normalized to
tubulin; note the dose-dependent reduction in CRX expression in BMI1 knockdown cells. (E,H) Quantitative RT-PCR analyses of in vitro differentiated cones for
retinal markers (E) and repeat DNA sequences (H). BMI1 was used as negative control and values are expressed as fold of Scramble value. (F,G) IF analyses of
hES cell-derived cones (day 21). Scale bars: 20 ym in A,F,G; 2 ym in B. All values are meansts.e.m. *P<0.05; **P<0.01; Student’s -test.
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to what we have observed in BMIl deficient cones, where
expression of SOX! was abnormally upregulated. At the level of
the chromatin, it was demonstrated that rod photoreceptors of mice
deficient for all three linker histone H1 genes have reduced
chromatin condensation and increased nuclear diameter (Popova
et al., 2013), a phenotype similar to that found in Bmil ™~ mouse
photoreceptors and BMI1-deficient human cones. The results
suggesting that BMI1 functions to prevent heterochromatin loss
and expression of tandem repeats in photoreceptors are also novel
findings. Since constitutive heterochromatin is the most instable
portion of the mammalian genome (Bhaskara et al., 2010; Kappes
etal., 2011; Larson et al., 2012; Peng and Karpen, 2009; Rowe et al.,
2010), this could explain part of the genomic instability phenotype
observed in BMI1 deficient cells (Chagraoui et al., 2011; Facchino
et al., 2010; Ismail et al., 2010).

In conclusion, we demonstrated that Bmil expression in the retina
is not required for retinal cell type genesis but is important to prevent
bipolar neuron and cone photoreceptor degeneration during post
natal development. Retinal cell death in Bmil =~ mice was mediated
by the activity of Chk2 and p53 on the one hand, and by Rip3-
associated necroptosis on the other. Whether necroptosis is directly
repressed by Bmil or indirectly mediated by the activity of p53 or
Chk2 remains to be elucidated. Using an in vitro model of human
cone development, we further demonstrated that BMI1 is required
for the terminal differentiation of cones and maintenance of their
genomic integrity, Further experiments, through inactivation of
BMI1 in terminally differentiated cones, should address whether
BMII is important to prevent human cone photoreceptor
degeneration and/or maintenance of cell type identity.

MATERIALS AND METHODS

Mice and human tissues

Mice knockout for p33, p16™5% or p16™K4, 1917 were obtained from
the Jackson Laboratory. Wild-type mice from the CS57BL/6 genetic
background were obtained from Charles River, Saint-Constant, Canada.
Fresh human eyes were provided by the eye bank of Maisonneuve-
Rosemont Hospital.

The Animal Care Committee of the Maisonneuve-Rosemont Hospital
Research Centre approved the use of the animals in this study. Post mortem
human eyes were provided by the Banque d’yeux du Québec du Centre
Michel-Mathieu (http:/www.maisonneuve-rosemont.org/pages/h/hopital/
HMRCentreMichelMathieu.aspx) and were used with approbation of the
Comité d’Ethique a la Recherche de I'Hépital Maisonneuve-Rosemont.
Human embryonic stem cells were used in accordance to Canadian Institute
Health Research (CIHR) guidelines and approved by the Comité de
Surveillance de la Recherche sur les Cellules Souches (CSRCS) of the
CIHR.

Cell culture

The hES cell line H9 (WiCell) was cultured on BD matrigel-coated plate (BD
bioscience) with a daily change of mTeSR medium according to the
manufacturer’s instructions (STEMCELL Technologies) (Thomson et al.,
1998). The H9 hES cell line was first established on mouse embryonic
fibroblasts (MEFs) and then cultured on Matrigel in mTeSR medium. For
derivation of S-cones, undifferentiated hES cell colonies expanded at near
confluence were cultured in DMEM-F12 medium supplemented with 2%
B27, 1% N2, 1% NEAM (Life Technologies), 10 ng/ml IGF-1, 10 ng/ml
FGF2 (Peprotech), 10 mg/ml heparin (Sigma) and 30 ng/ml Coco (R&D
Systems) for 21 days. Retinal cells were cultured from eyes of WT and
knockout mice as described in detail in supplementary Materials and Methods.

ERG recording and analysis
Electroretinograms (ERGs) were recorded on mice (WT, n=4:; Bmil = n=3;
Bmil ™", n=3) in photopic and scotopic conditions to assess the cone and
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rod systems activity, respectively, according to a previously described
procedure (Lavoie et al., 2014). Detailed information is available in
supplementary Materials and Methods.

1 hictarh . o

try and il
Tissues were fixed by immersion in 4% paraformaldehyde (PFA)3%
sucrose in PBS, pH 7.4 for | h at room temperature. Samples were washed
three times in PBS, cryoprotected in PBS/30% sucrose and frozen in
Ctyomatrix embedding medium (CEM) (Thermo Shandon) or in Tissue-Tek
optimum  cutting temperature (O.C.T.) compound (Sakura Finetek).
Otherwise, tissues were fixed in 10% buffered formalin and embedded in
paraffin according to standard protocols. 5- to 12-pum-thick sections were
mounted on Super-Frost glass slides (Fisher Scientific) and processed for
immunofluorescence  or  immunohistochemistry ~ staining.  Detailed
information on the experimental procedure and antibodies used is
available in supplementary Materials and Methods.

Retinal dissection and eye orientation

Eyes were labeled in the dorsal pole of the comea by puncturing with a
needle tip. Eyes were extracted, fixed in 4% PFA overnight and stored in
PBS. The retinas were marked by a small incision following the respective
mark on the cornea. Retinas were then dissected as flattened whole mounts
by four radial cuts and processed for IF using standard procedures, as
describe above. Retinas were mounted between two coverslips that were
attached to a slide by scotch tape, allowing flip-flopping of the retinas for
analysis by microscope. For preparation of the blocks for cryosectioning,
eyes were marked as described above, and oriented in blocks to maintain the
eye polarity.

Quantification of retinal cell types

To collect sections from the ventral retina, blocks were trimmed up to the
optic nerve and sections collected. For quantification, three successive
images were taken on the nasal side from a set distance from the optic nerve.
At least three different mice were used for each genotype (1 eye per animal),
except for the p53™~/Bmil ™™ mouse where only two eyes were available.
Positive cells were counted manually using Image] software (NIH). For IF
analysis, single analysis of green channel (488) and red channel (568) were
done to prevent filter overlap. To assess the general distribution of cones,
whole mounts were photographed with a 10x objective using a Zeiss
microscope (Observer.Z1) equipped with computer-driven motorized stage
(VEXTA stepping motor), and individual frames were tiled to reconstruct
the whole mounts (about 36 images/retina) using AxioVision 4.8 software.
For quantification of IF images, photos were taken with a confocal
microscope equipped with a 60 objective. Three images were taken per
sample, where n=4 eyes per condition, at the same distance from the optic
nerve in the naso-ventral portion of the retina. Photoreceptors labeled with
PNA or with S-opsin and PNA were counted manually using Imagel
software. Quantifications of IHC experiments were performed in the same
way but using images taken with a Zeiss microscope (Observer.Z1)
equipped with a 25 abjective.

Quantitative RT-PCR

All primers were designed to flank individual exons and tested by PCR in
RT+ and RT- control extracts. Total RNA was isolated using TRIzol
reagent (Invitrogen). Reverse transcription (RT) was performed using 1 pg
total RNA and the MML-V reverse transcriptase (Invitrogen). Quantitative
real-time PCR (qPCR) was performed using the Platinum SYBR Green
SuperMix (Invitrogen) and a real-time PCR apparatus (ABI Prism 7000).
GAPDH was used as an internal standard for data calibration. The 2744¢!
formula was used for the calculation of differential gene expression. All
experiments were performed at least in triplicate. Primer sequences are
available in supplementary Materials and Methods. Primer sets for repetitive
sequences were as described previously (Zhu et al., 2011).

Lentiviral infection
The shRNA-expressing lentiviral plasmids were cotransfected with
plasmids pCMVdRS8.9 and pHCMVG into 293FT packaging cells using
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Lipofectamine (Invitrogen) according to the manufacturer’s instructions.
Virus-containing media were collected, filtered and concentrated by
ultracentrifugation. Viral titers were measured by serial dilution on 293T
cells followed by microscopic analysis 48 h later. For viral transduction,
lentiviral vectors were added to dissociated cells before plating,
Hygromycin sclection (150 pg/ml) was started 48 h later.

Western blot

‘Western blots of WT and Bmi/ mutant mouse retinas were carried out using
standard procedures with antibodies listed in supplementary Materials and
Methods.

Statistical analyses

Statistical differences were analyzed using the Student’s #test for unpaired
samples with equal s.d. using two-tailed P-value. For ERG experiments,
analysis of variance were made by one-way ANOVA followed by
Bonferroni’s multiple comparisons test. For photoreceptor quantification
in flat mount retinas, the analysis of variance was performed by two-way
ANOVA followed by Tukey’s multiple comparison test with 95%
confidence. Data are presented as means+s.d. Values are representative of
at least three experiments. The criterion for significance (P-value) was set as
reported in the figures.
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SUPPLEMENTARY MATERIALS AND METHODS

ERG recording and analysis

A typical ERG trace is composed of the a-wave, which is a negative component originating from
the photoreceptors, and the b-wave, which is a positive component generated by the bipolar and
Miiller cells complex stimulation. Two major parameters can be derived from these waves, namely
the amplitude (uV) and the implicit time (ms). By convention, the amplitude of the a-wave is
measured from the baseline to trough, and the b-wave amplitude is measured from the trough of the
a-wave to the peak of the b-wave. The implicit time of the waves represents the number of
milliseconds at which the maximal amplitude is reached. For each of the four parameters, a
photopic and scotopic luminance response function (LRF) was generated, where the values of the
parameters were plotted against flash luminance. Repeated measures analyses of variance with
Bonferroni correction were performed to assess the difference between the three genotypes for each

one of the parameters. All analyses were conducted using SPSS for Windows, version 22.0.

Immunohistochemistry and immunofluorescence

For immunofluorescence labeling, sections were incubated overnight with primary antibody
solutions at 4°C in a humidified chamber. After three washes in PBS, sections were incubated with
secondary antibodies for 1 h at room temperature. Slides were mounted on coverslips in DAPI-
containing mounting medium (Vector Laboratories, CA). For immunohistochemistry labeling,
slices were analyzed by using the Vectastain® ABC kit (Vector) according to the manufacturer
instructions. Peroxidase substrates used are the Vector® VIP (Pink) (Vector), and DAB (brown)
(Sigma). Observations were made under a fluorescence microscope (Leica DMRE, Leica
Microsystems) and images were captured with a digital camera (Retiga EX; QIMAGING; with
OpenLab, ver.3.1.1 software; Open-Lab, Canada). Confocal microscopy analyses were performed
using 60x objectives with an IX81 confocal microscope (Olympus, Richmond Hill, Canada), and
images were obtained with Fluoview software version 3.1 (Olympus). 3D reconstructions were
obtained with Fluoview software version 3.1 from 18-25 z-stack image. Primary antibodies used in
this study are: sheep anti-Chx10 (1:250, Exalpha Biologicals), rabbit anti-Pax6 (1:500, Chemicon),
mouse anti-Bmil (1:200, US Biological), rabbit anti-Bmil (1:150, US Biological), mouse anti-
Syntaxin (1:200, Sigma), mouse anti-4D2 (Rhodopsin) (1:100, R. Molday, UBC), mouse anti-
Gad65 (1:300, BD Pharmingen), rabbit anti-CORD2 (CRX) (1:300, Abcam), rabbit anti-S-Opsin
(1:200, Invitrogen), rabbit anti-M-Opsin (1:100, Chemicon), Rip3 (1:250, Santa Cruz), rabbit anti-
H3K9me3 (1:500, Abcam), rabbit anti-H3K9ac (1:300, Cell Signaling), rabbit anti-H3K27me3
(1:300, Cell Signaling), mouse anti-glutamine synthetase (GS) (1:100, Chemicon), rabbit anti-Pkca
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(1:500, Sigma), rabbit anti-Calbidin (1:500, Chemicon), rabbit anti-Recoverin (1:1000, Millipore),
mouse anti-yH2Ax (1:250, Millipore), rabbit anti-Cralbp (1:500, kindly given by Dr Saari’s lab).
Secondary antibodies are: donkey AlexaFluor488-conjugated anti-mouse (1:1000, Life
Technologies), donkey AlexaFluor488-conjugated anti-rabbit (1:1000, Life Technologies), goat
AlexaFluor594-conjugated anti-mouse IgM (1:1000,  Invitrogen), donkey  AlexaFluor633-
conjugated anti-sheep (1:1000, Molecular Probes), goat AlexaFluor647-conjugated anti-mouse
(1:1000, Life Technologies) goat AlexaFluor texas red-conjugated anti-rabbit (1:1000, Life
Technologies), donkey FITC-conjugated anti-mouse (1:300, Chemicon), goat FITC-conjugated
anti-rat (1:300, Caltag Laboratories), donkey Rhodamine-conjugated anti-rabbit (1:300, Chemicon).
Fluorescein labeled Peanut Agglutinin (PNA) (1:200, Vector laboratories) was used to stain the
outer segment of PRs. Superoxide production was measured by red fluorescence intensity as
described by standard protocol indicated by manufacturer (MitoSoxRed mitochondrial superoxide

indicator, Molecular Probes, U.S.).

Quantitative RT-PCR

Mouse primer sets used are:

Tnf (F) 5' AAAATTCGAGTGACAAGCCTGTAG 3" Tnf (R) 5
CCCTTGAAGAGAACCTGGGAGTAG 3", Tnfrsfla (F) 5' GCCGGATATGGGCATGAAGC 3';
Tnfrsfla (R) 5" TGTCTCAGCCCTCACTTGAC 3'; Ripkl (F) 5' TGTCATCTAGCGGGAGGTTG
3, Ripkl (R)y 5 TCACCACTCGACTGTGTCTCAG 3 Ripk3 (F) &
CTCCGTGCCTTGACCTACTG 3'; Ripk3 (R) 5' AACCATAGCCTTCACCTCCC3'", Bmil (F) 5°-

GGAGACCAGCAAGTATTGTCCTATTTG-3, Bmil (R) 5.
CTTACGATGCCCAGCAGCAATG-3'; pl6™4 (F) 5-CAACGCCCCGAACTCTTTC-3', plo™ks
(R) 5'-GCAGAAGAGCTGCTACGTGAAC-3"; p19AT (F) 5
GGCTAGAGAGGATCTTGAGAAGAGG-3', plort (R) 5%

GCCCATCATCATCACCTGGTCCAGG-3" Sox2 (F) 5-TAAGGGTTCTTGCTGGGTTTT-3’,
Sox2 (R) 5’-AGACCACGAAAACGGTCTTG-3"; Lhx2 (F) 5-GATCTCGCCTGGAAACAGAG -
¥, Lhx2 (R)  5-TCGCTCAGTCCACAAAACTG  -3; Ow2 (F)  5-
AGAGGAGGTGGCACTGAAAA-3', Otx2 (R) 5-TGACCTCCATTCTGCTGTTG-3"; Lpo (F) 5'-
AGGTCTGTTGGCCAAGAATG-3", Lpo (R) 5-ATGTTGATGGAAGCCAGGTC-3";, Apafl (F)
5-TGCTCAGCGGATAAGAAGGT-3', Apafl (R) STCCCAGAGCTTGAGGAAGAA-3'; Fas (F)
5-AAACAAACTGCACCCTGACC-3', Fas (R) SCAACCATAGGCGATTTCTGG-3"; Nqol
(F) 5-TTCTCTGGCCGATTCAGAGT-3', Ngol (R) S'GAGTGTGGCCAATGCTGTAA-3"; Gstal
(F) 5-CGCCACCAAATATGACCTCT-3', Gstal (R) 5'CCATGGCTCTTCAACACCTT-3"
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Cyp24al (F) 5-GGCGGAAGATGTGAGGAATA-3', Cyp24al (R)
SGTTGTGAATGGCACACTTGG-3"; Duox2  (F) 5-ACAAGGGGTGTATGCCTTTG-3',
Duox2 (R) 5-CACAGGTTGTGGTAGCGAAA-3'. Crx (F) 5-CCTTCTGACAGCTCGGTGTT-3,
Crx (R) 5-CCACTTTCTGAAGCCTGGAG)-3"; Sesn2 (F) 5’-CCTCCTTTGTGTTGTGCTGT-3,
Sesn2 (R) 5’-ACGGTTCTCCATTTCCTCCT-3’; Opnlsw (F) 5-
CAGCCTTCATGGGATTTGTCT-3’, Opnlsw (R) 5-CAAAGAGGAAGTATCCGTGAC-3"; Rax
(F) 5-TGGGCTTTACCAAGGAAGACG-3’, Rax (R) 5-GGTAGCAGGGCCTAGTAGCTT-3’;
Six6 (F) 5GCAAGTAGCCGGGGTATGTG-3, Six6 (R) 5"
CGACTCATTCTTGTTAAGGGCTT-3’; Nrl (F) 5-CCCAGTCCCTTGGCTATGGA-3’, Nrl (R)
5'-ACCGAGCTGTATGGTGTGGA-3>; Notchl (F) 5-GATGGCCTCAATGGGTACAAG-3’,
Notchl (R) 5" TCGTTGTTGTTGATGTCACAGT-3"; Pax6 (F) 5"
TGGCAAACAACCTGCCTATG-3’, Pax6 (R) 5-TGCACGAGTATGAGGAGGTCT-3’; Gapdh
(F) 5-AGGTCGGTGTGAACGGATTTG-3', Gapdh (R) 5'-TGTAGACCATGTAGTTGAGGTCA-
3%
Human primer sets used are:

PAX6 (F) 5-AGATTTCAGAGCCCCATATTCG-3', PAX6 (R) 5.
CCATTTGGCCCTTCGATTAG-3"; ARR3 (F) 5'-CCCAGAGCTTTGCAGTAACC-3', ARR3 (R)
5-CACAGGACACCATCAGGTTG-3"; SOX1 (F) 5-~AAAGTCAAAACGAGGCGAGA-3', SOXI1
(R) 5'-~AAGTGCTTGGACCTGCCTTA-3"; RAX (F) $-GGCAAGGTCAACCTACCAGA-3', RAX
(R) S-GCTTCATGGAGGACACTTCC-3; SIX6 (F) 5- ACAGACTCCAGCAGCAGGTT-3,
SIX6 (R) 5'-AGATGTCGCACTCACTGTCG-3"; OPNISW (F) 5
TGTGCCTCTCTCCCTCATCT-3', OPNISW (R) 5-GGCACGTAGCAGACACAGAA-3';
plomksa (F) 5-GATCCAGGTGGGTAGAAGGTC-3, plomksa (R) 5'-
CCCCTGCAAACTTCGTCCT-3"; CDKNIA (F) 5-CCGAAGTCAGTTCCTTGTGG-3',
CDKNI1A (R) 5-GTCGAAGTTCCATCGCTCAC3"; SOX2 (F) 5
CACAACTCGGAGATCAGCAA-3", SOX2 (R) 5'-CGGGGCCGGTATTTATAATC-3"; LHX2 (F)
5'-CCAAGGACTTGAAGCAGCTC-3, LHX2 (R) 5-TAAGAGGTTGCGCCTGAACT-3"; BMII
(F) 5-AATCCCCACCTGATGTGTGT-3, BMIl (R) 5-GCTGGTCTCCAGGTA ACGAA-3;
GAPDH (F) 5-TCACCAGGGCTGCTTTTAAC-3, GAPDH (R) 5
ATCCACAGTCTTCTGGGTGG -3,

Western blot

Total protein extracts were prepared in the Complete Mini protease inhibitor cocktail solution

(Roche Diagnostics). Proteins contents were quantified using the Bradford reagent. Proteins were
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resolved in Laemmli buffer by SDS-PAGE and transferred to a 0.2um Nitrocellulose Blotting
Membrane (BioRad) that was exposed to the primary antibodies: mouse anti-Bmil (1:800,
Millipore), mouse anti-H2Aub (1:1000, Millipore), mouse anti- BActin (1:1000, abcam), p63,
mouse anti-p73 (1:500, abcam), mouse anti-p53 (1:500, Santa Cruz Biotecnology), goat anti-CRX
(1:500, Santa Cruz Biotecnology), mouse anti-c.-Tubulin (1:1000, Sigma), anti-Rip3 (1:1000, Santa
Cruz Biotecnology), anti-Bmil (1:500, abgent), S-Opsin (1:400, Santa Cruz Biotechnology) and
histone H3 (1:1000, upstate). Membranes were treated with corresponding horseradish peroxidase-

conjugated secondary antibodies (Sigma) and developed using the Immobilon Western (Millipore).

Cell cultures

Cultures of retinal cells were obtained by dissecting the mice eyes at P5 in 1X oxygenated HBSS
(Life Technologies) in order to extract only the neural retina. Retinal cells were then re-suspended
and incubated 10 minutes at 37 °C in the enzyme solution composed of 10ml 1X HBSS, 9.3 mg of
Papain (Worthington), 1.6 mg of N-acetyl L-cysteine (Sigma), 0.5 mg of DNasel (Roche) and 10pl
EDTA 500mM (Fisher Scientific). After centrifugation cells were dissociated into Neurobasal™
medium (Life technologies) with 0.02 ng/ul NGF (Invitrogen), 0.02 pg/ul BDNF (Invitrogen), 1%
B27 (Invitrogen), 70 pg/ml gentamycin (Invitrogen), 1% fetal bovine serum (Wisent), 0.5% glucose
(Sigma) and 10 uM Forskolin (Sigma). The cells were then spread and cultivated on coverslips
treated with Poly-L-Lysine hydrobromide (Sigma) and BD Matrigel Matrix (BD Biosciences).
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S-Opsin PNA Merge

WT

|

Bmil+/-

Figure S1. Bmil is required for cone photoreceptor maintenance after birth
(A) Representative images from S-Opsin/PNA double-stained retinal flat mounts from WT, Bmil ™"
and Bmil” mice at P30. Dorso-nasal (DN), dorso-temporal (DT), ventro-nasal (VN), ventro-

temporal (VT). Scale bars: 1 mm.
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Figure S2. Histological anomalies in Bmil”- mouse retinas

(A, B, C, D) THC and IF analyses of WT and Bmil” retinas at P30 using specific markers for
different retinal cell types. (A”, A”") crop of the area indicated by the respective dashed rectangles.
Amacrine cells’ membrane (Syntaxin), miller glial cells (Gs and Cralbp), rods bipolar cells (Pkca),
amacrine (white-edged arrows) and ganglion cells (black arrows) (Pax6), horizontal cells
(Calbindin), c-cones (S-Opsin), rod photoreceptors (4D2), T2 OFF and T8 ON cone bipolar cells
(Recoverin), amacrine cells (white arrows) and horizontal cells (white-edged arrows) (Gad65).
Retinal pigmented epithelium (RPE); outer nuclear layer (ONL); inner nuclear layer (INL); and
ganglion cell layer (GCL). Scale bars: 40pm.
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Figure S3. Bmil is preferentially expressed in mouse cone photoreceptors
(A) IF analysis of WT and Nr/”" mouse retinal cryosections at P30. Arrows: Note the preferential

expression of Bmil in neurons of the INL and in cone photoreceptors located in the ONL (white
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arrows). In contrast, Bmil is evenly distributed in the cone-only ONL of N77"" mice. (B) IF analysis
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of dissociated retinal cultures from WT and Bmil”" mice at P1 after 4 days in vitro (DIV). Note the
expression of Bmil in WT cones labeled with S-Opsin, and the absence of Bmil in S-Opsin
positive cells of Bmil-mutants. (C) Quantification of S-Opsin positive cones in dissociated WT and
Bmil”" retinal cultures, expressed as percentage of the initial cone number evaluated at 1 DIV.
Outer nuclear layer (ONL); inner nuclear layer (INL); outer segment (OS). Scale bar: 50pum (A) and
20pm (B). WT n=4; Bmil”" n= 5. All values are mean £SEM. (¥*) P < 0.05; (**) < 0.01; Student t-

test.
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Development 143: doi:10.1242/dev. 125351 Supplementary information

Figure S4. Methodology for the quantification of photoreceptors and other retinal cells types

(A) Representative mosaic reconstruction from 10x images from S-Opsin/PNA double-stained
retinal flat mounts from P30 WT mice. (A’, A’”) 60x confocal microscopy images from retinal flat
mount of the DT (A”) and from the VN (A”’) portion indicate with dashed rectangles in (A). (A’)
Note the almost complete absence of S-cone (S-Opsin+ cells) in the DT portion where almost only
M-pure cones are present. (A") Note that in the VIN portion approximately all cones express S-
Opsin. The majority of these are dual-photoreceptors expressing both S and M Opsin and a minority
of pure S-cone (data not shown). For PRs quantification, 3 images from the VN portion were
quantified and averaged as shown by the dashed rectangles in (A). (B) 20x Mosaic Image of the
whole retinal section at the level of the optic nerve of an orientated block. The eyes are oriented in
the blocks in order to always have VN and DT in opposite positions with respect to the optic nerve
on sections. For quantification on retinal sections, 3 consecutive images for sample (as shown by
the boxes 1, 2, 3) were taken in the VN side, then quantified and averaged. (B’) Representative 60x
confocal microscopy image from retinal section used for quantification. Ventro-nasal (VN), dorso-

temporal (TD). n=3 to 6 retinas were used for genotype. Scale bars: (A) 1 mm, (B) 0,5mm.
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Development 143: doi:10.1242/dev.125351: Supplementary information

Figure S5. Bmil is highly expressed in bipolar neurons

IF analysis of a WT mouse retina (cryosections) using Chx10 and Bmil antibodies. Note Bmil
expression in Chx10-positive cells of the INL. Retinal pigment epithelium (RPE); outer nuclear
layer (ONL); inner nuclear layer (INL); ganglion cell layer (GCL). Scale bar: 20pm.
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Development 143: doi:10.1242/dev. 125351 Supplementary information

Figure S6. Chk2 deletion partially improves the Bmil” phenotype
Bmil”~ /Chk2" and Chk2'" mice at P30. Note: Bmil”~ /Chk2"" mice were healthier than Bmil™

mice but remained smaller than Chk2*" control mice.
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Table S1. Statistical analysis of ERG parameters
Global values from ERG experiment. Each parameter is analyzed by repeated measures ANOVA.
The comparisons between the ERG parameters values at the Vmax are analyzed by one-way

ANOVA. All values are mean = SEM. N.S. = not significant; (*) P < 0.05; (¥*) < 0.01; (***) <

0.001;
Photopic system Scotopic system
W1 +- - W1 +- e
Overall a-wave amplitude F2,7)=6.195,p=0.028* F(2,7)=1.297,p=0.332 N.5.
a-wave amplitude at Vmax -215.4+32.69 pV -182.5 1529V -88.35+6.706 pV 1161+ 1217 pV N7ax2.22 0V -138.0 £10.05 pV
‘Comparison with the other groups (p-value) +/-=0375N.5. WT=0375N.5. WT=0.008 +-=0.939N.5, WT=0939N5. WT=0.226N.S.
-/-=0.008** +-=0.039* +/-=0.039* +f-=0.226 N.5. --=0.281N.5. +/-=0.281NS.
Overall a-wave implicit time F2,7)=5.127,p=0.043* Fi2,7)=0.596,p=0.577N.5.
a-wave implicit time at Vmax 8.000+0.4082ms  B.667+03333ms  9333+0333Ims 21.75+£2.175ms 19.67 £0.3333 ms 22.00+2.517 ms
‘Comparison with the other groups (p-value) +-=0.246 N.S. WT=0246N.5. WT=0.039* +-=0.484N.S. WT=0.484N.S. WT=0932NS.
-/-=0.039* -/-=0.275N.5. +/-=0.275N.5. +-=0.932N.5. /- = 0.464 N.5. +/-=0.464 N.5.
Overall b-wave amplitude F(2,7)=18.970, p = 0.001 *** F(2,7)=10.440, p = 0.008 **
b-wave amplitude at Vmax 333.8+34.78 4V 21.9+£17.32 4V 1323 +£9.479 4V 509.5 + 24.04 uV 603.7 +51.01 gV 3714+ 40.33 ¥
‘Comparison with the other groups (p-value) +/-=0.044* WT =0.044" WT =0.001 = +-=0.112N5. WI=0.112N5. WI=0.032*
- =0.001*** --=0.029* +-=0.029* f-=0032% +-=0.004* +/-=0.004*
Overall b-wave implicit time F(2,7) = 20.852, p = 0.001 *** F(2,7) =0.034, p = 0.966 N.S.
b-wave implicit time at Vmax 27.25+0.6292 ms 31.00 +1.000 ms 39.33 £2.848ms 57.00+1.472 ms 56.67 +1.453 ms 53.00+2.517 ms
‘Comparison with the other groups (p-value) +1-=0.136 N.5. WT=0.136 N.5. WT=0.001** +-=0.899 N.5, WT=0.899NS5. WT=0.158 N.S.
/- =0.001*** -f-=0.010* +/-=0.010** /- =0.158 N.5. --=0.217 N.5. +/-=0.217N.S.
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9 Annex IV: Off-target effect of the BMI1 inhibitor PTC596
drives epithelial-mesenchymal transition in glioblastoma
multiforme

This third annex is an article, on which | have worked during my Ph.D., and was published on
Precision Oncology in 2020. In this article we continued the work on the functions of BMI1,

specifically its role in maintaining the stemness of cancer stem cells.
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Off-target effect of the BMII inhibitor PTC596 drives
epithelial-mesenchymal transition in glioblastoma multiforme

Anthony Flamier'**, Mohamed Abdouh'*, Rimi Hamam', Andrea Barabino', Niraj Patel', Andy Gao', Roy Hanna' and

Gilbert Bernier'?*

Glioblastoma multiforme (GBM) is an incurable primary brain tumor containing a sub-population of cancer stem cells (CSCs).
Polycomb Repressive Complex (PRC) proteins BMIT and EZH2 are enriched in CSCs, promoting clonogenic growth and resistance to
genotoxic therapies. We report here that when used at appropriate concentrations, pharmaceutical inhibitors of BMI1 could
efficiently prevent GBM colony growth and CSC self-renewal in vitro and significantly extend lifespan in terminally ill tumor-bearing
mice. Notably, molecular analyses revealed that the commonly used PTC596 molecule targeted both BMI1 and EZH2, possibly
providing beneficial therapeutic effects in some contexts. On the other hand, treatment with PTC596 resulted in instant reactivation
of EZH2 target genes and induction of a molecular program of epithelial-mesenchymal transition (EMT), possibly explaining the
modified phenotype of some PTC596-treated tumors. Treatment with a related but more specific BMI1 inhibitor resulted in tumor
regression and maintenance of cell identity. We conclude that inhibition of BMI1 alone is efficient at inducing GBM regression, and
that dual inhibition of BMI1 and EZH2 using PTC596 may be also beneficial but only in specific contexts.

npj Precision Oncology (2020)4:1; https://doi.org/10.1038/541698-019-0106-1

INTRODUCTION

Glioblastoma multiforme (GBM) represents the most common
brain malignancy in adults. However, current treatments are
mostly effective at reducing intracranial brain pressure and the
alkylating agent Temozolide (Temodal) can increase lifespan by
~4 months. The median lifespan of patients at the time of
diagnosis is still 9-12 months. An effective treatment is thus
critically needed.” GBMs are highly heterogeneous tumors
containing a relatively rare sub-population of cancer-initiating
cells expressing the CD133 (PROM1) cell surface antigen.*® Based
on cell culture and xenotransplantation experiments, it was shown
that CD133+ cells behave like neural stem cells, express stem cell
markers, and are able to generate new brain tumors in serial
transplantations.”~” The CD133+ cancer stem cell (CSC) fraction
also represents the radio-resistant cell population in GBM and is
believed to be responsible for brain tumor reoccurrence after
radiotherapy treatments.””'® Importantly, cell lines grown under
serum conditions are not representative of the phenotype of
primary GBM tumors.”

Transcription factors (TFs), such as SOX2 and OLIG2, have been
reported as key molecular cues for gliomagenesis and tumor
maintenance.”"'? More specifically, TLX, ZFHX4, and MLL5 are
TFs and chromatin remodelers overexpressed in glioma CSC
population and important for their self-renewal.’*~'* Although the
interconnection between these factors remains unclear, we can
hypothesize that CSC identity relies on a self-sustaining network of
TFs. Notably, it has been proposed that the CSC phenotype and
other key features of cancer cells may be driven by an epigenetic
circuitry in conjuncture with genetic mutations.'®

Polycomb Repressive Complexes (PRCs) form large multimeric
complexes responsible for the remodeling of the chromatin and
can promote gene silencing through specific histone modifica-
tions."” They are classically subdivided into two groups, namely

PRC1 (which includes BMI1, RING1a, and RING1b/RNF2) and PRC2
(which includes EZH2, EED, and SUV12)."® The subsequent histone
modifications induced by PRC1 and PRC2 complexes are critical to
maintain stable silencing of both euchromatin and facultative
heterochromatin.'®?" The PRC2 is able to silence chromatin
through its histone H3 tri-methylase activity at lysine 27
(H3K27™) while the PRC1 uses histone H2A mono-ubiquitin
ligase activity at lysine 119 (H2A"?).">"?! Studies on the course of
mouse development showed that H3K27™* deposition by PRC2 is
thought to be a pioneer event required for PRC1 recruitment at
developmental genes, Conversely, H2A" mark by PRC1 may be
necessary for H3K27™** deposition and maintenance in somatic
cells, constituting a positive feedback loop.>> Members of the PRC
have been identified as proto-oncogenes in human cancers.”*"*®
BMIT (B-cell specific Moloney murine leukemia virus integration
site 1) is one of those and initially described as an oncogenic
partner in lymphomagenesis. BMIT has been found to be
overexpressed in several cancers and been shown to be crucial
for cancer cell survival in medulloblastoma and glioblastoma.'®?%
3 Consequently, BMI1 inhibition in human or mouse GBM cells
results in impaired CSC self-renewal and absence of tumor
formation in grated mice, and this independently of a functional
Ink4a locus.”>® Intriguingly, BMIT overexpression can confer self-
renewal properties and is apparently sufficient to “reprogram”
mouse astrocytes into neural stem cells or mouse retinal
progenitors into retinal “stem cells”.>”-*

GBM tumors have been classified into three major sub-types
based on differential gene expression. The proneural/neural
subtype enriched for DLL3, OLIG2, ASCL1, PDGFRA, IDH1, and
PROM1; the classical subtype enriched for FOXO3, NES (Nestin),
EGFR and AKT2; and the mesenchymal subtype enriched for CD44
(SSEAT), CHI3LT, NF1, TIMP1, and TGFB.>? Notably, it was recently
suggested that EZH2 is enriched in the proneural subtype and

'Stem Cell and Developmental Biology Laboratory, Hépital Maisonneuve-Rosemont, 5415 Boul. I'Assomption, Montréal H1T 2M4, Canada. *Department of Neurosciences,
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BMI1 in the mesenchymal subtype.’® Hence, proneural tumors
were apparently resistant to BMI1 inhibition using PTC596, and
mesenchymal tumors apparently resistant to EZH2 inhibition
using two distinct inhibitors. Based on this, it was proposed that
dual inhibition of BMI1 and EZH2 is more efficient at eradicating
GBM then when using BMI1 or EZH2 inhibitors alone.*

Herein, we present evidences that independently of BMI1
expression level or of the GBM subtype, GBM neural spheres are
sensitive to the related BMI1 inhibitors PTC596 and A1016 at a
range between 5 and 50 nM. We found that in contrast with
A1016, PTC596 markedly interfered with EZH2, FOXG1, and SOX2
protein levels. RNA sequencing (RNA-seq) analyses confirmed that
A1016 more closely aligned than PTC596 with the BMI1 knockout
gene expression profile, and that PTC596-treated GBM spheres
showed activation of an epithelial to mesenchymal transition
(EMT) molecular program and de-repression of PRC2-target genes.
In terminally ill mice bearing intracranial tumors, treatments with
high concentrations of PTC596 significantly extended median and
maximal lifespan. In some but not all grafts, however, relapsing
PTC596-treated tumors showed reduced BMI1, EZH2, and SOX2
expression, suggesting epigenetic drift. We conclude that inhibi-
tion of BMIT is highly efficient at eliminating GBM tumors and that
treatments with PTC596, which targets BMIT and EZH2, may be
only beneficial in specific contexts.

RESULTS

PTC596 is a cell-permeable small compound capable of inducing
BMI1 4pro‘crein proteosomal degradation at nanomolar concentra-
tions.*' The compounds can cross the blood-brain barrier and is
orally administrable.”® To evaluate its utility for brain cancer
treatment, we exposed the patient-derived GBM0811 cell line
maintained and grown as neurospheres to various concentrations
of PTC596, or to A1016, a closely related molecule. After 7 days of
treatment, colony growth and cell viability were measured,
revealing that both drugs efficiently reduced colony growth
starting at 5 nM (Fig. 1a). This also correlated with an important
reduction of cell viability in the remaining spheres (Fig. 1b). To
evaluate the effect on CSC self-renewal, cancerous neurospheres
of the GBM1205 cell line were treated for 7 days with 5nM of
drugs, washed, and maintained for an additional 25 days in drug-
free media. Remaining spheres were then dissociated at 4600
viable cells/well in fresh media and maintained for an extra
18 days. We found that both drugs dramatically affected the
number and size of newly formed colonies, suggesting depletion
of the CSC population (Fig. 1c, d). Likewise, neurospheres of the
GBMO0410 cell line exposed to 5nM of drug for 2 days were
dissociated in drug-free media (Fig. 1e). After 2 weeks, newly
formed neurospheres were re-dissociated in drug-free media to
measure secondary sphere formation (Fig. 1e). This revealed that
acute exposure of the GBM spheres was sufficient to affect the
formation of primary and secondary neurospheres, again suggest-
ing depletion of the CSC population (Fig. 1f).

To test the effect on colony growth, GBM cells were cultured as
a monolayer on matrigel in neural stem cell media until large
colonies were present. The cultures were then exposed to 5 nM of
BMI1 inhibitors for 3 days (Fig. ST1A). In all cell lines tested, we
observed a severe reduction in colony size and evidences of cell
death (Fig. S1A-C). Moreover, we noticed that viable GBM cells
rapidly underwent neural (MAP2) and glial (GFAP) differentiation
upon exposure to PTC596, as revealed using immunofluorescence
(Fig. S1D). Real-time RT-PCR analyses also revealed that BMIT
mRNA expression was not affected by the drug treatment, but
that PROM1, a marker of CSC, was decreased in a dose-dependent
manner upon treatment with both inhibitors (Fig. S1E). Taken
together, these results were consistent with our previous work
showing that BMIT knockdown resulted in GBM stem cell
differentiation and in the loss of self-renewal capacity.”’

npj Precision Oncology (2020) 1

To study the molecular effects of BMI1 inhibitors, we performed
western blot analyses on GBM neurospheres treated for 24 h with
increasing concentrations of PTC596 or A1016. DMSO was used as
a control. BMI1 inhibition in the GBM0811 and GBM1205 cell lines
was observed already at 5 nM, with maximum inhibition reached
between 5 and 50 nM, depending on the cell line (Fig. 2a, b). In
time course studies, BMI1 inhibition was observed after ~5 h with
A1016, and after ~8 h with PTC596 (not shown). To test the effect
on the CSC phenotype, we measured CD133, EZH2, FOXG1, and
SOX2 protein expression using immunoblot.?**2 |n both cell
lines tested, BMI1 inhibition for 24 h resulted in a significant
reduction of CD133 (Fig. 2b, ¢) and H2A“® (Fig. 3a) levels.
Surprisingly, we found that the expression of EZH2, FOXG1, and
SOX2 was also significantly reduced in PTC596-treated cells,
whereas it was almost unchanged in Al1016-treated cells
(Fig. 2b-d). Using immunofluorescence on GBM sphere sections,
we observed that Nestin expression remained unaffected after
treatment with PTC596 or A1016 for 24 h (Fig. 2e). However, while
EZH2 expression remained in normal ranges in A1016-treated
spheres, it was highly reduced in spheres treated with PTC596 (Fig.
2f).
BMI1 is highly expressed in mature human and mouse cortical
neurons and its expression is reduced in neurons from Alzheimer's
disease patients.*”*® Furthermore, acute BMIT knockdown in
cultured human cortical neurons leads to severe neurodegenera-
tion,” thus raising substantial concerns about possible side effects
of BMI1 inhibitors on normal brain function. To investigate this, we
generated day in vitro 35 post-mitotic cortical neurons through
directed differentiation of human embryonic stem cells or induced
pluripotent stem cells.*® Cultured neurons were treated with
100 nM of PTC596 or A1016 for 24 h and analyzed by immunoblot.
Notably, drug-treated neurons were apparently healthy and
presented elevated levels of BMI1 and H2A"°, suggesting a
concomitant increase in the biochemical activity of the PRC1
(Fig. S2A). Similarly, oral administration of PTC596 or A1016 at
12 mg/kg in post-natal day 45 mice was not accompanied by Bmi1l
down-regulation when whole cortices were analyzed by immuno-
blot (Fig. S2B) or immuno-histochemistry (not shown) 24 h after
treatment. To support these observations, stem cell-derived post-
mitotic neurons and neural progenitors were exposed to PTC596
or A1016 for 24 h and test for cell viability. While neurons exposed
to BMI1 inhibitors were relatively unaffected, neural progenitors
showed decreased viability as revealed using the MTT assay or by
measuring the proportion of dying cells (Fig. S3A, B). To evaluate
the mechanism of action of the new A1016 molecule on BMI1,
lysates from neural progenitors exposed to 100 nM of A1016 for
24 h were immuno-precipitated with an antibody against poly-
ubiquitin at lysine 48, a mark for protein degradation by the
proteasome. This revealed increased poly-ubiquitinated BMI1 in
A1016-treated cells, as measured using western blot analysis (Fig.
$3C). These results suggested that the inhibitory activity of PTC596
and A1016 on BMI1 is cell cycle dependent and thus less likely to
affect the viability of post-mitotic neurons.

EZH2 is the catalytic sub-unit of the PRC2 and is required for
H3K27™* deposition and maintenance.’® On the other hand, the
BMI1//RING1 complex regulates H2A"" deposition, possibly also
directly or indirectly affecting H3K9™*? levels in normal somatic
cells.*® Consistently, we found that treatment of GBM spheres
(GBM1205) with PTC596 for 24h resulted in robust down-
regulation of H2A"" levels (Fig. 3a). Notably, this was also
accompanied by down-regulation of H3K27™* and H3K9™
levels (Fig. 3a). The heterochromatin is tightly associated with the
nuclear envelope and loss of H3K9™** can result in nuclear lamina
disintegration.”’ Using immunofluorescence, we observed that
GBM spheres (GBM1909) treated for 24 h with PTC596 showed
reduced H3K9™** levels and disintegration of the nuclear lamina
(Fig. 3b). This revealed that PTC596 treatment in GBM cells
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Fig. 1 BMI1 inhibitors impair GBM colony growth and cancer stem cell self-renewal. a Representative images of GBM0811 cells treated for
6 days by DMSO, PTC596 (5 and 50 nM), and A1016 (5 and 50 nM). Scale bar: 2.5 mm. b Quantification of cell viability in GBM0811 cells treated
for 6 days by DMSQ, PTC596 (5 and 50 nM) and A1016 (5 and 50 nM). ¢ GBM1205 cell growth assay upon acute treatment (7 days) with BMI1
inhibitors PTC596 and A1016. Top: scheme of the assay. Bottom: representative images at each time point. Scale bar: 25mm. d Size
distribution of the spheres at day 50 from experiment in ¢ after PTC596 or A1016 treatments in comparison to DMSO-treated cells. e Colony-
forming assay after acute treatment (2 days) with BMI1 inhibitors and two passages of the GBM0410 cells. Top: scheme of the assay. Bottom:
representative images at each time point. Scale bar: 2.5 mm. f Quantification of the number of spheres after one and two passages in PTC596
(Top) or A1016 (Bottom) treated cells.
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Fig. 2 PTC596 inhibits BMI1 and EZH2 in GBM neurospheres. a Inmunoblot of BMI1 in GBM line 1205 after treatment with increasing
concentrations of BMI1 inhibitors. GAPDH is used as a loading control. b Immuncblot of BMI1, EZH2, and CD133 in GBM line 0811 after
treatment with increasing concentrations of BMI1 inhibitors, Actin and Red ponceau are used as a loading control. Note the reduced EZH2
levels in PTC596-treated cells (dashed red box). ¢ Immunoblot of SOX2, EZH2, FOXG1, and CD133 in GBM line 1205 after treatment with
increasing concentrations of BMI1 inhibitors. GAPDH and Red ponceau are used as a loading control. Note the reduced EZH2 levels in PTC596-
treated cells (dashed red box). d Quantification of BMI1 and EZH2 protein levels in GBM cells (n =2 cell lines) after treatment with BMI1
inhibitors (200 nM). All values are mean + SEM. *P value <0.05. e Immunofluorescence for Nestin on GBM line 1205 neurospheres cryo-
sectioned after 48 h of treatment with DMSO, PTC596, or A1016. Scale bar: 20 pm. f Immunofluorescence for EZH2 on GBM line 1205
neurospheres cryo-sectioned after 48 h of treatment with DMSO, PTC596, or A1016. Scale bar: 20 pm.
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Fig. 3 PTC596 treatment perturbs several histone modifications
and the integrity of the nuclear lamina. a Immunoblot analysis of
GBM neurospheres (GBM1205 cell line) treated with PTC596 for 24 h.
Note the dose-dependent reduction in H2A"°, H3K27™, and
H3K9™* levels, b Immunofluorescence analysis on sections of
GBM neurospheres (GBM1909 cell line) treated with PTC596 for 24 h.
Note the reduced H3K9™* land LaminA/C (LMNA) levels in drug-
treated GBM spheres. Scale bar: 20 pm.

significantly perturbed PRC1- and PRC2-mediated histone mod-
ifications and structure of the nuclear envelope.

Next, we further analyzed the novel patient-derived cell line,
GBM1205, using RNA-seq. When compared to primary GBM
tumors from the IVY GAP repository, we determined that the
GBM1205 cell line had a mixed phenotype, showing a proneural
phenotype with some classical features (Fig. 4a). The cell line was
also able to generate hemorrhagic brain tumor in grafted
immune-deficient mice (Fig. 4b). To dissect the pioneer molecular
changes resulting from BMIT inactivation, we targeted BMIT exon 1
using CRISPR/Cas9 technology to generate BMIT knockout
(BMI1%%) GBM cells.”® A non-targeting template guide RNA was
used as a negative control. Control (BMIT*/") and BMIT¥C cells
were collected 24 h post-transfection for western blot and RNA-
seq analyses. We estimated that ~70% of the cells were targeted,
and BMI1 cell extracts exhibited reduced BMI1 and H2A" levels,
confirming BMI1 deletion (Fig. 4¢). Differential expression analysis
revealed that most deregulated genes in BMIT®® cells were
upregulated. This is consistent with BMI1, working within the
PRC1, functioning as a gene-silencing factor (Fig. 4d).2"***> Gene
ontology (GO) annotation of the most upregulated genes in
BMI1%C showed significant appearance of interferon, cell metabo-
lism, chromatin remodeling, and apoptosis-related GO terms
(Figs. 4e and S4). Using Gene Set Enrichment Analysis (GSEA), we
found an enrichment for apoptosis gene set in BMI7*°, but gene
expression levels remained relatively low (Fig. 4f). Notably, BMIT*C
GBM cells were also enriched in genes regulated by NF-kB in
response to TNFa signaling, suggesting an inflammation-related
cellular response (Fig. 4f). Notably, the CSC gene expression profile
was also altered upon BMIT inactivation, including that of PROM1.
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Hence, the expression level of 14 stem cell-related genes, all
associated with a proneural GBM phenotype, was significantly
reduced in BMITC cells, suggesting that BMI1 may be involved in
the maintenance of the proneural CSC phenotype in GBM (Figs. 49
and §5).>%%°

To assess the specificity of the compounds, we compared the
RNA-seq profiles of DMSO-, PTC596-, and A1016-treated cells with
that of BMITC cells (Figs. 5 and S6). When compared to DMSO,
PTC596-treated cells showed more de-regulated genes than
A1016-treated cells, many of which being downregulated
(Fig. 5a). In contrast, most de-regulated genes in A1016-treated
cells were upregulated (Fig. 5a), similarly as observed in BMITHC
cells (Fig. 4d). When directly compared to BMIT*? cells, PTC596-
treated cells presented 4099 significantly de-regulated genes
compared to the 2732 de-regulated genes observed in A1016-
treated cells (Fig. 5b). Taken together, this suggested significant
off-target effects of the PTC596 compound. Using GSEA, we found
that genes upregulated in response to BMI1 knockdown in cancer
cells were also upregulated in PTC596 and A1016-treated GBM
cells, suggesting efficient drug-mediated BMI1 inhibition (Fig. S6A,
B). Treatment with both compounds also succeeded at reducing
the expression of glioblastoma proneural genes as observed in
BMIT*® cells (Fig. 5¢). In contrast to BMIT® or A1016-treated cells
however, PTC596 treatment resulted in a molecular signature
resembling a mesenchymal phenotype (Fig. S6C), and an
enrichment for a gene set involved in EMT (Fig. 5c¢). Likewise,
SOX2-responsive genes were significantly downregulated in
PTC596-treated cells, but not in BMITK® or A1016-treated cells
(Fig. 5¢). Finally, GSEA revealed a significant up-regulation of EZH2
and PRC2-repressed genes in PTC596-treated cells using three
independent gene sets (Figs. 5¢ and S6D).

To evaluate the efficiency of PTC596 at eliminating GBM in vivo,
we injected the GBM1205 cell line maintained as neural stem cells
in serum-free media in the lateral ventricle of the cerebral cortex
of NOD/SCID'? mice (n=10 mice). PTC596 was given orally at
12 mg/kg every 3 days for 25 days, and this starting after the first
death in the cohort. This protocol was thus designed as an end-
stage disease treatment. When compared to HPMC-treated mice
(control), PTC596-treated animals showed an extension of median
lifespan of 26 days, with one treated animal that was tumor-free
3 months post-treatment (Fig. 6a). Likewise, mice grafted with the
GBMO0811 cell line (h = 16 mice) and treated with HPMC or PTC596
at 6 mg/kg every 3 days also showed an extension of median
lifespan by 17 days (Fig. S7). Notably, we could confirm BMI1 and
EZH2 down-regulation in the brain tumor during the treatment
period and their reactivation 15 days post-treatment in an animal
showing relapse (Fig. S$8). To simultaneously compare the
efficiency of both inhibitors, we injected the GBMO0811 cell line
in 25 mice. The cohort was composed of 5 HPMC-treated mice, 10
PTC596-treated mice (6 and 12mg/kg, every 3 days), and 10
A1016-treated mice (6 and 12 mg/kg, daily). When compared to
untreated mice, we found that PTC596 and A1016 given at 6 mg/
kg extended median survival by 6 and 25 days, respectively (Fig.
6b). At 12 mg/kg, PTC596 extended median lifespan by 41 days,
with one tumor-free animal 3 months post-treatment. Mice
treated daily with A1016 at 12 mg/kg succumbed from drug
toxicity few days after the end of the treatment. Notably, however,
all animals treated with A1016, but one, were tumor-free (Fig. 6b).
When compared to the tumor of control mice, the tumor of
PTC596-treated mice with relapse (mice #5 and #6) had lost many
the original characteristics, including reduced BMI1, EZH2, and
SOX2 expression (Figs. 6¢ and S9). In contrast, in the one animal
treated with A1016 and that still presented a small tumor of
0.6 mm in diameter, the tumor remained BMI1 and SOX2 positive,
although EZH2 levels were reduced (Figs. 6d and 59). These results
suggested significant therapeutic effects of both BMI1 inhibitors
when used as single agents for the treatment of GBM.

npj Precision Oncology (2020) 1

318



A. Flamier et al.

B

ITGA4

GBM1205
GBM1205
Mesenchymal
Mesenchymal

Mesenchyr

n

Apoptosis

Ranked kst mevic (PreRanked)

W @ I w0 @ s s
Rank i Ordered Da

Gene Ontology

TNFa signaling via NFkB

gCTLvs BMI1"

BM|1 )

H2Aub

gBMI1
{24trs)

gCTL

~tog10par)

GAPDH

lagaFoldChange

-log10(P value)
G

Cancer Stem Cell

KO-BMH FPKM (Fold of gCTL)

y Ny
Qe- Q‘% P q—"@%’i}v@{@@%&u;pgab "o‘%-“

P
S T S TS

1"1

Fig. 4 Acute BMI1 knockout in GBM induces an infl

ion-related r
a Heatmap of gene expression for glioblastoma genes in GBM line 1205 (n

and down-regulation of cancer stem cell genes.
2) and GBM tumors having either a classical (green),

mesenchymal (blue), or proneural (red) phenotype (n = 3 for each group). Row z-scores are a function of FPKM value. b Image of a NOD/SCID
mice brain after intracranial injection of the GBM line 1205. Scale bar: 4 mm. ¢ Immunoblot of BMI1 and H2Aub in GBM line 1205 transfected
with a non-template control guide RNA (gCTL) or a guide RNA targeting BMI1 (gBMIT) with 2 plasmid overexpressing Caspase 9. GAPDH is

used as a loading control. d Volcano plot showing the most dysregulated genes in BMI1*©
significantly dysregulated genes. e Selection of Gene Ontology terms for upregulated genes in BMIT*?
Enrichment Analysis (GSEA) showmg enrichment for apoptosis and TNFa gene sets in BMI1

levels of cancer stem cells genes in BMI1

DISCUSSION

Epigenetic drug therapy may represent a new approach to cure
cancers. Herein, we showed that BMI1 inhibitors could efficiently
block GBM neural sphere growth and CSC viability in four
independent patient-derived GBM cell lines, suggesting that
drug-mediated BMI1 inhibition is a versatile treatment for most
patients with GBM. Molecular studies revealed that the com-
pounds were able to reduce the BMI1 protein level when used at
nanomolar concentration in GBM cell lines having proneural and/
or classical phenotypes. When compared to A1016 or BMI1
knockout, the PTC596 molecule presented additional effects,
including inhibition of EZH2, SOX2, and FOXG1. Terminally ill mice
bearing brain tumors and treated with PTC596 showed highly

npj Precision Oncology (2020) 1

versus gCTL GBM line 1205. Red dots show
versus gCTL GBM line 1205, f Gene Set
versus gCTL GBM line 1205. g Gene expression

KO versus gCTL GBM line 1205. Red annotations show significantly downregulated genes.

extended lifespan. However, analysis of some PTC596-treated
animals with relapse revealed that the tumors presented a
modified phenotype characterized by reduced BMI1, EZH2, and
SOX2 levels.

In a similar strategy to the reprogramming of somatic cells into
pluripotent stem cells using a set of four master TFs°® the
simultaneous overexpression of SOX2, OLIG2, POU3F2, and SALL2
reprograms differentiated GBM cells into CSC able to drive tumor
formation.'® Likewise, glioma-initiating cells can be obtained from
tumor suppressor-deficient astrocytes through the ectopic expres-
sion of SOX2, OLIG2, and ZEB1.>” EZH2 is the catalytic unit of the
PRC2 and is overexpressed in GBM. Because EZH2 inactivation
impairs cell growth, it prompted interest as a potential target
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against glioma.”>***#*% Although EZH2 has a proto-oncogene
function, it can also abrogate tumor transformation. Hence, the
inactivation of Ezh2 impairs mouse GBM tumor growth and
extends lifespan. Most notably however, prolonged Ezh2 inactiva-
tion causes a loss of the H3K27™® mark, which induces an
activation of some pluripotency markers, resulting to a cell fate
change and an aggressive tumor transition*® Thus, loss of
H3K27™* mark in GBM is predictive for a transition towards a
more immature and aggressive phenotype. Notably, Wu et al®'
have identified recurrent mutations in H3F3A and HIST3H1B
(encoding for histones H3.3 and H3.1) at positions 27 and 34
(K27M and G34R/V) in about 80% of diffuse intrinsic pontine
glioma, a sub-group of pediatric high-grade glioma (pHGG)."'
Mechanistically, it has been reported that the K27M mutant
heterotypic nucleosomes prevents PRC2 binding to the chromatin
rather than sequestering the complex.®”®* Notably, glioma cells
carrying K27M have reduced H3K27™®* levels genome-wide
leading to an increased exg)ression of developmental genes
normally repressed by PRC2.54%*

Recently, Jin et al.”” proposed dual inhibition of BMI1 and EZH2
as a more efficient therapeutics against glioma than BMI1 (using
PTC596) or EZH2 (using EPZ6438) inhibition alone. Drug regimen
for PTC596 was once per week at 10 mg/kg. When PTC596 was
used in combination with EPZ6438, they observed an increase in
median lifespan of 13 days (PN19191 cell line) and of 17 days
(Mes20 cell line) when compared to untreated animals, and of 12
and 3 days respectively when compared to PTC596-treated

npj Precision Oncology (2020) 1

animals.*” Considering that the plasma half-life of PTC596 is
~9h at 10mg/kg (with an AUCg, of ~30h in the brain), it is
predicted that the drug regimen used in these experiments
resulted in lack of BMI1 inhibition for several days in between each
treatment, allowing BMI1 reactivation in CSCs.

Herein, we found that when used at optimal concentration with
a drug regimen allowing relatively constant BMI1 inhibition,
PTC596 was able to extend median lifespan by 27 days (GBM1205
cell line) and 41 days (GBM0811 cell line) in terminally ill mice
bearing tumors having either a mixed proneural/classical or a
proneural phenotype. We found that PTC596 also rapidly
impacted on EZH2, SOX2, and FOXG1 protein levels in vitro,
possibly resulting in the modified tumor phenotype observed in
some animals with relapse. In contrast, the A1016 inhibitor was
generally more specific, showing modest effects on EZH2.
However, because of its more rapid elimination from the
circulation, A1016 was given daily. This resulted in lethal toxicity
few days after the end of the treatment when A1016 was used at
the highest concentration. Yet, three out four animals were tumor-
free at necropsy. We conclude that A1016 would be the best
candidate into the clinic for GBM treatment, but that more work is
required to control peripheral toxicity in order to achieve high and
stable brain concentration during the treatment period.

Interestingly, BMIT is overexpressed in cultured neurospheres
from childhood brain tumors® BMIT overexpression was also
reported in 53% of pHGG in situ and BMI1 inactivation in pHGG
neurospheres impaired tumor formation in mouse xenografts.”*®
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These findings thus indicate possible additional application for
BMI1 inhibitors. A phase 1b study was initiated in 2018 for pHGG
using PTC596 in combination with radiation therapy
(NCT03605550). Considering that PTC596 can target both BMI1
and EZH2, it is recommended that in vitro and in vivo pre-clinical
studies with pHGG cell lines be undertaken first to test for possible
de-differentiation toward a more aggressive tumor phenotype.
Our findings also raise concern that long-term treatment of solid
tumors located outside the central nervous system with PTC596
could drive EMT, thus possibly resulting in a more aggressive and
metastatic tumor phenotype.

METHODS

The complete method is available in Supplementary Information. The
datasets generated during and/or analyzed during the current study are
available from the corresponding author. All blots derived from the same
experiment were processed in parallel. Primary GBM were obtained from
the Department of Pathology of the Maisonneuve-Rosemont Hospital, and
the Brain Tumor Tissue Bank (Toronto, ON, Canada). Fresh tumors were
obtained from consenting patients and used with permission of our
institutes’ ethical committee (CER; Project No. 2007-402, 06099). The
Maisonneuve-Rosemont Hospital's animal protection committee (CPA)
approved all experiments performed in mice (Project No. 2015-23). Fresh
GBM samples were processed for cell cultures within 1 h after reception.
Tumor was washed and cut in small pieces before mechanical dissociation
in oxygenated HBSS. Cell suspensions were passed over a 40-um filter
mesh. After centrifugation, cells were resuspended in GBM media: DMEM/
F12  medium (Invitrogen) containing 0.25% glucose, N2 and
B27 supplements, Heparin (2 pg/ml; Sigma), gentamicin (25 pg/ml;
Invitrogen), human recombinant FGF2 (10 ng/ml; Peprotech), and human
recombinant EGF (20 ng/ml; Sigma). Afterward, cultures were allowed to
grow for 3 weeks to form spherical colonies (i.e., neurospheres). For
passages, neurospheres were incubated in an enzyme-free solution
(Millipore Bioscience Research Reagents) at 37°C for 5min, and
mechanically dissociated with a 20G needle. After trituration, the cell
suspension was plated in GBM media. Cell lines used in this study are:
GBM1205, GBM1909, GBM0811, and GBM0410. Molecular weights for
western blot analysis are showed with the original blots in Supplementary
Information as Supplementary Figs. 10 and 11. BMI1 inactivation using
CRISPR/Cas9 were carried out by the polymeric delivery of a Cas9-
expressing plasmid (Dharmacon #CAS10140), a synthetic guide RNA
(sgRNA) Scramble (Dharmacon #U-007501) or complementary to BMI1
(Target: AACGTGTATTGTTCGTTACC) and a synthetic trans-activating crRNA
(Dharmacon #U-002005) using Mirus TransIT-X2 (Cat#MIR6003) according
to the manufacturer's instructions. To enhance the knockout efficiency, a
full six-well plate of neurospheres was dissociated and condensed in 1 ml
of GBM media and platted onto a well of an ultra-low attachment six-
well plate.

Reporting Summary
Further information on research design is available in the Nature Research
Reporting Summary linked to this article.
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10 Annex V: Deregulation of Neuro-Developmental Genes and
Primary Cilium Cytoskeleton Anomalies in iPSC Retinal
Sheets from Human Syndromic Ciliopathies

This fourth annex is an article, on which | have worked during my Ph.D., and was published on
Stem Cell Reports in 2020. This article is not in the main aim of my studies, nevertheless, it is an

important article establishing a new model for the study of retinal degeneration diseases.
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SUMMARY

Ciliopathies are heterogeneous genetic diseases affecting primary cilium structure and function. Meckel-Gruber (MKS) and Bardet-Biedl
(BBS) syndromes are severe ciliopathies characterized by skeletal and neurodevelopment anomalies, including polydactyly, cognitive
impairment, and retinal degeneration. We describe the generation and molecular characterization of human induced pluripotent
stem cell (iPSC)-derived retinal sheets (RSs) from controls, and MKS (TMEM67) and BBS (BB510) cases. MKS and BBS RSs displayed sig-
nificant common alterations in the expression of hundreds of developmental genes and members of the WNT and BMP pathways. In-
duction of crystallin molecular chaperones was prominent in MKS and BBS RSs suggesting a stress response to misfolded proteins. Unique
to MKS photoreceptors was the presence of supernumerary centrioles and cilia, and aggregation of ciliary proteins. Unique to BBS
photoreceptors was the accumulation of DNA damage and activation of the mitotic spindle checkpoint. This study reveals how
combining cell reprogramming, organogenesis, and next-generation sequencing enables the elucidation of mechanisms involved in hu-

man ciliopathies.

INTRODUCTION

Primary cilia are typically non-motile cytoplasmic exten-
sions of a microtubule-based structure that projects from
the cell surface and are indispensable for normal develop-
mental and physiological functions (Nonaka et al.,, 1998;
Satir et al., 2007). The ciliary axoneme develops from and
is anchored to a specialized centriole called the basal
body (BB) that acts as a microtubule organizing center.
The BB is a symmetric radial arrangement of nine triplet
microtubules from which the outer doublet of microtu-
bules of the axoneme extends. Syndromic and non-syn-
dromic ciliopathies represent a group of heterogeneous
genetic diseases caused by mutations affecting the struc-
ture and function of the primary cilium. Phenotypic and
genetic heterogeneity is frequently observed in these dis-
eases. The relationship between cilia genes and ciliopathies
is far more complex than that described by classical Mende-
lian genetics and has recently been the focus of numerous
reviews (Loncarek and Bettencourt-Dias, 2018; Vertii et al.,
2015; Wheway et al., 2018).

Meckel-Gruber syndrome (MKS) and Bardet-Biedl syn-
drome (BBS) are rare developmental diseases characterized

by multiple developmental anomalies, including retinal
degeneration, digits and genito-urinary defects, as well as
cognitive impairment (Leitch et al., 2008; Alvarez-Satta
et al.,, 2017). Although MKS is fatal at birth, BBS is one of
the most severe ciliopathies that is compatible with life.
MKS is a lethal autosomal recessive ciliopathy, also present-
ing polycystic kidneys and severe eye/brain malforma-
tions, with over 13 disease-associated genes (Delous et al.,
2007; Kyttdld et al., 2006; Smith et al., 2006; OMIM,
2019a). In contrast, BBS is a viable disorder associated
with obesity and retinal degeneration (Leitch et al., 2008;
Alvarez-Satta et al., 2017) and with variants identified in
over 22 genes, with BBSI0 representing the most
commonly mutated gene (Nishimura et al., 2004; OMIM,
2019b). MKS and BBS were in principle considered as two
distinct clinical entities. However, the identification of
hypomorphic mutations in MKS1 and TMEM67 in some
BBS patients introduced the concept that BBS may repre-
sent a milder form of MKS (Leitch et al., 2008), The MKS3
protein (encoded by TMEM67) is apparently not an integral
part of the MKS complex, but more likely to interact with it
(Leitch et al., 2008; Smith et al., 2006). MSK3 localizes to
the transition zone at the base of the primary cilium, and

m Stem Cell Reports | Vol. 14 | 357-373 | March 10, 2020 | © 2020 The Authors, 357
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to the plasma membrane in ciliated cells (Reiter et al.,
2012). MKS3 has been associated with centrosome migra-
tion to the apical cell surface during early ciliogenesis and
with the regulation of centrosome organization (Adams
et al,, 2012; Gupta et al., 2015). The BB derives from the
mother centriole, which distinguishes it from the daughter
centriole by the presence of appendages on its distal end,
allowing the formation of the primary cilium (Chang
et al., 2003). Centriolin (also known as CEP110 or CNTRL)
is associated with the mother centriole (Ou et al., 2002).
Mutations in CNTRL can cause ciliopathies as atrioventric-
ular septal defect (Burnicka-Turek et al., 2016). Although
many BBS-associated proteins are an integral part of the
BBSome complex, BBS10 most likely interacts with the
BBSome and shows sequence similarities with chaperones
(Stoetzel et al., 2006).

The vast majority of genes causing retinal degeneration
involves a defect in a ciliary protein (RetNet). Molecular
and cellular insights found in this work are potentially rele-
vant to other ciliopathies and non-syndromic retinal disor-
ders. Degeneration of photoreceptors (PRs) is often part of
syndromic ciliopathies (Adams et al., 2007; Novarino et al.,
2011). Retinal degeneration varies depending on the type
of PRs that are primarily affected. Rods respond to dim light
and are important for night and peripheral vision. Cones
respond to intense light and are required for color,
daylight, and high-resolution central vision (Aboshiha
et al,, 2016). The inner segment (IS) and outer segment
(OS) of PRs, which respectively represent the metabolic
factory and the structure where phototransduction takes
place, are connected by the connecting cilium (CC), which
is a modified intracellular version of the primary cilia
(Young, 1968). The proteins synthesized in the IS are trans-
ported to the base of the CC in post-Golgi vesicles in an
area also called the transition zone, where they are
associated with molecular transport complexes that allow
bidirectional movement along the axoneme, called intra-
flagellar transport (IFT) (Khanna, 2015; Pazour et al.,
2002). The IFT family and other BB-associated proteins, if
mutated, may cause mislocalization and accumulation of
OS proteins in the IS, causing PR degeneration (Marszalek
et al., 2000; Pazour et al., 2002). The RPGR, RP1, and RP2
proteins mostly localize at the BB of the CC, and mutations
in these are a leading cause of retinitis pigmentosa (Breuer
et al., 2002).

Although valuable, animal models have shown limita-
tions in modeling retinal ciliopathies, with patient-
derived induced pluripotent stem cells (iPSCs) represent-
ing a new opportunity for modeling human diseases
(Grandy et al., 2019), Structures like the macula, respon-
sible for high-resolution central vision, are not present
in most commonly used animal models. Moreover, the
PR’s ultrastructure between mice and humans differs at

358 Stem Cell Reports | Vol. 14 | 357-373 | March 10, 2020

the transition zone, an area adjacent to the CC. Here, we
found structures called calyceal processes which are pre-
sent in human but not in mice. Likewise, the USH1G/1C
proteins, which are mutated in Usher syndrome, localize
to the CC of human PRs but have no equivalent in rodents
(Sahly et al., 2012). We report here on the generation of
iPSCs from MKS and BBS cases and on their differentiation
into retinal sheets (RSs) containing cone PRs (Zhou et al.,
2015). We found that RSs from MKS and BBS cases dis-
played common alterations in hundreds of develop-
mental genes, including homeobox and HOX genes, as
well as genes of the WNT, NOTCH, and BMP signaling
pathways. MKS PRs showed supernumerary cilia and cen-
trioles and mislocalization of ciliary proteins. BBS PRs pre-
sented mitotic spindle checkpoint activation, DNA dam-
age, and genomic instability. Both MKS and BBS PRs
accumulated chaperones of the crystallin gene family,
suggesting a cellular response to misfolded proteins and/
or proteasome dysfunction. This study brings new molec-
ular and cell biological information on the neurodevelop-
mental and retinal degeneration anomalies associated
with human syndromic ciliopathies.

RESULTS

Generation and Characterization of iPSC-Derived RSs
We have generated iPSCs from skin fibroblasts of three
healthy volunteers (Ctrl!, Ctr1?2, and Ctrl®®), two unre-
lated MKS cases (MKS! and MKS"?), and two unrelated
BBS cases (BBS! and BBS?). The iPSCs expressed pluripo-
tency markers, were able to form teratomas and could be
differentiated into embryoid bodies containing retinal
pigment epithelium (RPE) upon exposure to nicotinamide
(Figures S1A-S1D). The presence of an external cilium was
also observed in iPSCs using scanning electron microscopy
(Figure S1B). By whole-genome sequencing (WGS) of the
iPSC lines, we found that both BBS cases carried different
mutations in BBS10, with a homozygous mutation causing
a frameshift stop in the first case (c.271dup), and a com-
pound heterozygous mutation in the second case
(c.909_912del; c.687del) (Figures STE-S1G). The MKS"!
case carried compound heterozygous permutations at the
TMEM®67 locus (c.233G > A; ¢.1046T > C) predicted to be
pathogenic (Figures S1E-51G). We could not, however,
confirm the disease-causing mutation in the MKS®? case.
Control, BBS™?, and MKS"""? iPSCs were differenti-
ated for 60 days in vitro (DIV) into RSs using the same meth-
odology as for human embryonic stem cells (hESCs) (Zhou
et al., 2015). Control RSs were analyzed by confocal immu-
nofluorescence. 3D reconstruction imaging revealed the
generation of a polarized, multi-layered tissue expressing
OS (peanut agglutinin [PNA] and S-opsin), CC (acetylated
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a-tubulin and RPGR), and nuclear pan-PR (CRX) markers
(Figure 1A), suggesting efficient differentiation into RSs.
Using RNA sequencing (RNA-seq), we compared the tran-
scriptome of control RSs with that of the Human Retinal
Development Atlas (Hoshino et al., 2017), and found that
RSs clustered with human embryonic retinas at days 80
and 94. RNA-seq data from control RSs were also compared
with the top 50 most upregulated transcripts in adult
human retina and the top 50 iPSC-specific transcripts
(Li et al., 2014) (Figure 1B). Retinal and PR-specific tran-
scripts, including NR2EI, GRKI1, CRX, PDE6H, RXRG,
ROM1, CRBI1, RPE65, PRPH, RP1, RCVRN, ABCA4, and
GNAT1, were significantly enriched in RSs. In contrast,
iPSC-specific transcripts were lost in RSs, suggesting effi-
cient cellular differentiation (Figure 1C). Despite the pres-
ence of rod-specific transcripts in RSs, we failed to detect
rhodopsin protein expression using immunoblot or
immunofluorescence.

When comparing the entire gene dataset of undifferenti-
ated iPSCs with that of adult human retinas and RSs, we
found that 1,534 genes were commonly upregulated in hu-
man retinas and RSs. Gene ontology analysis of the top 100
genes revealed that these were primarily implicated in the
detection of light stimuli, PR OS organization, PR develop-
ment and visual perception (Figure 1D). We also performed
a principal-component analysis of RSs and iPSC/hESC
lines, Although iPSCs and hESCs were generally scattered,
RSs from all samples were grouped together, suggesting
cellular differentiation toward a common lineage (Fig-
ure 1E), We next used immunoblot to test if RSs expressed
PR-specific proteins. We found that Ctr]®1/0%/03 MKS01/02,
and BBS”!/%? RSs were all expressing CRX (expressed in PR
and in a subset of bipolar neurons) and S-opsin (expressed
exclusively in cone PRs) (Figure 2A). Taken as a whole,
these results suggested robust differentiation of iPSC lines
into RSs.

Deregulation of Neurodevelopmental Genes in MKS
and BBS RSs

We compared RNA-seq data from Ctrl”"/%?, MKS"'"?, and
BBS™ RSs and found thousands of genes commonly dys-
regulated in ciliopathies (Figures 2B and 2C). A total of
1,597 genes were dysregulated in both BBS”' and
MKS?Y92 samples when compared with controls (661 up-
regulated, 936 downregulated) (Figures 2D and 3A).
Among the 661 commonly upregulated genes, most
were related to neural/retinal development (DLXI,
VSX1, and SIX6), differentiation (NEUROD4 and ASCL1/
MASH1), and function (SLC32A1 and NTRKI), while
others were associated with ganglion and amacrine cell
fate, suggesting premature and/or increased neurogenesis
and perturbed retinal cell fate specification in ciliopathies
(Figures 2E-2G  and 52A-S2ZD). Different homeobox
genes including members of the HOX family were also up-
regulated in both BBS”' and MKS""/%% RSs (Figure SZA).
Defective NOTCH and/or WNT signaling is frequently
associated with premature neurogenesis and/or cell-cycle
exit of neural progenitors (Ma et al., 2019; Navarro Quiroz
et al., 2018). Hence, we found altered expression of genes
of the WNT and NOTCH signaling pathways in both MKS
and BBS RSs (Figures 52B and S2C). Further analyses sug-
gested major deregulation of WNT signaling in ciliopa-
thies toward the canonical pathway at the expense of
the non-canonical one, which is known to play a role in
planar cell polarity and cilia formation (Figure S2B)
(May-Simera and Kelley, 2012).

Alterations of Genes Involved in Development,
Morphogenesis, and Cilia Formation

When analyzing genes commonly downregulated in BBS”!
and MKS®V“2 RSs, we found significant alteration of genes
involved in development (112 genes) and/or morphogen-
esis (138 genes) (Figures 3A-3C). We next grouped these

Figure 1. Generation of iPSC-Derived Retinal Sheets

(A) Representation of a cone PRs (left) and 3D reconstruction of an RS (right) with reference to the main compartments, outer segment
(0S), connecting cilium (CC), inner segment (IS), and nucleus. For each compartment are indicated the main markers used in this paper:
peanut agglutinin (PNA) and S-opsin for the 0S; acetyl-a-tubulin and RPGR for the CC; CRX for the nucleus. Scale bars, 40 um.

(B) Volcano plot from RNA-seq analyses between human retina (n = 2 independent biological samples) and undifferentiated stem cells
(n = 41iPSCs; n = 4 hESCs, independent cell lines). The red points show the 50 most significantly downregulated genes (stem cell-related
genes). The green points show the 50 most significantly upregulated genes (human retina-related genes).

(C) Heatmap showing differential expression for stem cell and human retina-related genes between undifferentiated stem cells lines
(n =4 iPSCs; n = 4 hESCs) and Ctrl RSs (n = 8 from 3 independent iPSC and 1 hESC lines). Hierarchical clustering by Pearson’s correlation
clearly distinguishes the two groups.

(D) Venn diagrams showing the intersection of significant genes differentially upregulated in control RSs (Ctrl™*, Ctrl®%, Ctrl*, and hESC-
Ctrl) and in human retina. Gene ontology enrichment analysis of the 100 most upregulated genes in RSs compared with undifferentiated
iPSCs that are also upregulated in the human retina (p < 0.05). For every gene ontology (GO) group, we indicated their fold enrichment, p
values, and few representative genes. For every gene are indicated log2FC in Ctrl_RSs (light blue) and in human retina (green),

(E) Principal-component analysis (PCA) between stem cells (iPSCs and ESCs) and RSs from control iPSCs and hESCs, and RS from MKS
(n = 4 from 2 patients) and BBS (n = 2 from 1 patient). Notice how all RSs cluster together, while PSCs are more dispersed.

360 Stem Cell Reports | Vol. 14 | 357-373 | March 10, 2020
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genes among the most representative clusters and
compared them by focusing on genes common to different
organs/systems (Figures 3A-3D). We found five develop-
mental genes—Noggin (NOG), SIX1, BMP4, CDHI9,
OSR1—all involved in Kidney, heart, ear, skeletal, circula-
tory, and retinal development (Ahmed et al., 2012; Wu
et al.,, 2014). Three of them, NOG, SIX1, and OSR1, were
also present in most of the morphogenetic groups. Other
genes, such as MSX 1, TWISTI, SIX2, and OSR2 were present
in some of the morphogenetic and developmental groups
(Figure 3B) (Goodnough et al., 2016; Li et al., 2003; Para-
dowska-Stolarz, 2015). PITX2 was one of the most downre-
gulated developmental genes in both MKS”/? and BBS"!
RSs (Figure 3D). Notably, a large number of genes involved
in cilium assembly/organization and intraciliary transport
were downregulated in MKS and BBS RSs (Figures 53A—
$3C) (HUGO, 2019). From these, 21 corresponded to the
cilia- and flagella-associated protein gene family (Fig-
ure S3B). We also found 962 genes upregulated and 684
genes downregulated only in MKS"/°2 RSs (Figures S3D-
S3H). Among these, many were associated with the devel-
opment and anterior-posterior pattern specification (Fig-
ures S3E and S3H). Several genes of the HOX family were
also specifically upregulated only in MKS”'/%? RSs, in agree-
ment with MKS being the most severe form of syndromic
ciliopathy (Figure S3F).

Induction of the Crystallin Molecular Chaperones in
MKS and BBS RSs

From the top 10 most upregulated genes common to BBS
and MKS RSs, we found that six encoded members of the
crystallin gene family (Figures S4A-S4C) (Kamachi et al.,
2001). In non-lens tissues, these proteins work as molecular
chaperones against protein misfolding. Using immunoblot
and immunofluorescence, we observed specific accumula-
tion of CRYBB1, CRYBB2, and CRYBB3 in both the nuclear
and cytoplasmic cell compartments of BBS?! and MKS®!
PRs at DIV45 (Figures 4A—4C, 54A, and 54B). Polyubiquitin

chains at lysine 48 (polyUb-K48) mark proteins for protea-
somal degradation and poly-ubiquitylated proteins
frequently accumulate in neurodegenerative diseases
(Smith et al., 2015). When compared with control RSs,
MKS®! and MKS®2, but not BBS®! RSs, presented increased
polyUb-K48 levels, suggesting perturbed proteostasis (Fig-
ure 4B). Accumulation of misfolded proteins is frequently
associated with neuronal cell death (Tzekov et al,, 2011).
Accordingly, we observed increased expression of apoptosis
and cell death-related genes in MKS®'/*2 and BBS®! RSs (Fig-
ure S4D). Induction of PR cell death in MKS and BBS RSs
was also confirmed using the TUNEL assay and transmis-
sion electron microscopy (TEM) (Figures 4D—41 and S4F—
S4H). These results suggested a cellular response to
misfolded proteins and increased cell death in MKS®'/%?
and BBS"" PRs.

MKS PRs Are Characterized by the Presence of
Supernumerary Centrioles

We performed cell biological analyses to study the structure
of the cilium in MKS and BBS PRs. The centriole forms the
basement of the primary cilium, and Centriolin marks the
mother centriole and BB (Chang et al., 2003). Using an
antibody against Centriolin, we found that, when
compared with controls, the number of centrioles per cell
was higher in DIV60 MKS"/%* PRs, but not in BBS"!/%?
PRs (Figures 5A and 5B). This was confirmed by TEM (Fig-
ures 5C and 5D), where cilia also appeared to be shorter
in MKS (Figures 5C and 5D). Although the total number
of cells tended to be higher in MKS and BBS cultures, the
difference was not significant (not shown). Notably, super-
numerary centrioles were not observed in undifferentiated
MKS®! iPSCs (Figures SSA-S5C), suggesting that the defect
was cell-type specific.

We did not elucidate the pathogenic mutation in the
MKS?? case. However, in the MKS?! case, the two identified
mutations in TMEM67 were predicted to generate a patho-
genic but full-length variant of MKS3 (Figures S1G and

Figure 2. Neurodevelopmental Anomalies in MKS and BBS RSs

(A) Immunoblot on extracts from a human retina (positive ctrl), undifferentiated iPSCs (negative ctrl), and RSs from Ctrl®/%2, BBS®Y/%2,
and MKS®*%2 patients.

(B) Heatmap of gene expression profile for differentially expressed genes between Ctd®/%? (n = 4 from 2 independent ctrl cell
lines), MKS"/%? (n = 4 from two independent MKS patients), and BBS®* (n = 2 from one BBS patient) (p < 0.0001: up, log2FC > 2; down,
log2FC < —2). Hierarchical clustering by average linkage with Kendall's Tau correlation clearly distinguishes control and patient RSs.
(C) Volcano plot from RNA-seq analyses between Ctrl°/°? and all patient RSs. The red points show the most significantly dysregulated
genes (log2FC > 5 and adjusted p < 0.001).

(D) Venn diagrams showing the intersection of significant genes differentially upregulated in MKS®"/2 (blue, 1,623 genes) and in BBS®!
RSs (red, 992 genes) (log2FC > 2; p < 0.05).

(E-G) Gene ontology enrichment analyses of common differentially upregulated genes between the two groups (E) Neural retina function,
development and morphogenesis, (F) Retinal ganglion cell development, (G) Amacrine cell development. Some of the main GO groups and
subgroups are shown with some indicative genes and the respective log2FC in MKS®'/? (orange column) and BBS®* RSs (green column) (p <
0.05).
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Figure 3. Reduced Expression of Genes Involved in Development and Morphogenesis
(A) Venn diagrams showing the intersection of significant genes differentially downregulated between MKS®™/°? (blue) and BBS®

RSs (red).

(B and C) Venn diagrams showing the intersection of significative downregulated genes belonging to GO groups involved in the
morphogenesis (B) or in the development (C) of five organs/systems commonly affected in both MKS and BBS (log2FC > 2; p < 0.05).

(D) Gene expression levels in BBS®® and MKS®/°2 RSs at DIV60D of genes implicated in both development and morphogenesis. In red, the
genes common to all five developmental groups with a role also in morphogenesis.

All values are means + SEM. *p < 0.05, Student’s unpaired t test.

S1H). Hence, we could observe by immunoblot the pres-
ence of MKS3 in Ctrl”', MKS®"/°?, and BBS”'/? RSs, and
MEKS3 levels were even slightly increased in MKS®" RSs (Tig-
ure 5H). Using antibodies against Centriolin and MKS3, we
performed confocal immunofluorescence imaging and 3D
reconstruction on dissociated control PRs. We observed
three different configurations between Centriolin and
MKS3: BBs and daughter centrioles surrounding MKS3
(F); MKS3 linked to the centriole (F”); and unlinked
MKS3 and Centriolin (F”) (Figure 5F). Notably, while we
observed that MKS3 was often in close association with
Centriolin in control and BBS®! PRs (Pearson’s coefficient
correlation = 0.29 and 0.23), this association was near ab-
sent in MKS®' PRs (Pearson’s coefficient correlation =

0.06) (Figures SE-5G). These results suggested defective
interaction of MKS3 with the centriole in MKS”' DPRs,
possibly leading to the production of supernumerary cen-
trioles (see model in Figure 56).

MKS"! PRs Have Smaller but Supernumerary Cilia and
Present Abnormal Accumulations of Ciliary Proteins
Using an antibody against acetylated a-tubulin, we found
that supernumerary centrioles in MKS"! PRs were also asso-
ciated with an increasing number of cilia (Figures 6A-6C).
This phenotype was not observed in BBS”! PRs. We per-
formed quantitative analyses of the images using IMARIS,
which revealed that, although more numerous, cilia in
MKS®! PRs were shorter and thinner than normal (Figures
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6D and 6E). Some rare giant cilia resembling a fusion of
different cilia were also observed. The number of observed
cilia was normal in undifferentiated iPSCs from MKS"' pa-
tients, suggesting cell-type specificity for this phenotype
(Figures S5F-S5H). RPGR mostly labels the BBs of the CC
(Figure 6F) (He et al., 2008). Using confocal microscopy
and 3D reconstruction, we observed that control RSs pre-
sented a relatively uniform immuno-labeling for RPGR
proximal to the PNA-positive OS (Figure 6G). In contrast,
MEKS®! RSs were disorganized, as revealed by the unequal
distribution of PNA. Furthermore, the signal for RPGR
was mislocalized and tended to accumulate in aggregates.
RPGR was also mislocalized in RSs from the BBS"! patient
(Figure 6G). These results suggested supernumerary cilia,
abnormal retinal tissue morphogenesis, and aggregation
of ciliary proteins in MKS PRs.

BBS PRs Display Mitotic Spindle Checkpoint
Activation and Genomic Instability

Significantly upregulated genes in BBS™ RSs included
markers of mitotic spindle checkpoint and regulation of
microtubule cytoskeleton organization (Figures 7A, 7B,
and S7B), suggesting possible genomic instability during
mitosis. On the other hand, we observed downregulation
of genes involved in extracellular matrix organization
and tube development (Figure $7D). DIV15 PR progenitors
were analyzed using specific antibodies. We found that the
number of cells expressing the DNA damage-response
markers, yYH2Ax and 53BP1, and the activated mitotic
checkpoint protein, pCHK2, were increased in BBS®'/0?
samples, but not in control or MKS”"/** samples (Figures
7C-7G and S7E-S7H). This phenotype was, however,
generally more severe in the BBS”! case than in the BBS™
case. We also observed the presence of very large nuclei

in BBS”"? PRs that were also yH2Ax and pCHK2-positive,
suggesting possible arrest in the G2/M phase of the cell
cycle. yYH2Ax, a marker of DNA double-strand breaks, was
also detected by immunoblot on whole-cell extracts in
BBS"! RSs at DIV60 of differentiation, but not in control
or MKS! RSs (Figure 7H). Consistently, micronuclei, nu-
clear bridges, mitotic catastrophe, and nuclei having multi-
polar or monopolar spindles, were more frequent in BBS"!
PRs progenitors than in the MKS”! or control one. Nuclear
bridges were detected in all conditions but tended to be
more abundant in BBS”!' PRs. Mitotic catastrophes were
also significantly higher in BBS®! than in control cells,
but they were also present in MKS®! cells (Figure 71). We
concluded that, although MKS and BBS PRs shared a broad
number of molecular and cellular alterations, they also dis-
played unique anomalies that may help explain the
distinct phenotypes characterizing these disorders.

DISCUSSION

We generated iPSCs from control and ciliopathy cases and
differentiated them into polarized 3D-adherent RSs that
could recapitulate normal PR development and disease
state, respectively. By WGS, we identified mutations in
BBS10 (BBS! and BBS“? patients) and TMEM67 (MKS™!
case). Using RNA-seq analyses and high-resolution fluores-
cence microscopy, we were able to identify and study
retinal developmental anomalies and PR degeneration pro-
cesses that characterized MKS and BBS. Importantly, we
could also distinguish specific pathological features that
were either common or unique to the two syndromes.
Previous reports based on rare genetic cases suggested
that BBS and MKS may represent a “unique disease” with

Figure 4. Induction and Accumulation of Crystallins in MKS and BBS RSs

(A) Venn diagrams showing the intersection of significant genes differentially upregulated between MKS®*/°? (blue) and BBS®* RSs (red)
(log2FC> 2; p<0.05), and the top 10 upregulated genes common to the two groups with their respective log2FCand p value for each group.
Genes that are members of the crystallin family are highlighted in red.

(B) Immunoblot on extracts from undifferentiated iPSCs and RSs.

(C) Immunofluorescence (IF) representative images showing CRYBB1 and CRYBB3 accumulation in MKS®1/°2 and BBS® CRX-positive cells at
DIV45. Note the extracellular and intracellular accumulation of crystallin (white arrows). Scale bars, 10 pm.

(D) TEM representative images of RSs at DIV60. BBs (black arrowheads) and dead cells (white arrowheads). For each condition at the
bottom some high-magnification images. In Ctrl®* we can observe IS structure with high density of mitochondria, BBs near the apical
surface, and marked gap junction. A beginning of 0S with stack-like structures (black arrows) can be observed beyond the apical surface.
Vesicles with laminar material are also observed near the surface. Big vesicles similar to lysosomes were particularly abundant in MKS RSs.
M, mitochondria; A, apoptotic cells; N, necrotic cells.

(E-G) Quantification of the percentage of total dead cells (E), apoptotic (F), and necrotic (G) cells observed by TEM at DIV6O0 (n = 3-4 fields
for condition, an average of 24 cells for field.

(H) IF representative images in dissociated cells culture at DIV20. Scale bar, 50 um.

(I) Quantification of the percentage of TUNEL-positive cells over total nuclei at DIV20 (n = 4-5 fields for condition, an average of 85 cells
for field).

n =3 independent biological replicates for all experiments. All values are means + SEM. *p < 0.05, **p < 0.01, ***p < 0.001 by one-way
ANOVA test.
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two different degrees of severity (Brunham, 2009; Leitch
et al., 2008). Using our in vitre model, we found that 60%
of deregulated genes in BBS”' PRs and 49% of those in
MKS"Y92 PRs were common between both diseases,
although BBS and MKS cases studied here carried muta-
tions in unrelated genes. Brain, eye, and bone malforma-
tions as well as polydactyly are common to MKS and BBS.
Hence, we found deregulation of hundreds of neurodeve-
lopmental genes, most of them common to both ciliopa-
thies. WNT, NOTCH, and HOX signaling pathways were
highly affected, consistent with the essential function of
WNT and NOTCH in neural development, and with the
role of the HOX gene cluster in axial skeleton development
and digit formation (Sheth et al., 2012; Tan et al., 2013;
Wheway et al., 2013). Unexpectedly, we observed signifi-
cant downregulation of NOG, BMP, SIX1, MSX1, TWIST,
OSR1, and PITX2. NOG and BMP are important for nervous
system, muscle, and bone development, while the others
are required for the differentiation of intermediate meso-
derm-derivative (gonads and kidneys) and limb buds
(OSR1), in epithelial-mesenchymal transition (TWIST), in
the development of the neck, ears, and kidneys (SIX1),
and of oral structures (MSX1I). PITX2 is involved in the
establishment of the left-right axis and morphogenesis of
many organs (Campione et al., 1999; Zacharias et al.,
2011). Mutations in PITX2 are associated with Axenfeld-
Rieger syndrome, iridogoniodysgenesis syndrome, and
sporadic cases of Peters anomaly, revealing its important
role in eye development (Kozlowski and Walter, 2000).
Notably, polydactyly, craniofacial, neural, retinal, ocular,
skeletal, and kidney anomalies are commonly observed in
syndromic ciliopathies (Brunham, 2009; Novarino et al.,
2011). Thus, developmental defects observed in peripheral
organs and musculoskeletal structures of MKS and BBS pa-
tients were revealed in our gene expression profile analyses
of RSs.

We found upregulation of several apoptotic genes and
genes of the beta- and gamma-crystallin families in both
MKS and BBS RSs. Alpha-crystallins are known to operate

as molecular chaperones for misfolded proteins and can
be found in ubiquitin-associated inclusions in neurodegen-
erative diseases (Lowe et al., 2001; Thornell and Aquilina,
2015). In contrast, the function of beta- and gamma-crys-
tallins in non-lens tissue is not well understood. Some
studies have linked the expression of beta- and gamma-
crystallins to retinal diseases. It has also been observed
that gamma- and beta-crystallin production increases
before PR cell death in animal models of retinitis pigmen-
tosa and light-induced retinal degeneration (Fort et al.,
2009; Organisciak et al., 2006; Piri et al., 2007; Sakaguchi
et al.,, 2003). pB2-Crystallin (CRYBB2) was shown to be
strongly expressed in regenerating ganglion cells where it
may promote axonal regrowth (Liedtke et al., 2007).
Thus, although the exact role of crystallins in neurodegen-
erative contexts remains to be clarified, our findings reveal
robust activation of this pathway in PRs from ciliopathy
patients.

In MKS"! PRs, we observed near absent co-localization of
MKS3 with Centriolin, which may explain the presence of
supernumerary centrioles. Cilia were also shorter and
thinner than normal, suggesting cilia degeneration and/or
abnormal formation and maintenance. Notably, it was
shown that, in mouse renal-tubule epithelial cells,
reducing the level of MKS3 using small interfering RNA
impaired the number of cilia, whereas its complete loss
caused elongated cilia (Cook et al., 2009). Multi-ciliated
cells were also observed in MKS patients and in a rat model
of MKS3 (Gattone et al., 2004). We also found that MKS®'
RSs were highly disorganized and that the signal for
RPGR was mislocalized and tended to accumulate in aggre-
gates. BBS®! cells also showed abnormal RPGR localization.
Unlike MKS™ PRs, however, RPGR was generally mislocal-
ized at the basement of BBS"! PRs, suggesting abnormal
transport or docking to the BB. This reveals both similar-
ities and differences between the two syndromes. More-
over, genes implicated in canonical WNT signaling were
upregulated, and this was apparently at the expense of
the non-canonical one. In polarized cells, the cilium grows

Figure 5. Supernumerary Centrioles in MKS PRs

(A) IF images of PRs at DIV60. Composed image from two focal planes (DAPI and Centriolin). Scale bars, 50 um (left), 10 um (right).
(B) Quantification of the number of centrioles (Centriolin) per cells at DIV60 (n = 4 fields for condition, an average of 113 cells for a field).
(C) TEM representative images of cilia and BBs and its section (bottom).

(D) Quantification of the ratio of BBs/cell per field by TEM. N = 3-4 images for condition an average of 24 cells for a field.

(E) IF images of dissociated PRs at DIV60. The white channel represents colocalized volume between Centriolin and MKS3 with the
respective Pearson correlation value quantified in (G). On the right, high-magnification images of the respective dashed square in each
condition.

(F) Representative surface rendering from 3D z stack reconstruction of the three conformations observed between Centriolin and MKS3: BBs
and daughter centrioles surrounding MKS3 (F'), MKS3 linked to Centriolin (F"), and MKS3 and Centriolin unbound (F™). Scale bar, 0.5 pm.
(G) Pearson correlation of colocalized volume between Centriolin and MKS3 related to (E).

(H) Immunoblot on extracts from iPSCs and RSs.

n = 3 independent biological replicates for all experiments. All values are means + SEM. *p < 0.05, **p < 0.01, ***p < 0.001,
****p < 0.0001 by one-way ANOVA test.
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Figure 6. Supernumerary Cilia and Aggregation of Ciliary Proteins in MKS®! PRs

(A) IF of PRs at DIV60. Composed image from two focal planes (DAPI and acetyl-a-tubulin). Scale bar, 10 pm.

(B and C) Quantification of the number of cilia (acetyl-a-tubulin) per cells (B) and the number of CRX-positive cells per field (C) in cells at
DIV6O (n = 4 fields for condition, an average of 53 cells for a field).

(D) Surface rendering 3D reconstruction from confocal z stack images of Ctrl°! (green) and MKS®® (red) based on acetyl-z-tubulin staining
(left). Scale bar, 2 um. A 3D plot of cilia (cilia from three images put together for each condition) based on area and volume (right).
Notice how control cilia clustered together while MKS®" cilia are more heterogeneous, smaller, and more abundant (n = 2 independent
experiments).

(E) Quantification of area and volume of Ctrl”" and MKS® cilia (ctrl n = 20; MKS n = 47).

(F) Representation of cone PRs with reference to 0S, CC, IS, and nucleus, and the localization of the markers used in (G).

(legend continued on next page)

368 Stem Cell Reports | Vol. 14 | 357-373 | March 10, 2020

336



at the apical side. During ciliogenesis, planar cell polarity
and apical-basal polarity are necessary for docking of the
centrioles at the plasma membrane, and for correct forma-
tion and maintenance of PR BBs (Kim et al., 2010; Oishi
et al,, 2006). Taken as a whole, these observations suggest
that hallmarks of the MKS phenotype previously reported
in MKS patients and animal models were recapitulated at
the cellular and molecular levels in MKS?'/%? RSs, Further-
more, we described for the first time the presence of super-
numerary cilia and centrioles in MKS?!/°2 PRs, which was
associated with reduced co-localization of MKS3 with Cen-
triolin in the MKS"! case, suggesting deficient interaction
of the mutant MKS3 protein with centrioles. In the
MKS%? case, which does not carry mutations in TMEM67,
the number of centrioles/cell was about 2-fold higher
than in controls and BBS°V%? cases but was less severe
than in MKS"'. It is not surprising thus that despite car-
rying mutations in different genes, MKS cases show highly
related phenotypes at the cellular and molecular levels.

Previous reports have described cilia proteins with cilia-
independent functions, including mitotic spindle genera-
tion and mitotic process regulation (Hua and Ferland,
2018; Vertii et al., 2015; Yuan and Sun, 2013). Unexpect-
edly, we found genomic instability in BBS”"/*? retinal pro-
genitors and PRs, with the most prominent feature being
the activation of the mitotic spindle checkpoint. This sug-
gests a new and essential role of BBS10 in microtubule cyto-
skeleton organization during mitosis.

In summary, we have produced iPSCs from control, and
MKS and BBS cases, and differentiated them into RSs, al-
lowing recapitulation of normal and pathological human
retinal and PRs development in vitro. Molecular and cell
biological analyses further revealed known and novel dis-
ease mechanisms associated with retinal ciliopathies,
opening potentially new avenues for disease treatment.

EXPERIMENTAL PROCEDURES

iPSC Generation and Characterization

Human PSCs were used in accordance with the Canadian Institute
Health Research (CIHR) guidelines and approved by the “Comité
de Surveillance de la Recherche sur les Cellules Souches” of the
CIHR and the Maisonneuve-Rosemont Hospital Ethic Committee.
MKS and BBS fibroblasts were obtained from clinically diagnosed
individuals (Coriell Biorepository). These were reprogrammed
with the Yamanaka factors, OCT4, SOX2, KLF4, and c-MYC, using
the pMIG vector set. Stem cells were grown on MEF feeder layers

(Global Stem Cell GSC-6001G) in iPSC medium. To generate tera-
tomas, ~3 x 10° undifferentiated iPSCs were implanted beneath
the neck scruff of non-obese diabetic-severe combined immunode-
ficiency immunodeficient mice. Tumors were harvested 12 weeks
later and processed for histology analysis. See Supplemental Infor-
mation for details.

Differentiation of Human ESCs and iPSCs into RSs

iPSCs and ESCs were dissociated using ReLeSR (STRMCELL Tech-
nologies, cat. no. 05,872) and platted on growth factor reduced
Matrigel (Corning, no. 356231) in StemFlex cell medium (Gibco,
no. A3349401) supplemented with ROCK-inh (Y-27632; 10 pM,
Cayman Chemical, no. 10005583). When PSCs reach full conflu-
ence, the medium was switched to differentiation medium supple-
mented with 60 ng/mL of recombinant COCO as described in
Zhou et al. (2015). See Supplemental Information for details.

RNA-Seq and WGS Analyses
RNA-seq libraries were prepared using lon Total RNA-Seq Kit v.2. Li-
braries were sequenced onto P1 chips from lon Torrent as unpaired
to reach 40 million reads for each sample. Raw sequencing files
(FASTQ) were validated using FASTQC v.0.11.7.

Base calling for WGS was performed using [llumina HiSeq Anal-
ysis Software (v.2—2.5.55.1311). Reads were mapped to the b37
reference sequence. See Supplemental Information for details.

Statistical Analysis

Statistical analysis was performed using GraphPad software
(Prism 6). Statistical differences were analyzed using the Student’s
t test for unpaired samples. Values are representative of at least
three experiments. When comparisons were made using indepen-
dent samples of equal size and variance following a normal
distribution, significance was assessed using an unpaired two-sided
Student's t test. Where several groups were compared, significance
was assessed by ANOVA and adjusted for multiple comparisons us-
ing the Bonferroni correction. Differential expression was assayed
using a log2 fold change statistical algorithm or one-way ANOVA
with a p value cutoff at 0.05. For gene ontology, a false discovery
rate cutoff of 0.01 was applied.

ACCESSION NUMBERS

RNAseq Data was deposited in the GEO: GSE133247.
WGS data were deposited in BioSample database:
SAMN13656497; SAMN13656498

SUPPLEMENTAL INFORMATION

Supplemental Information can be found online at https://doi.org/
10.1016/j.stemcr.2020.02.005.

(G) 3D z stack reconstruction of RSs from IF images at DIV70. Dotted lines, intracellular aggregates of RPGR. White arrows, RPGR not

polarized to the apical zone. Scale bars, 20 pum.

n = 3 independent biological replicates for all experiments. All values are means + SEM. **p < 0.01, ****p < 0.0001, Student’s unpaired t

test.
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SUPPLEMENTARY FIGURE LEGENDS

Supplementary Figure 1. Generation of iPSC cells and identification of the
disease-causing mutations from patients affected by BBS and MKS (Related to
Figure 1)

(A) Pluripotency marker expression (NANOG, OCT4, and Alkaline Phosphatase Live
Stain) in iPSC derived from BBS®' and MKS®! patients. Nuclei stained with DAPI. (B)
Representative images showing the surface of undifferentiated iPSC by scanning
electron microscopy (SEM, arrows indicate cilia). (C) Teratoma sections obtained from
BBSY" and MKSY iPSC. (D) Dissecting microscope images of RPE organoids derived
from control and ciliopathy iPS cell lines. (E-G) Schematics of the sequencing results
for the four patients (BBS%"%2 and MKS?"%2), For each patient are indicated the
schematic of the gene affected, the mutated loci with the exon number, the WT
sequence in green and the mutated one in red. (H) Summary table of the mutations.
For each patient are indicated the patient identifier, the Coriell ID of the fibroblasts of
origin, Coriell family, gene name, NCBI Reference number, cChange, and pChange.

Scale bars, 100 um (A; C), 10 ym (B), 2 mm (D).

Supplementary Figure 2. Perturbed expression of Homeobox genes and WNT
and NOTCH pathways in MKS and BBS RSs (Related to Figure 2)

(A-D) Gene Ontology Enrichment analyses of common differentially up-regulated and
downregulated in the two groups. Some selected significantly enrich GO groups and
subgroups are shown with a few representative genes and the respective Log2FC in
MKS?"02 and BBS?! vs Ctrl®"/92 RSs (P-value <0,05). Log2FC is also represented in a

colorimetric scale from red (downregulated) to green (upregulated).
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Supplementary Figure 3. Downregulation of genes responsible for cilia
assembly, function and maintenance in BBS and MKS RSs and dysregulation of

developmental genes in MKS RSs (Related to Figure 3)

(A) Venn diagrams showing the intersection of significant genes differentially
downregulated in MKS®%2 and BBS®' RSs (log2FC>2; P-value <0,05). (B-C) Some
representative genes and the respective Log2FC (P-value <0,05) part of the cilia and
flagella associated family (B), and other ciliary genes (C). The main GO group and
subgroups are shown. Log2FC is also represented in a colorimetric scale from white
(0) to red (-5,4). (D-H) Venn diagrams showing the intersection of significant genes
differentially up-regulated (D) and down-regulated (G) between MKS?"/%2 and BBS"
RSs. (E; F; H) Gene Ontology Enrichment analyses of MKS?102 gpecific differentially
up-regulated (E-F) and down-regulated (H) genes. Selected GO group are shown.
Some representative genes and the respective Log2FC (P-value <0,05) are indicated
for each group. Log2FC is also represented in a colorimetric scale from white (0) to

red (-11).

Supplementary Figure 4. Production of crystallin proteins and activation of
apoptosis in MKS and BBS RSs (Related to Figure 4)

(A; B; E) IF representative images used for quantification in figure 4 showing
expression of CRX and CRYBB1 (A), CRYBB3 (B), at DIV45 and TUNNEL (E) at
DIV60. Blue arrows, cells with strong nuclear expression of Crystallin proteins. Yellow
arrows, CRX positive cells showing expression of Crystalline proteins. White arrows

CRX negative cells with expression of Crystallin protein. Dotted square, a
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representative area used in high-resolution images in figure 4. (C) Gene expression
levels of Crystallin family genes significantly upregulated in BBS®! and MKS?"2 RSs
at DIV60. (D) GO group enriched in MKS%"%? and BBS®! RSs related to the apoptotic
process. GO group names and some representative genes and the respective
Log2FC. Non-significative Log2FC (P-value>0,05) are in red. (E, F) IF representative
images in Ctrlot and MKSo1 dissociated PRs for CRX and TUNEL. (G, H) Quantification
of the percentage of TUNEL-positive cells over total (G) or CRX+ (H) nuclei in Ctrl®'
and MKS?! cells at DIVE0 (n = 4 fields for condition, an average of 1057 cells for field).
Scale bars: 50 pm (A, B, F), 250 pm (E). All values are means + SEM. *p < 0.001, **p

< 0.01, by Student’s unpaired t-test.

Supplementary Figure 5. Expression of Acetyl-a Tubulin and Centriolin in MKS
and BBS undifferentiated iPSC (Related to Figure 5)

(A) Expression of Acetyl-a Tubulin, CNTRL, and pluripotency marker NANOG in Ctrl®",
MKS®" and BBS®! undifferentiated iPSC. (B-C) Quantification of the number of cilia
(Acetyl a-Tubulin) per cells (B) and the number of centrioles (CNTRL) over NANOG
positive cells per field (C) in Ctrl®!, MKS®! and BBS?' iPSC (n = 5 fields for a condition,
an average of 12 cells for a field). Scale bars: 20 um (A), 5 um (A’). White arrowhead
indicates cilia and centrioles. Orange arrows indicated midbody during cytokinesis that
is not considered in the cilia quantifications. All values are means + SEM., n.s. not

significant, by Student’'s unpaired t-test

Supplementary Figure 6. Mutation in MKS3 protein causes the formation of

small supernumerary cilia and aggregation of ciliary proteins (Related to

Figures 5 and 6)
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Graphic representation of the proposed model for the formation of supernumerary cilia

in MKS®! photoreceptors.

Supplementary Figure 7. Activation of the mitotic checkpoint proteins and
accumulation of DNA damage in BBS photoreceptor progenitors (Related to
Figure 7)

(A; C) Venn diagrams showing the intersection of significant genes differentially up-
regulated (A) and down-regulated (C) between MKS®"/%2 and BBS®' RSs. (B; D) Gene
Ontology Enrichment analyses of BBS?! specific differentially up-regulated (B) and
down-regulated (D) genes. Selected GO group are shown. Some representative
genes and the respective Log2FC (P-value <0,05) are indicated for each group.
Log2FC is also represented in a colorimetric scale from white (0) to red (-6,3). (E)
Expression of pCHK2 in Ctrl?V04 MKS%102 and BBS?%22 photoreceptor progenitors at
DIV15. White arrows indicate positive cells. The percentage of positive cells (more
than 3 foci per cell) for pCHK2 are indicated on the respective images (average n=159
cells for condition) Dotted squares represent representative area shown in upper

images. Scale bar: 10 um (Top); 50 um (Bottom).
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SUPPLEMENTARY MATERIAL AND METHODS

Generation, Maintenance, and Characterization of iPS Cells

Human PSc were used in accordance with the Canadian Institute Health Research
(CIHR) guidelines and approved by the “Comité de Surveillance de la Recherche sur
les Cellules Souches” (CSRCS) of the CIHR and Maisonneuve-Rosemont Hospital
Ethic Committee. Fibroblasts MKS1, MKS2, BBS1, and BBS2 were obtained from
clinically diagnosed individuals (Coriell Biorepository) (details of these cell lines and
other cell lines used in this paper are in supplementary table) were reprogrammed by
two rounds of overnight retroviral transduction with the four Yamanaka factors, OCT4,
SOX2, KLF4, and c-MYC, using the pMIG vector set. Multiple clones from each patient
were karyotyped (Cell Line Genetics) and frozen. A subset of these colonies was used
for the study. Lines were established on mouse embryonic fibroblast feeders (Global
Stem Cell GSC-6001G) in 20% Knock Out Serum Replacement, 1x nonessential
amino acids, 1x Glutamax, 1x penicillin-streptomycin, 55 uM B-mercaptoethanol,
DMEM-F12, and 10 ng/ml human fibroblast growth factor 2 (FGF2; Invitrogen) and
restarted every ~30 passages. For expansion ESC and iPSC were cultured on a
Matrigel-coated plate (Corning, Cat# 354277) with a daily change of StemFlex medium
according to the manufacturer's instruction (Gibco # A3349401). To generate
teratomas, ~ 3 x 10° undifferentiated iPS cells were resuspended in 150 pl of a cold
50/50 mix of DMEM-F12 and Matrigel and implanted beneath the neck scruff of NOD-
SCID immunodeficient mice. Tumors were harvested 12 weeks later and processed

for histology analysis.

Differentiation of human ESC and iPSC into retinal sheets
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The differentiation protocol was based on a previous study (Zhou et al., 2015).
However, the recombinant COCO was used at 60ng/ml. iPSC and ES were
dissociated using ReLeSR™ (Stem cell technologies, Cat# 05872) and platted on
growth factor reduced Matrigel (Corning #356231) in StemFlex cell media (Gibco #
A3349401) supplemented with ROCK inhibitor (Y-27632;10uM, Cayman Chemical
#10005583). Upon 100% of confluency, the media was changed to CI60 Media
[DMEM-F12 medium (Invitrogen) containing,1% N2, 2% B27, 10ng/ml IGF1
(peprotech, Cat#100-11), and 5 ng/ml bFGF (peprotech, Cat#AF-100-18B), 60 ng/ml
COCO (R&D System, Cat#3047-CC-050), Heparin (Sigma, Cat#H3149]. The medium
was changed every day. For single-cell IF analyses, RSs were dissociated for 30min
using Cell Dissociation Buffer (Gibco, Cat# 13151014) and resuspended in CI60
media supplemented with ROCK inhibitor (Y-27632; 10uM) and platted on growth

factor reduced matrigel coated plates or chamber slides (lbidi, Cat# 80826).

Fluorescence and Electron Microscopy

Cells were fixed with 4% PFA for 15 min and permeabilized with Triton X-100 for 10
min. Unspecific antigen blocking was performed using 2% BSA in PBST for 30 min.
Cells were incubated with the primary antibody overnight at 4C in a humidified
chamber (see dilutions in Table). Secondary antibodies were incubated 1h at room
temperature. All secondary antibodies were tested alone or in combination to assay
for possible non-specific background fluorescence. After incubation with the
secondary antibody, slides were counterstained with DAPI. Pictures were taken using
a confocal microscopy system (Olympus). Confocal microscopy analyses were
performed using 60x objectives with an 1X81 confocal microscope (Olympus,

Richmond Hill, Canada), and images were obtained with Fluoview software version
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3.1 (Olympus). 3D reconstructions were obtained with IMARIS station v8.4.1
(Bitplane). For electron microscopy, structures were scraped from the plate after 5 min
of fixation, pelleted at 300g for 4 min, and the pellet was gently released by pipetting
into 0.15M sodium cacodylate trihydrate (Sigma) dissolved in water (pH 7.3)
containing 4% formaldehyde and 2% glutaraldehyde (Electron Microscopy Sciences),
post-fixed with osmium tetroxide solution (Sigma), dehydrated in serial ethanol
dilutions (Sigma) and embedded in epoxy resin. Ultrathin sections (75 nm) were cut,
mounted on 200 mesh copper grids, counterstained with uranyl acetate and lead
citrate stains (Electron Microscopy Sciences), and examined in a JEOL JEM-1010

transmission electron microscope.

Quantification of immunofluorescence images

High magnification z-stack images of MKS3, Centriolin and acetylated a-Tubulin was
used for 3D reconstruction. Using IMARIS station v8.4.1 (Bitplane) software with the
Surpass optional module, volume and surface were rendered and quantified (Figure
6D-E). For Figure 5F the channel correlation in colocalized volume option was used

to build the colocalization channel and then used for the Coloc Statistics.

RNA sequencing analyses

Total RNA from two independent biological samples (two distinct differentiation) for
each cell lines was extracted using the RNeasy Mini Kit (Qiagen, Cat# 74104)
according to manufacturer instructions including DNase treatment. RNA integrity was
controlled using Bioanalyzer (Agilent) and two samples from each group with a RIN>8
were sequenced. 1 ug of total RNA was subjected to mMRNA isolation using OligodT

Dynabeads and libraries were prepared using lon Total RNA-Seq Kit v2. Libraries
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were sequenced onto P1 chips from lon torrent as unpaired to reach 40 million of
reads for each sample. Raw sequencing files (FASTQ) were first trimmed to remove
adapters and further validated using FASTQC v0.11.7. Reads were aligned onto hg19
using Hisat?2 v2.1.0 with default parameters and sorted using samtools v1.9. Gene
level counts were determined using featureCounts from subread package. Differential
expression analysis was performed using DEseq2 package in R and volcano plot were
generated using Tmisc and Calibrate R packages. FPKM values for each sample were
calculated using Cufflinks v2.2.1. Heatmaps were generated with FPKM values using
Heatmapper2. Gene Ontology was performed using PANTHER (Mi et al., 2010, 2012).
Z-scores were computed for each row and clustered using average linkage and
Pearson distance measurement method. For Gene-Set Enrichment Analysis (GSEA),
differentially expressed genes were pre-ranked according to the log2 of fold change
and a p-value < 0.05. Ranked lists were then subjected to GSEA with a classic scoring
scheme, an enrichment score normalization and 1000 permutations. Publicly available

RNA-seq used in this paper are found in the supplementary table.

Western Blot

Cell extracts were homogenized in the Complete Mini Protease inhibitor cocktail
solution (Roche Diagnostics), followed by sonication. Protein material was quantified
using the Bradford reagent. Proteins were resolved in 1x Laemelli reducing buffer by
SDS-PAGE electrophoresis and transferred to a Nitrocellulose blotting membrane
(Bio-Rad). Subsequently, membranes were blocked for 1h in 5% non-fat milk-1X TBS
solution and incubated overnight with primary antibodies. Membranes were then
washed 3 times in 1X TBS; 0.05% Tween soclution and incubated for 1h with

corresponding horseradish peroxidase-conjugated secondary antibodies. Membranes
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were developed using the Immobilon Western (Millipore). Antibodies used are listed

in supplemental experimental procedures.

Whole-genome alignment and variant calling.

Base calling was performed using lllumina HiSeq Analysis Software (HAS; version 2-
2.5.55.1311). Reads were mapped to the b37 reference sequence using bwa-mem
v0.7.12. Duplicate reads were removed using MarkDuplicates from Picard v2.5.0.
Local read realignment around indels, base quality score recalibration (BQSR), variant
calling with HaplotypeCaller, and variant quality score recalibration (VQSR), was
accomplished using GATK v3.7.0. Resulting variant calls were annotated using a
custom pipeline developed at TCAG based on ANNOVAR. Strategy for identification
for pathogenic variant: 1. Filter out variants with read depth < 10; 2. Keep homozygous
variant in more than 80% of the reads and heterozygous variant with 30%-70% of the
reads with variants; 3. Keep variants with =< 1% population frequency; 4. Remove
non-coding variants; 5. For coding variants: Keep Synonymous variants that can
potentially affect splicing (spx_dpsi =<-4); Keep intronic variants that can potentially
affect splicing (spx_dpsi =<-4); Keep loss of function mutation (frameshift substitution,
frameshift insertion, non-frameshift substitution, non-frameshift deletion, non-
frameshift insertion, stopgain, stoploss); Keep pathogenic missense mutation using
pathogenicity scores; Sift =<0.05: Polyphen >=0.95; Ma >= 2; PROVEN =<2.5;
ploylopPMam >=1; phylopVert100 >=1.5; CADD phred >=15; 6. Identify variants in
cilia-related genes; 7. Use gnomAD and 1000 genome population frequency to further

eliminate common variants; 8. Binary alignment map (BAM) validation on IGV.
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KEY RESOURCES TABLE

REAGENT
DILUTION | DILUTION
or SOURCE IDENTIFIER HOST
WB IF

RESQOURCE
Antibodies
Fluorescein
labeled

Vector
Peanut Cat#FL-1071 N/A 1/250 N/A

laboratories
Agdglutinin
(PNA)
S-Opsin SCB Cat#sc-14363 1/250 1/200 Goat
RPGR SCB Cat#sc-14672 N/A 1100 Goat
acetilated a-

SCB Cat#sc-23950 N/A 1/500 Mouse
Tubulin
Centriolin

SCB Cat#sc-365521 | N/A 1/250 Mouse
(C-9)
MKS3

abcam Cat#ah2020662 | 1/1000 1/500 Rabbit
(EPR17187)
CRX

abcam Cat#ah78662 1/1000 1/300 Rabbit
(CORD2)
CRYBB1 (A-

SCB Cat#sc-374496 | 1/500 1/250 Mouse
8)
CRYBB2

SCB Cat#sc-376006 | 1/500 N\A Mouse
(B12)
CRYBB3 (G-

SCB Cat#sc-374374 | 1/500 1/250 Mouse
3)
yH2Ax Millipore Cat#05-636 1/1000 1/250 Mouse
pChk2 CellSignaling | Cat#2661 N/A 1/100 Rabbit
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TKK SCB Cat#sc-376842 | N/A 1/200 Mouse
PCNA abcam Cat#ab18197 N/A 1/500 Rabbit
NANOG abcam Cat#ab21624 N/A 1/1000 Rabbit
OoTC4 abcam Cat#ab184665 | N/A 1/500 Mouse
53BP1 Novus Cat#nb100-304 | N/A 1/500 Rabbit
GAPDH(D-
SCB Cat#tsc-166545 | 1/500 N/A Mouse
€)
PolyUBk48
Millipore Cat#05-1307 1/2000 N/A Rabbit
(Apu2)
Cat#13975-1-
MKS3 proteintech N/A 1/100 Rabbit
AP
REAGENT or
SOURCE IDENTIFIER
RESOURCE
Biological Samples
Banque de tissus oculaires pour la
Human eyes recherche en vision (Centre de recherche du NA
CHU de Québec-Université Laval)
Chemicals, Peptides, and Recombinant Proteins
ROCKi (Y-27632) Cayman chem Cat#10005583

Recombinant

Human COCO R&D system Cat#3047-CC-050
Protein
Recombinant
peprotec Cat#100-11

human IGF-1
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Recombinant

human FGF peprotec Cat#AF-100-18B
basic
heparin Sigma Cat#H3149
Critical Commercial Assays
TUNEL Alexa
Fluor™ 488 Invitrogen Cat#C10245
Imaging Assay
Deposited Data
SRX2186365;
Indifferentiated GSE87273(Cohen-Hadad et al., 2016);
SRR7458274;
IPS cells used in GSM3239684(Sharmin et al., 20186);
SRR7458276;
RNAseq analisys GSE98288(Hall et al., 2017).
SRX2767163
SRR2069387;
Indifferentiated GSM1715067(Jang et al., 2016);
SRR7357230;
ESC cells used in GSM3195634(Syrett et al_, 2018);
SRR5905125;
RNAseq analisys GSM2734431(Sun et al., 2018).
SRR5905126.
Human
Retina used in GSE94437(Lietal.,, 2014) GSM2475287.
RNAseq analisys
GSM3903945;
GSM3903946;
RNAseq Data GSM3903947;
of RSs (Ctrl 273, GSM3903948;
CHr%(ES), MKS'2, GSE133247 GSM3903949;
BBS') GSM3903950;
(This paper) GSM3903951;
GSM3903952;
GSM3903953;
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GSM3903954;
GSM3903955;
GSM3903956;
GSM3903957;
GSM3903958.
Whole genome
Sequencing of
SAMN13656497;
MKS' and BBS' BioSample
SAMN13656498.
patients
(This paper)
Experimental Models: Cell Lines
In house
Ctri®'_iPSC N/A
(https://doi.org/10.1016/j.celrep.2018.04.097)
Ctrl®2_iPSC Lab. C. Beauséjour N/A
Ctri%_iPSC Lonza N/A
Ctri®_iPSC Coriell AICS-0016

Cirl_ESC (hESC

line HUES9)

HSCI iPS Cell Core Facility

Cat#NIHhESC-09-

0022

MKS®! (Fibroblast
cell line used to
make in house

iPSC)

Coriell

Cat#GM07214

MKS2 (Fibroblast
cell line used to
make in house

iPSC)

Coriell

Cat#GM07817

BBSY (Fibroblast

cell line used to

Coriell

Cat#GM05948
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make in house

iPSC)

BBS® (Fibroblast

cell line used to

Coriell Cat#GM05950
make in house
iPSC)
BBS%22 (clone 2)
(Fibroblast cell
Coriell Cat#GM05950
line used to make
in house iPSC)
Software and Algorithms
IMARIS station
Bitplane N/A
v8.4.1
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