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Abstract

We show how one type of autoregressive contiguous distributed process (AR-C-D) can
be used to inroduce spatial competition in transponiation demand models that are generally
consistent with Luce's 1A axiom because they make each & 7 flow depend only on i transpon
and socioeconomic conditions. The particular process used 15 an R-Koyck process thai, for each
order of correlation used, adds 10 the usual autocorrelation parameter p a proximity parameter
7 that describes the relative weight of close and remote neighbours in an infinite distributed lag
structure.  The process selects relevant competing (or complementary) origin-destination pairs
required to obtain spherically distributed residuals. The tests are carried Out on representative
intercity passenger flows for Canada and Germany using different contiguity matrices: narural and
directed first and second order processes are studied with and without an associated distributed
lag structure. The AR-C.D {1,00,G(7)) and AR-C-D (2,00,G(n)) parameters are naturally
estimated joinly with he:eroskcdasn'ciry and the functional form of the generation-distribution
models. As these models are set within a quasi-direct format (QDF), the prerequired mode
choice models make it possible 10 derive modal demand elasticities from the product of the total
demand and mode choice models. As occurs every time systematic information is extracted
from regression results 1o correct for model misspecification, the impact on both statistical and
economic results, such as elasticities of demand, is imponant whether the usual multiplicative
form or an optimal model form is used.

Keywords: General Autocorrelation; Spatia} autocorrelation;  distributed lag; R-Koyck lag;
he:eroskedasticily; Box-Cox ransformations; natural order; directed order, AR-C.
D process; intercity; total demand; mode choice; gencration»dismbution; Canada;
Germany; elasticity; spatial competition.

compatibles avec I'axiome I1A de Luce s'ils font dépendre chaque flux ; J des conditions de
transpon ou économiques associées 3 cette paire ij, & Pexclusion des autres paires. Le processus
particulier R-Koyck utilisé ajoute au paramétre d’antocorrélation p d’un ordre donné un paramétre
supplémentaire de proximiie qui décrit I'importance relative des voisins proches et éloignés
appartenant 3 une structure de retards échelonnés de degré infini. Le processus choisit alors
les paires origine-destination concurrentes (ou complémentaires) requises a l'obtention d’erreurs
résiduelles 2 distribution sphérique. Nous utilisons pour les tests des flux interurbains de transporn
des voyageurs au Canada et en Allemagne et formulons diverses matrtices de contiguité, suivant
des critdres naturels et dirigés, pour des processus de premier et de second ordre, avec et sans
leur ajouter une structure de retards échelonnés. Les paramétres supplémentaires impliqués
par les processus AR-C-D (1,00,G(z)) et AR-C-D (2,00, G(7)) sont naturcllement estimés
conjointement avec les parametres d’hétéroscédasticité et de forme fonctionnelle des modéles de
génération-diswibution utilisés, Comme par ailleurs ces modeles sont sis dans un format quasi-
direct (QDF), les modeles de choix modal prérequis rendent possible le calcul d’élasticités de la
demande par mode de transport dérivées du produit du modéle de demande totale et du modéle
de choix modal. Nous constatons que I'impact sur les résultars statistiques et €conomiques ~
tels les élasticités de la demande — de Pexploitation de I'information systématique présente dans
les résidus de régression est important et dans les modeles qui utilisent la forme multiplicative
usuelle et dans ceux dont Ia forme optimale est estimée, comme il est fréquent lorsqu’une telle
exploitation redresse en fajt 1a formulation du modéle.

Mots-clés: Autocorrélation; Autocorrélation spatiale; retards échelonnés; retard R-Koyek;
héiéroscédasticitg; transformation Box-Cox; ordre naturel; ordre dirigé; processus
AR-C-D; interurbain; demande totale; choix modal; génératjon-disn-ibution; Canada;
Allemagne; €lasticité; concurrence spatiale.



Zusammenfassung

In dieser Arbeit wird gin Verfahren aus der Familie der autoregressiven, benachbarten
und vereilten Prozesse {AR-C-D) dazu verwendei, rdumliche Konkurrenz in Verkehrsnach-
fragemodelle zu integrieren.  Diese Modelle entsprechen grundsitzlich Luces” TlA-Axiom,
da jeder Strom von i nach j lediglich aus dem Transportangebot zwischen bzw. dem
soziobkonomischen Werten von i und j resultieni. Das spezifische Verfahren ist en R-Koyck-
Verfahren, das fiir jede Form der Korrelation zu dem gewbhniichen Autokorrelationsparameter
p einen Lagegunstparameter @ einfuhn, der den Einflug naher und ferner Nachbarn im Raum
beschreibt. Das Verfahren selektiert relevante konkurrierende (oder komplementire) Quelle-
Ziel-Bezichungen um sphirisch verteilie Residuen zu erhalien. Getestet werden reprisentative
Reisendensudme fir Kanada und Deutschland mit unterschiedlichen Distanzmatrizen: natiirliche
und reglementierie Verfahren 1. und 2. Ordnung werden mit und ohne die zugehorigen verteil-
\en Verzbgerungsstruckturen untersucht. Die Schitzung der AR-C-D (},00,G(x))- und AR-
C-D (2, 00, G(w))-Parameter erfolgt unbeschrinkt und gemeinsam mit der Heteroskedastizitit
sowie der funktonalen Form der Erzcugung-‘/encilungsmode\le. Da diese Modelle in einem
quasi-direkien Format (QDF) vorliegen machen es die vordefinierien Verkehrstrigerwahl-modelle
moglich verkehrstigerspezifische Nachfragelastizitliten aus dem Produkt von Gesamtnachfrage
und verkehrsirigerspezifischen Anteilen herzuleiten. Wie immer werden aus den Regression-
sergebnissen systematische Informationen herausgefiliert, um Modellfehler zu korrigieren. Dabei
ist es wichtig, ob die statistischen und bkonomischen Ergebnisse, wie z.B. die Nachfrageelas-
tizitdten, auf einer muldplikativen oder optimalen Modellform basieren.

Stichworte: Generelle Autokorrelation; ridumliche Autokorrelation; Heteroskedastizitit; Box-

Cox-Transformation; Verteilungsdela; R-Koyck-Delta; natiirliche Ordnung; regle-

mentierte Ordnung; AR-C-D-Verfahren; Intercity; Gesamtnachfrage; Modalwahl;
Erzeugung-Verteilung; Kanada; Bundesrepublik Deutschland; Elastizitdt; rdumliche
Konkurrenz; Residualfehler.
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1. Generalion-distribuﬁon models: structure

The basic intent of generation-distribution models is 1o explain 75, the travel flow from 1
10 7 in terms of two classes of functons. Some, the Aij., refer to activity levels a the origin
or destination and others, the .., represent the utility of the m wravel modes:

T; :gd({A,J“},{U.'Jm}) , a=1. A, m=1,..M. (1)

A frequent specification, for the first type, is the geometric mean of values of the activity at the
origin and destination, for instance

i 1/2
A.‘qu{S} S, J , (2)

“ Ja

where S, is a socioeconomic variable, such as population, or income.
A frequent specification for the second type is

Ui = €' 3)

where V,;. is primarily a funcrion of network variables Nijus such as cost, time, distance or
“impedance”, but also frequently of sociceconomic variables S, as well.

Because of the complexity of the problem, it is practical to aggregate the modal utilities
and define an index

U=y eVom O]

which in effect constitutes the denominator of a logit model, and makes it possible 10 write
the usval form

T =B, A% . APs

B
o A UG wig o

where u,; is an error term. Note that the coefficient Bu is expected 1o be positive, as an
increased utility of travel modes should lead 1o higher flows, and that the signs of the activity
coefficients will depend on the exact specifications used for each activity variable: in a simple
model using, say Population, the coefficient of that term should be positive; however, if variables
like the proportion of Jobs belonging to a particular sector are used, their coefficients may well

be negative.



Noie that formulation (5) docs not ust double constraints {to insure that trips from any
origin — 0f 10 any destination — 2dd up 10 an observed total) because such constraints are
inconsistent in models that explain the number of trips’. In fact, even in models in which
one is trying to explain the diswibution of trips (as opposed 10 their Jevel) originating of
destinating in a zone, O; and Dj, as in

Tj=k 0; D; U;;u;j . (6)

the imposition of constraints may bias the estimation of the remaining 7y parameier because
of the restrictions implied for the residual error. For both reasons, we shall proceed with
(5) as a representative gencraxion-distribution format.

in any case, models of either format have three difficulties that our approach will address.

2. Functional form and stochastic specification:
economic, mathematical and statistical issues

To discuss the threc difficulties that arise, it is convenient to rewrite (5) as a regression

problem, using the subscript ¢ instead of ijto denote origin-destination pairs, and X 10 denote

cither the activity variables or the modal utility index

) = o+ 30 B XPH +u -A)
k

w =N v @-B)

v = Z Pt {Z f‘l,a.vn] + wy 1-C)
¥ é n

where the () denote the Box-Cox Transformation (BCT) and the meaning of the stochastic
specification will be clarified, as cach difficulty is stated and resolved.

1 Balancing factors, like dummy variables D; and Dj, would be exactly colinear with variables such as S; and

Sjilumcwcreusedina g 1o explain Tij. ing factors that uip ends T; and T; are
observed without errof.




2.1 Functional form

The BCT has the advantage of including the linear (X =1) and logarithmic (A = 0) cases
as special nested values. For instance, if Ay = A = 0in (7-A), the multiplicative form 5)

an intercity model specified with data for Canada in 1972, Since, much work by many authors
has shown that the BCT transformation is a powerful 100l for any problem where an empirically
good fit is of interest.

An important subproblem in generation-distribution models is whether the modal utility
index U enters multiplicatively or not. The reason for this is that the natural logarithm of the
denominator of the logit model, nflU] = tn Z eVm , is known 10 represent the expected value
of the maximum utility available 1o the consn;"mer over all trave] modes or alternadves, and is
often called the inclusive value or price of the modes. The Gaudry and Wills paper mentioned
above could not really reject the logarithmic form {A = 0) for this term, despite the fact that it
could easily reject it for the other terms of the generation distribution model.

The form issue is clearly imponant as an gconomic behaviour problem. The computational
burden of the additional parameters has however slowed the adoption of the BCT as a simple
extension of regression analysis. In addition, it has recently been pointed out (Spitzer, 1984)
that the BCT poses a special statistical problem if one is interested in obtaining unconditional
-statistics for the By coefficients: these t-values then depend on units of measurement of the
Xi, a very surprising result. To get around this problem, it is convenient 1o compute conditional
t-statistics for the B parameters, namely f-values that depend on the estimated BCT values
considered as given. This means that the resulting s-values overestimate somehow the “true”
values that would have been obtained if the fact that the BCT parameters are estimated had
been taken into account.

2.2 The size distribution of the error term

Itis well known thar proper staustical inference about the various model parameters requires
that the variance of the error term u, be constant. In many regression analyses, this problem is not

of transformations, in particular to the dependem variable, will change the error variance, For
instance, using the logarithmic form (A = 0) of the dependent variable should decrease high
values of that variable proportionately more than small values, and concur both 1o reducing the

3



size of the error variance, and to making thal variance more constant. This way of obtaining
a hopefully constant variance (homoskedastic) error term is known 1o practioners who oy out
different forms and often find that they get “better” s-statistics with a logarithmic rransformation
than if they leave the dependent variable untransformed. However, it should not be thought
that the relationship is simple or automatic because, as illustrated in Dagenais, Gaudry and
Liem (1987), some ransformations can induce the error term variance to become non constant
(heicroskedastic). This is really not surprising and leads to the double-barrel strategy of defining

specific 100ls 10 maintain homoskedasticity as one imul >usly esti the functional form.
The explicit form of f (Z:) in (7-B), where the Z stands for a set of potential variables Zpn, is

J(Z0) = exp [Z bm 53:*’} , ®

which insures both a positive and constant variance for ve. Note that classical heteroskedasticity
Z? is obtained by seting all A,m and all ., but one equal 10 0.

In addition to its statistical importance, obtaining a constant variance by finding an appro-
priate form for f(Z,) can be seen as extracting functional information from the error lerm uq.
1 no such model can be specified (i.c. if f(Z) =1 and uy = vy, we can say that no “con-
temporaneous” variable?, that is 00 Zm, variable was found 10 determine the “current” value of
the error u,. Here the symbol Z, denotes a variable used explicidy in (8) and is not meant 10
exclude its simultancous use in (7-A) and (7-B) under certain conditions - for instance that (7-B)
contain more than on¢ variable. One of the Zm variables may simply also be an X variable

that obtains two roles: explain the level of y, and the variance of u, as welll

In economic terms, this should not be surprising. Consider for a moment our matrix of travel
fiows T;;. Because flows vary considerably in size, it would be extremely lucky for a model 10
yield residual errors of roughly the same size (variance).

2.3 The problem of spatial competition or structure of the O-D _matrix

The current specification of generation-disuibution models indicated in (5) relates the origin-
destination flow for each ij pair solely 10 factors associated with the origin i, the destination j
or both, as for the utility index U;;. The reason for the exclusion of variables associated with
other pairs, for instance Uji, of Upj, OF Ups for that mater, is multicollinearity. This means
that, because of the difficulty of introducing additional terms to represent the attractiveness Of
access cost of competing destinations (or origins), the fiow from i to j does not depend on the

2 Leads of lags of Zm, can also be used in time scrics models.

4
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Characteristics of these other destinations (or origins), or on the disutility of travel berween such
locations and those currently considered, namely i and j.

Stated more formally, the absence of competition implics that the models are consistent with
Luce’s 11A (independence from irrelevan alternatives) axiom because the ratio of two “choices”
depends only upon the characleristics of these two. In our case {and neglecting the activity
variables 10 simplify);

8,
e

As a consequence, the modification of modal utility for another pair, say Ui, has no effect
on the above ratio. So the introduction of a High Speed Rail line will not change the structure
of the matrix: it wili only affect flows of pairs for which the own U;; has been modified.

flow can be explained by substtution effects, or for that matter by complementarity effects —
however complementary zones are likely 10 be rare and might require specific treatment. We
may conjecture that this structural feature of generation-distribution models may be responsible
for some of the high values of elasticities often found in Cross-sectional models — they tend 10
be higher than those derived from time-series models,

As this problem is very imporiant, we shall presently discuss it at length, assuming for the
moment that locations are substtutes,

3. Approaches to the problem of spatial competition

In an intuitive sense, the absence of cross terms in (5) should be remedied by their inclusion,

if the original problem that led 10 the simplification — multicollinearity — can be minimized or
the situation made tolerable. We have examined two ways of including non ij terms in the

Blum, Bolduc and Gaudry (1990). Although both papers contained illustrations, none included
a full-blown example of the proposed approach. After due analysis, we opted for the latter, for
reasons that will be clear shortly. )

3.1 Wills’ direct approach

Wills (1986) introduces the cross terms (non ij) by writing a generalization of the modal
utility index (4) and calling it “proportionality factor”, It is defined as

5



(ho,7)

()]

Ui = exp {u NI HED S —,..N,‘,f;’} . (10-B)

where (o) {An) denote Box-Cox wansformations (BCT), {Xe,7) denotes 8 convex com-
pination of lerms, the first of which is ansformed by 2 direct BCT and the second by an

inverse BCT, as in

g = 1 o) 4 (1= 7) J) (10-C)

The generality of this specification comes from the fact that (102) includes a difference in
the sum of 1wo functions -~ this means that all destinations intervene in deiermining the
i; flow - and from the fact that the nonlinear wansformation in (10a) gives & differential
impact 10 the same terms of the cumulative sum (as the sums differ only by one term).
Although this, generality makes it possible to include as nested special cases both the usual
gcncration-disuibution format and the intervening opportunities format, a major problem of
imerpretation of (10a) arises because it is not clear what happens ovef and above the fact
that all modal utilities affect the generalized modal utility (now called proportionality factor)
of the i; pair. Moreover, the combination of (10-A) and (10-B) is exuremely nonlinear: the
resulting complexity motivates Wills 1o use for his illustration an extremely simple example
and specify a muldplicative form for (7-A) and (10-B) obtained by setting the BCT equal
10 0 a priori. Finally, the procedure requires an ordering of destinations that both depends
on the criterion used and complicates the programming and interpretation.

3.2 The Blum-Bolduc-Gaudry indirect approach

A. The notion of spatial correlation

For these reasons, we¢ decided 1o resort o a more straightforward and computationally
wractable approach. The basic problem of the usual model specification (5) is that it cannot
capure all relevant factors related 1o the geographic SUruclure. For instance, if two contiguous
destinations 2 and 7 in Figure 2 have shopping and tourism facilities, these destinations may be
close substitutes for shoppers and tourists from origin 1, 50 that the flows should be explained as



T2 = J( Asg, A, Ui, Use) + vy
(FULL)
Tys = f( Ay, A, Uiz, Urg) + vy

rather than as
Tiz= f(Ay, -, Uy, - )+ upg
(SPARSE)
Tvr=f(~, Ay, - Ui + vy

It would not be surprising if the omied? variables in the formulation (SPARSE) caused
its error terms to be positively correlated. In addition, the aggregation error arising from zona)
boundary definitions, wrip length cut off criteria used in defining the O-D matrix, and other
sampling difficulties lead us 10 suspect that the error terms of contiguous zones will not be
independent (could be positively or negatively correlated). In fact the burden of proof should
no doubt fall on anyone claiming that the model is perfect enough 10 have spatially independent
error terms!

But then, what would the knowledge of this correlation in the formulation (SPARSE) do
for us? If we knew tha

Viz=punn+wyy (R-IMPACT)

we could combine (SPARSE) and (R»IMPACF) in this way:

T2 = [(A2,U1p) + 2 (Tt ~ f(Ar2,U12)) + wy, ) (CHOSEN)

where it would be clear that (CHOSEN), by including everything that is missing in (SPARSE),
is an approximation of (FULL) and that the autocorrelation parameter p weighs the role of
competing contiguous flows in explaining the “current” fiow, The more formal statcment of
(R-IMPACT) is, for any O-D flow ¢,
I
u;:ermvui»w, s (t,n-‘:l,...,N) . 1n

nz=]

where ry, equals 1 if pairs { and n are considered contiguous and 0 otherwise, In this way,
the factors that explain contiguous flows (as well as the values of these flows) all contribute 10
the explanation of the current flow.

* Inthat sense, these become common factors that cause the TIA propenty by their absence across alternatives,

7



The formulation of such groups of contiguous observations, of “near” neighbours, implies
the formulation of 8 matrix R of 1 and 0 values stating the connection beiween any observation

¢t and any other observation 7.

Indeed, another way of writing (11) and extending it 1o a second sel of “near neighbours”

is simply
N
vi=p 0t [}: r:,x,v.,} +w (=12 a2
t n

which has the same form as (7-C) except for a tilde (). This notational difference is required for
twe reasons. First, in practice, regression models with spatially autoregressive residual structures
such as (11) or {12) will not yield a convex likelihood function unless the matrix R is subjected 1©
either row {or column) normalization, a procedure which involves dividing each line (or column)
by 115 sum. ‘This normalization, expressed by using a bar {-) on the matrix, as in R, has long
been known as 2 practical device {e.g. Ord, 1975} but does not appear to have been proven
aniil Boldue (1985, 1987) examined the resulting statistical properties of the estimators. Note
that this proof opens the door 10 the specification of arbitrary /1 matrices, that is to matrices
where the criterion of “near neighbourliness” is arbitrary and need not depend on a natural order
(“MO", given by time of space) but may depend on any order directed ("DO™) by the analyst
with a view to capturing 2 mispecification of the original problem (Gaudry and Blum, 1988).

But the fact that factors explaining contiguous observations are made to intervene to explain
current observations helps us 10 understand something else about the role of autocorrelation. To
see this, rewrite (CHOSEN) a litde more formally in a linear format as

Ti; = o Ta + BUi; - pUi) + wi; 13

where the A terms have been dropped for simplicity. Note that, if p > 0, the impact of Uy on
T;; will be in the opposite direction from that of Uj;, as occurs when goods are substitutes, and
an improvement in the modal utility Ug will reduce the T;; flow. Similarly, a p < 0 will have
the opposite effect, as 0ccurs when goods are complements. This makes it conceivable 10 select
R matrices in such a way as 10 reflect anticipated patterns of substitution of complementarity.

In Figure 1, for instance,
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Figure 1, Origin and potentiaily complamentary destinations

Beach
Home @ @ Historic cloister

Museum

assume that [T] is home and that [T7is an historic cloister, [3] a beach and a museum. When
destinations are complements, as one would suspect if the data contain a for of “tours™ (i.e. the
O-D matix is far from Symmetric for the flows among these zones), it is possible thar selecting
a naturally ordered {NO) residual impact criterion (RIC) such as

frequently observed tour: (NORIC-1)

= 1 ifthe flow js Vvery asymmetric or part of a
Let r, {
0 otherwise.

i

to define the impact mawix 3 would lead 1o the estimation of a negative p. In that case higher
Tanspon prices for flows connecting an origin to complementary destinations would decrease
trips to all such destinations: fewer tips to the beach, the cloister and the museum; conversely
lower wransport costs would raise flows to all complementary destinations. One may therefore
conceive simuhaneously of p; > ¢ (substitutes) and P2 < 0 (complements) within the same
dataset, as long as one defined 1wo appropriate RIC, one yielding R, and the other Ry.

Here our first concern wiil be 10 weat patiemn of trips where substitution is expected 1o
dominate, using Symmerric matrices in order 10 reduce the size of the R matrices. It is convenient
to consider the representation shown in Figure 2, where the



Figure 2. Origin and d instion with ig s points
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arrow designates the symmetric flow from origin [1] t0 destination [Z] and each of the zones
involved in defining the scurrent” flow is surrounded by a set of contiguous near neighbours.
A first RIC could assume (hat the error term vy2 is correlatied with all flows sharing the same
destination, namely (3,2), 4,2), (5,2) and (6,2):

1 if the fiow has the same destination and is
Let 71.4m { a near neighbour of the origin; . (NORIC-O)

= 0 otherwise.

i

Similarly, one could define

1 if the flow has the same origin and is a
Let ram { near neighbour of the destination; . (NORIC-D)

0  otherwise.

#

Both (NORIC-0) and (NORIC-D) are illustrated in Figure 3.



Figure 3. Origin and destination contigulty
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Naturally, another criterion could be the union of NORIC-O and NORIC-D

= 1 if either the flow has the same destination

and is a near neighbour of the origin, or

Let ryn { conversely: . (NORIC-OD)
= 0 otherwise.

where the r,, are elements of the NxN RIC mawix that defines “near neighbourliness”, or

[

contiguity:

(14)




B. Near and far neighbours: degrees of contiguily

Are there degrees of neighbourliness? Prompted by Gaudry who thought that one could find
a spatial analog to the distributed lags of me series, Blum (1987) formuiaed u first process
that was later redefined and exiended (Blum, Bolduc and Gaudry, 1990). That paper shows
that, if one considers

i) 2 sequence of contiguity matrices where the power ¢ associated with the RS mawix defines
2 degree of neighbourliness (R? defines neighbours of neighbours, and so on)

R, R, .., K, (14-A)

ii) a normalized series of non-negative weights declining geometrically

o
Z“c'l(l ~a)=1, c=1,..,00 and a¢(0,1) , (14-B)

=1
then the process of weighted contiguity matrices of order ¢

v:,,(x_a)}:a"‘iz‘ww (14-C)

c=1

converges 10

(14-D)

where clearly (1 —a) = 7 and R=rll-(1-7) R]_] R

“This R-Koyck process simply weighs power wansformations of the contiguity matrix R by a
series of geometrically declining weights. The powers of R allow backward and forward linkages
arising through the first degree contiguity matrix, and the normalized sequence of weights allows

" a single proximity parameter 7 10 describe the relative importance of near and distant neighbours.

If » = 1, we obuain the previous

v=pRvtw (15)

and if 7 — ¢ (close 10 zero), we obtain

v=pRv+w (16)

12



where R is a matrix with identical rows. In the latter case, proximity is low, i.e. the relative
weight of distan; neighbours is high; in the former, proximity is high, i.e. the relative weight
of distant neighbours is Jow (is in fact zero). In effect, the relative importance of near and far
neighbours has been endogenized.

The actual form of (7-C) can perhaps best be seen in vector format
v:p;i{,v-&pzi?gv-}w (17)
where R, = mell ~ (1 = =) R(}”R( and we note the fact that the tilde () denotes the
autoregressive contiguous distributed AR-C-D (¢, oo, G(n,)) process.

C. The likelihood function

Under the assumption that the error term w is a normally distributed white noise of variance
a,";. the log likelihood of v, for the sysiem (7'A)~(7—B)-(7'C) written in matrix notation is

n(l) = 0—?[n(21:03,)~5012— w'w+ bnldet £ -% Zfﬂ[f(z;)}+(/\y - l)an yo. (18-A)
w ] ¢

where w = P(h"l ARy TES RO ﬁ) » (18— 15)
P :I~p;i€]'—p2if7 ’ “8"C)
R (18)
S(Z) = exp {Z 5,,.2'(':\;-»)} , (18— D)
VI{Zy) [ .
o VIHZn)

and we require
~l<pr<1 and I<m <1 - (18~ F)
The careful reader will note that the logarithm of the Jacobian of the transformation from
N

W 10 v is expressed as fn |det P}, rather than the equivalent expression 3 #nf1 — p ], where
=1

7 denotes the eigenvalues of the RIC impact matrix R, often used (e.g. Ord, 1975, Blum,
Bolduc and Gaudry, 1990) because this simplification requires that the RIC imspact matrix be

13



susceptibie o diagonalization ~ often an unrealistic assumption with asymmewic matrices such
as R — and is in any case applicable only if 2 single order of autocorrelation is considered. This
means that our procedure cannot avoid inverting Re¢ throughout the maximization procedure
(Liem and Gaudry, 19943) defined in terms of the parameters Br..Bys Agy Aziaens Ay, for (7-A),
81, ooy by 2N A1,y A fOT (7-B) and p, 71, p2, %2 and o2 for (7-C). Although our procedure
behaves well from the numerical point of view, we have not studied its statistical propertics as an
estimator: we assumc that the propertics holding in the case of multiple-order serial correlation
(Dagenais, Gaudry and Liem, 1987) and first order spatial processes (Bolduc, 1985, 1987) hold
when 2 orders of spatial autocorrelation are considered in (18).

a. Application to Germany, 1985

We will now describe the various choices that were made to test our approach with data
for Germany 1985, Our purpose was 10 specify components of sufficient realism 1o demonstraie
she usefulness of the approach. Major decisions had to be taken on the selection of a sample
of Origin-Destination flows, on the specification of a mode choice model to determine modal
utilities, and on a gcneration-disuibuaion model. We examine these 3 major components in tum.

4.1 Flow selection and residual impact_criteria

A. Symmetry of the O-D matrix, and other flow selection criteria

In view of the lack of numerical experience with the new algorithm, and in particular of the
necessity of defining an R matrix of a size that does not require too much compuier time for the
repeated inversion of P in (18), we decided firstly to construct symmetric flows by taking the
arithmetic average of the directional flows fl}}availablc in the existing 282 x 282 asymmetric
matrix of total ravel flows among zones of Germany in 1985: :

= T5+Ts ; L 19)

Although this introduced some observational errors and biased the demonstration of the use
of the new technique by emphasizing the competitiveness of destinations (in spite of the partial
offset provided by the autoregressive process, as will be seen shortly), it was thought preferable
1o doubling the size of the matrix because, with 286 observations drawn from the O-D matrix,
the resulting R matrices of size 286 x 286 implied that up 10 5 or 6 hours could be required
on a SPARC 10 station for some of the experiments reported below.

14



Secondly, as both the mode choice model used to obtain modal utilities and the generation-
distribution model proper were designed to account for strictly positive flows?, we decided
afier some experimentation 10 accept the sample of 286 distinct pairs obtained by applying the
following selection criteria and motivation

i) atleast 10 000 trips: in order 10 reduce the sampling errors that tend 10 increase (relatively)
as the total flow decreases: )
ii) atleast 1 % of the market belonged 10 each of the 3 modes (air, train, car): in order 10 reduce

B. Chosen Autoregressive contiguous distributed processes

We decided 10 specify three R matrices, using (NORIC-0), (NORIC-D), and (NORIC-OD)
and simultaneously defining contiguity as a neighbour situated between 100 and 180 km by car
from the zone centroid in question. Using a belt of 100-180 kilometers 10 define neighbours

sign of any of the autoregressive parameters P1, P2, or p, associated with the three matrices is
therefore positive. The application of these three rules yielded different numbers of 0 lines in the
R maurices as can be seen in Table 1. Lines containing only zeroes are accepted in the algorithm
and do not pose inversion problems because the identity matrix / in (18-C) compensates.

Two other comments should be made about the significance of the £ matrices. The first one
is 10 note that, when the origin and destination considered are far aparn, the belts do not overlap,
as is illustrated in Figure 4, where it is assumed, as in Figure 3, that there are four neighbours
both at the origin and destination. However, when belts overlap - the greatest overlap does
NOt occur when the distance between the centroids of interest is the smallest (100 km) ~, as in
Figure 5, some points that are in the intersection of the belts can be in both R; and Ry, as is
the case for 2 of the points shown,

*  The SHARE $-1/3-5 procedure used (Gaudry, Dagenais, Lafemiere, Liem, 1993) allows the market share
model 1o be estimated under cerain conditions even if some modes are not available for some pairs, but we
decided not 10 use this option because of the restrictive assumptions necded for such cases.
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Figure 4. R-Mstix

Figure 5. R-Matrix eloments with partially overlapping rings
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The second point of interest is thai there is ne need for similar numbers of points “around”

origins and destinations. Indeed, Table 1 indicates clearly that, because of the spatial distribution

of German cities — German cities are not
have a higher density of citics,

the distance rule, many more flows than a destination-based one, as illustrated in Figure 6.

uniformly and regularly distributed —, some regions
with the consequence that an origin-based criterion yields, under

Table 1. Impaci Matrices, Germany 1988, 286 O-D pairs

A matrix with Number of tines Characteristics
distance by car With positive siements of positive slements
between Totsl NONE SOME pet line
199 and 180 km ditferent identicat MIiN MAX MEAN
NORIC-O 286 29 257 0 1 35 10,98
NORIC-D 286 160 124 2 1 36 5,07
NORIC-OD 286 1 285 0 2 36 16,05

In fact, as can be seen in Table 1, the origin-based rule yields about twice as many contiguous
neighbours than the destination-based rule per line: not only do more cities have neighbours

but there are more neighbours.

4.2 Mode choice and the modal utility index

The mode! used to obtain the modal utility (4) is a mode share model: for each O-D pair
t, the share of the m" mode is given by

Vim,
shim), = - R (20-A)
Z eV
p=1
where the representative utility functions have the structure
LN
Vi = Bom + 3 BXE) (20-B)

and the X; denote both network variables that vary across the modes and socioeconomic variables
that do not, as well as trip purpose variables to account for the heterogeneity of the trips. We
wied to maintain a specification as close as possible 1o that obtained with disaggregate 1979
Kontifern data (Mandel, Gaudry and Rothengatter, 1993) which had, for any individual i:

Vs = o + S B N 43 B S+ 3B P @
n ° P
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with N= cosi, time, frequency
S= age class, sex, employment status, household size
P= business, private and vacation

and included only one Az, in the optimal model. However, due to the nature of aggregate
data, the following modifications 10 the specification (21) had 1o be made

N: Network variables normally appear in logit models (and also in many other classes of models)
in a form that can be called an expenditure of time or money, namely:

Faregp, +  amount actually spent from the origin to the destina-

tion by mode m; 22)
Travel timegp, © time spent travelling from the onigin to the destination

by mode m.

It has long been found that, if the regression coefficients for these variables were not
constrained (o be equal across modes (as in (21) where the coefficients B, do not vary
with the mode m), i.c were specific 10 each mode and not generic, incorrect signs could
be obtained. For this reason, explained in more details in Gaudry and Dagenais (1986), an
alternate specification can be very useful. It consists of a rate form, namely:

Pricegp, ¢ Faregp Mistancegp, .
Speedgp, : Distancegp, /Travel timepp, . (23)
Distanceop_ '

where it is clear that the first two variables apply 1o units of distance, and can be thought of as
money and time prices per unit, and the distance variable has a role similar to that of income
in standard microeconomic demand system specifications that are of the form

¢l = (pricem, ..., income) (29)
where the quantity demanded of good m, ¢, is explained by its price per unit (and also
perhaps by prices of other goods) and income.

In this application to Germany with aggregate data for 1985, the very high collinearity between
the Fare and Travel time variable for the car mode made it impossible to obtain expected signs
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for both of these variables at the same time except for some fragile cases. To obain robust
results, two possibilities remained. A first option would constrain the relative weights of Fare
and Travel time, using the weights found with the 1979 disaggregatc database, 10 define a
“generalized cost” of impedance. This option, often used in practice to get around collincarity
problems, has the difficulty that the weights are known 1o vary with the functional form of
the variables — indeed our previous study has precisely shown that swong nonlincaritics of
the representative utility function yielded by far the most credible results. The other option
would resort to the rate form (23), thus allowing for BCT on each variable. It was adopted
and proved 10 be robust. The reader should note in interpreting the results that the distance
erm can be thought of as a basic or reference amount of time and money “income” that has
to be spent going from O to D and that the unit prices affect (given the distance) the choice
between the quantities of each mode that are purchased.

There are ways of exploring, with BCT, how one can nest (23) into (22): it is clear for
instance that if the form of (23) is loganithmic, there should be a way of obtaining (22) by
recombining terms and putting constraints on coefficients. However we did not have the

resources to explore this further.

S,: In an aggregate (market share) model, the format (2) is appropriate. The population variables
are all defined as proportions of the total in the zone (ior j):

POP0014 :  Population aged from 0 1o 14 / total population,
POP5064 :  Population aged from 50 t0 64 / 1otal population,
POPMALE . Number of men / total population,

TOTEMPL . Employees (toal) / total population.

Although information was also available on the age group 15-49, the resulting variable,
used in‘the auto and train functions, was quite collinear with the POPMALE and car price
variables: this means that both 15-49 and 65 + age classes constitute the implicit reference

category.

P,: As the flows by trip purpose are known for all OD pairs, it is possible to construct variables
describing the proportion of 1otal trips made for cach wip purpose on cach 0O-D pair:

BUSINESS . Business tips by all modes / 1otal wips,
PRIVATE . Private trips by all modes / total wips,



and we neglect 10 construct a Vacation variable: this trip purpose constitutes the implicit
reference category. Reference Calegory variables cannot be used simultaneously with the
other category variables because they would sum up 10 1 and be collincar with the regression

constant.

Table 2 conuains the results of the mode choice model, showing three differens variants, one

per column. The first part of the table contains own clasticities, as well as, for the underlying
B regression coefficients {denoted as generic (GEN) - or common 10 the 3 modes - or specific
(SPE) 10 each modal equation), the r-statistics computed conditionnally upon the values of the
BCT indicated in the second part of the table. The third part of the table includes general
statistics, notably the value of the log-likelihood of the observations. One may note

* functional form

* specific variables

there are large gains in log likelihood in moving away from the
linear form: about 6 points in allowing one free BCT parameter
and an additional 20 in allowing 3 more (one Pper network variable).
However the r-statistics indicate that the price and speed BCT
are mostly responsible for these large gains, not the distance and
frequency BCT: in the case of distance, one cannot reject the
logarithmic form (A= 0) and in the case of frequency one cannot
reject the linear (A = 1) starting point.

Ivis also noteworthy that allowing the BCT 1o adjust generally in-
creases the statistical significance of the network variables, reduces
that of the sociceconomic variables and has no overall impact on
the trip purpose variables.

The power of the BCT is also shown in the rail equation where
one socioeconomic variable changes sign but is always significant!

Although we did not examine in detail and thoroughly compare
the results obtained with specification (23) for different values of
BCT in order 10 fine tune the cstimates, the results appear 1o be
generally reasonable, even for the very high rail price elasticity
due 10 the negative BCT. Note that the clasticities are calculated
as: P
womXe) =2 X gL s,

kpmw

2]



table 2. Linear and BOX-COX Logit Share Models
Germany 1985 (symmetric Flows)

VARIANT 1 2 3
INDEPENDENT BETA owN ELASTICITY
VARIABLE COEFFICIENT {CONDITIONAL t)
NETWQORK ALTERNATIVE: AIR
PRICE-AIR GEN -1.93 ~0.4% -3.88
(~4.92) (=2.47) (=6.99)
SPEED-AIR GEN 6.92 1.13 0.47
(2.92) (5.72) {4.97)
DIST-AIR GEN -0.70 -0.05 -1.20
(-2.64) (-0.58) (~4.34)
FREQ-AIR GEN 0.27 0.06 0.06
(4.50) (6.67) (6.99)
NETWORK ALTERNATIVE: RAIL
PRICE-RAIL GEN -0.88 -0.03 -14.67

(-4.92) {~2.47} (-6.59)

SPEED-RAIL GEN 0.59 0.30 0.05
(2.92) (5.72) (4.97)

pIST-RAIL GEN ~0.61 ~0.04 ~-1.05
(~2.64) (-0.58) (-4.39)

FREQ-RAIL GEN 0.46 0.64 0.64
(4.50) (6.67) (6.99)
SOCIOECONOMIC

pOP0014 SPE -5.97 -5.96 -5.23
(~-4.39) (-4.66) (=3.83)

POP5064 SPE 0.23 ~0.12 -0.22
{5.90) (5.55) (4.07

POPMALE SPE 7.70 7.33° 7.44
(4.72) (5.09) (4.65)

TOTEMPL SPE 0.83 0.81 0.84

{2.70) (3.29) (2.87)

TRIP PURPOSE

BUSINESS SPE -0.52 -0.51 ~-0.44
(-9.71) (=10.05) (~10.98)

PRIVATE SPE -1.29% ~1.,19 -0.80
(-0.59) (1.36) {0.16)



NETWORK ALTERNATIVE: CAR

- - s

PRICE~CAR GEN ~0.28 -0.01 ~3.5¢
(-4.92) (-2.47) (~6.89)

SPEED-CAR GEN G.20 0.12 0.03
(2.92) (5.72) (4.97)

DIST~CAR GEN -0.16 ~0.01 ~0.28

(~2.64) (~0.58) (~4.34)

SOCIOECONOMIC
POP0O014 SPE 1.46 1.32 1.18
(1.82; (1.49) {1.97)
POP5064 SPE 0.83 0.7s 0.46
(7.70) (7.78) (5.86)
POPMALE SPE ~0.82 -0.73 ~1.07
(3.06) (3.53) (2.79)
TOTEMPL SPE -0.17 ~0.11 -0.15%
0.73) (1.82) (1.00)
TRIP PURPOSE
BUSINESS SPE ~0.01 ~0.01 -0.01
(-9.12) (-9.43)  (~10.74)
PRIVATE SPE 0.41 0.39 0.23
(5.47) (7.90) (3.68)
BOX~-COx PARAMETER VALUE

(UNCONDITIONAL t with PAR=()
<UNCONDITIONAL t with PAR=1>

LAMBDA PRICE 1.00 3.68 ~2.20
(3.42) (-4.10)
<2.54> <-5.96>

SPEED 1.00 3.88 6.39
(3.42) (2.88)
<2.54> <2.43>

DIsT 1.00 3.88 ~-0.15
(3.42) (-0.25)
<2.54> <-1.89>

FREQ 1.00 3.88 3.94
(3.42) 11.31)
<2.54>  <0.98>

LOG-LIKELIHOOD ~709. 9¢ ~703.39 -683.90
R2 (overall) 0.58 0.58 0.61
NUMBER OF PAIRS 286 286 286

el =
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with all evaluations made at the sample means. One may under-
stand that, if A4, < 0, and quite large, as is the case for the price
variable (;\, y = —2.20). a somewhat unusual value could occur
that might require some probing.

Because of the large gains obtained with the four BCT in Variant 3, it was decided t0 use
(hat variant 1o build the modal utility index for the gcncmﬁon-disuibudon model. The results for
that mode! will therefore be conditional on the previous and separate estimates shown in Table
2, Col. 3. It would not at this point be reasonable to estimate the mode choice and distribution
models simultaneously because of the computer time that would be required.

4.3 Generation-Distribution model

In addition to the U variable, constructed according to (4), the specification of the Generation-
Distribution model shown in Table 3 or 4 required three more variables, all of which were
constructed according to format (2): Population, Income (built using “Gross Value Product™) and
Size of zone {construcied 1o test for heteroskedasticity). The resulting specification is relatively
simple, but adequate 10 demonstrate the usefulness of our chosen approach. More refined
specifications that would incorporate, for instance, descriptors of the job mix (manufacturing,
services, eic.) would be of cenain interest but unlikely to modify deeply our resulis. The same
may or may not be true of dummy variables 1o account for border effects: duly taking spatial
correlation into account is probably insufficient to control for the fact that some cities are next
1o a border (the sea, the DDR, France, etc.) which conditions trip making either because it is not
included in the model (irips abroad are excluded) or because reduced travel opportunities may
increase flows to available opportunities: the number of contiguous neighbours affects the R
matrix because, by the normalization procedure, lines where there are relatively many non-zero
elements will give smaller weight 10 these observations than those containing fewer non-2er0
elements. However, this may not suffice to remove border effects. Only 8 more detailed study
could, by adding border area dummy variables, answer the question.

The question of interest is clearly that of the impact of spatial correlation processes, which
implicitly introduce spatial competition, on the elasticity of the utility of travel; moreover, we
want 1o know whether this answer depends on the functional form of the model or on the way
in which heteroskedasticity has been taken into account. To answer the question, we performed
tests shown in Tables 3 and 4.

These tables, like Table 2, contain three sections: the first for elasticities of variables
occurring in (7-A) or (7-B), the second for the BCT associated with such variables and for
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autocorrelation and proximity parameters of the {7-C) and (14) process; the third for general
siatistics.  In both tables, the first six columns show the impact, Starting with the ysyal
multiplicative formar (Col. 1), first of adding p under the assumption that proximity x is equal
10 one (Col. 2), then of allowing for distang neighbours (Col, 3), and further of estimating |,

Table 3 results for the (NORIC-0OD) autoregressive contiguous distributed process AR-C-D
(1,00, G{=,)) indicate the foliowing

* functional form ¢ the BCTis extremely powerful but, although the multiplicative case is
easily rejected (as we note gains from Col. 310 Col. 4 or 5 - or from
Col. 8 10 Col. Qor 10if he(croskcdaskcdasticily is considered -
there is no significan g2in in going from 2 BCT t0 4 BCT (Col. §
vs 6; or Col. 10 vs 11);

. hetcroskcdastici:y  although some hexcroskedasticity seems present in the multiplicative
form (Col. 2 vs 7), the use of the BCT progressively removes all trace
(with SIZE of zone as explanatory variable) of hcteroskedasiicity;

* autocorrelation ¢ the inroduction of autocorrelation with the proximity parameter equal
10 1 causes large gains (Col. 1vs2),and a value of 0,76 for p, which
remains stable across variants. The introduction of the proximity
parameter x (Col. 2 vs 3) does not cause very large gains in log
likelihood but the estimated value (about 0.5 when BCT are present)
is reasonable. In fact, as shown in Figure 7, the parameter n is
quite different from 0 (in practice from 0.01 as R in (14-D) strictly
vanishes at oo or for r = 0), which means that one €an confidendy
reject the idea thar distant neighbours matter much?,

.
*  For case 6 shown in Figure 7, values of the loglikelihood at 1 and 0,01 are -2996.83 and -3008.94; for our
preferred case §, they are, respectively ~2999.14 and -3014.57. These exaci values clearly give a boter idca
than the more approximate r-statistics shown in Tables 3 and 4.
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Tanie 2. Generstion-Tist zibut jon Mogels,
Urility feos wariant 3 iTable 7). Germany 198%

Firsy Orger AR-C-D process

(Symeetric Fions)

VARIANT 1 2 3 . y + 7 2 1) 10 1
CLASS 106 106+ LOG» BCYs B2+ BCAe 1L0G LOG BCl. weze LN
SUBCLASS LY AUL PR AURE AUsPR AIPR FURT I\ A PRONG  AUCPRIHG
INDEPENDENT VARIABLES EIASTICITY
pppERaR IR T (CONDITIONAL t)
POPULATION x1 1.37 1.83 1.63 1.4% 1.4% 1.41 1.63 1.62 1.46 1.48 1.42
114.39) 117,40 116,97 112,743 113.79 113,63 117,27 {16.5%) 32,703 113.37 113,66}
INCOME x2 3.3 1.80 1.860 1.%% 1.4% 1.3% 1.82 1.63 1.58 1.47 1.3¢
£10.18) 1%.9%) 19,95} 12.39) 17,94} {7.41 110.14) 19.87) {8.51) i9.16} 17,56
VIILITY x2 .40 G.24 Q.25 ©.3% 0.24 .24 0.24 0.2% 0.20 .24 0.4
{9.68) 15,401 15,593 “.31 15,71 5.7} 15.70) i5.09) 14.56) 13.88) 12,79
HETEROSXEDASTICITY
s12E 1 0.02 08.0% .08 £.0% o.0¢
3.80) .78 11.50 13.18% 10,76}
BOX-COX TRANSFORMATIONS PARAMETER VALUE
Lttt (UNCONDITIONAL t with PAR~C}
CUNCORTITIONAL t with PAR=1>
WETELROSKEDASTICITY
LAMBDA 13 ©.78 0.74 0.72 ©.51 0.39
10.40) 10.39) 16.32) 1IN 10.08)
«-0.12> <-0.140> <-0.12> <-0.17> <=0.13>
DEPENDENT VARIABLE
LAMBDA Y 0.00 0.00 ©.00 ~0.34 -0.48 -0.43 ©.00 ©.00 -0.33 ~0.46 ~0.41
(-3.031  (-5.301  1-4.54) 1-3.01)  (-5.311  =4.50)
¢-12.08> «-16.77> <~15.71%> €-12.75> <-16.92> <-13.67>
INDEPENDENT VARIABLES
TAMBDA x £.00 .00 0.00 ~0,34 .54 0.71 ©.00 0.00 -0.33 ¢.52 0,63
(~3.02) 3.18} 12.50) {-3.011 £3.31) {2.403
<-12.08>  <-2.733  <-1.00> 12,255 <~2.87> <110
x2 0.00 0.00 0.00 -0.34 0.5¢ 1.64 ©.00 0.00 -0.33 ©.52 1.5¢
-3.03) (3.18) 11,903 {=3.61) 13111 1.7
<c12.08>  <=2.72> <0, 74> <-12.2%>  <-2.87> €©.63>
x3 2.00 .00 0.00 ~G.34 0.%¢ 0.41 0.00 0.00 -0.33 0.52 0,41
. {-3.03 $3an 1. -3.61) £3.11) 1.7
<~12.08> <-2.72> <=2.448> 12,350  <-2.9%> €e2,49>
PATIAL CORRELATION PARAMETER VALUE
commmmrna (CONDITIONAL t with PAR=0}
CCONDITIONAL t with PARe1>
© ané D: DIST. (100-100 km)
RHO (DIST_OD} 0.76 v.80 ©.79 0.76 0.73 ©.7? 0.0 ©.20 0.7¢ .74
10,65} *#.10 {71.531 i5.89) {s.08) {10.83) {e.32) a.m £5.90) 15.07
£1 (DIST_OD) 1.00 0.74 0.67 ©.52 .49 1.00 0.74 0.68 .57 0.%0
2.4 2.233 7n.n 1.59) 12.34) 12.18) 11,69 9.513
<-0.86>  <-1,10>  <-1.62> <-1.57> <=0.82>  <-1.08>  ¢=1,35  <-1.50>
DG~ L1KELI HOCD -3087,31 -3029.34 -3078.%2 ~3019.40 -2997.58 ~2995.30 ~3027.96 -3027.46 .3018.32 -2997.07 -7995.10
SEUDO~ (L) ~R2 0.51 0,93 0.93 0.93 0.94 0.94 ©.93 0.93 0.93 0.94 0.94
adjusted for D.F.}
JMBER OF PAIRS 286 208 288 286 84 286 86 286 86 208 286
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Tabis 4. Ganerec don-biatrivuzion Models, 33CONE Orawr AR~C-o process

Utility from Variant 3} {Table 23, Germany 19s% tBymmeisic Flowa)

VARIANT 1 7 3 4 s 3 1 » 9 10 1
CLASS 106 oG L0G+ BCle B2+ BCes 106 106+ BCle B2 BCAs
SUBCLASS LY AUsPR AUSPR AUsPR AUSPR CeRG AUSPROHG  AUSPROHE AU« pRong AUSPRowg
IBGEPENDINT vamiaBLLs ELASTICITY
et ———— {CONDITIONAL ¢
POPULATION a3 1.37 1.60 1.61 1.47 1.50 1,42 i3 1.60 1.47 1.30 1.41
G435 aree 110 13.200 w29 34 2298 1 a6 G220 a2,y
INCOME x2 1.33 1.4 1.44 1.38 1.38 1.29 1.48 1.4 1.42 1.41 L.
.16 18.46) ®.1n 17.05) 15.50) 16.50) t8.72) 5,23 7.1 693 16,47
uTILITY x3 ©.40 .31 £.31 0.27 0.32 ©.31 0.31 0.33 ©.27 0,37 0.32
(5. 68) 1.0n .18 .30 .am 17,29 17.0%; 1718 (6.15) o.0n 7,34
HETEROSKEDASTICITY
s12e E3Y s.02 6.02 0.07 ©.01 -0.03
t.2n .13 t0.e3) 10.54;  -0.785
BOX-COX TRANSFORMATIONS PARAMETER VALUE
e e e {UNCORDITIONAL t with FAzep;
SUNCONDITIONAL t with $pzeis
HETEROSKEDASTICITY
LAMBDA 2 t.e0 c.2% 0.17 o.01 3.0
.15 10.10; .08 it.00) .50
€I 0.3 <0120 cugy5s <0, ¢8>
DEPENDENT VARIABLE
LAMBDA Y €.00 0.00 0.00 ~0.33 ~0.49 -0.43 T.te 0.00 -C.3z2 ~0.50 ~0.43
23,021 (-3.000  (-4.30) (=2.98)  (-4.99)  j.el4y
1237 <1503 <-14.82> r12.25> «-15,0%5 «-14.71>
INDEPENDENT vARIABLES
IAMBOA x3 ©.00 ¢.00 0.00 -0.33 ©.46 6.7 c.oo ©.00 -0.32 ©.45 0,75
=3.02) 3,06 2.5 -2.98; 3,04 2.324
12,27 «<-3.82 <=0, 90> «<-12.25 <2367 0.7
x2 0.00 0.00 o.00 -0.33 0.4 1.97 c.20 c.o¢ -0.32 0.4 2,06
i~3,02; 13.06) t2.00) -2.99) 13.043 12,10
<12.27 <362 <0. 96> 12.255  <-3.67> <1.08>
x3 ©.00 8.00 0.00 ~0.33 0,46 0.3% c.ee ©.00 ~0.32 0.4 0.34
-3.02) .06 11.80) t-2.98) 3.04) 11.7¢)
12,275 <-3.62>  <-3.38> 12.255  <-3.67  <-3.48>
SPATIAL CORRELATION PARAMETER VALUE
T ————-———— ICONDITIONAL t with PAR=0)
<CONDITIONAL t with papels>
0: DIST. {100~180 kmy
RHO (DIST_0) 0.42 0.48 0.42 0.38 0.3 0.42 0.48 0. 43 0.38 0.30
5.15) 4.29) 13,611 €2.60) .87 5.0 “.29 0. 60 12,59 n.e
*1 D157 _o) 1.00 0.70 0.6¢ 0.31 0.52 1.0¢ 0.7 c. 68 0.31 c.a3
1.97 1,70 1.0%) 10,06) 11.99%) .26 .04 10.76)
€-0.96>  <-0.06> <oi.02> <=0.79> €=0.79  <-0. 81> <~1.00> <0.7%>
©: DIST. (100-180 xmy
RHO (DIST_D) 0.41 ©.40 0.41 0.7 0.21 ©.42 0.40 0.43 0.27 0.20
3.10 £2.50) 2.8 .18 (0.843 {3.c8) (2,49 2.5 1.1 ©.79
?1 (o187 D) 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
1.1 .45 .06y {0.88) 1.3 1.¢4) {1.06) .8
<0.00> <0.00> <0.00> <0.00> <0.00> <0.00> €0.00>  <o.00>
L0G- L1 KELT HOOD ~3057.31 -3042.08 -3041.47 ~3032.10  -3010.11 3006, 68 ~3041.50 -3040.97 -303;1.p2 ~3010.00 -3005.84
PSEUDO- (L} -R2 .91 0.82 0.92 6,93 0.9¢ 2.94 0.9z 0.92 2.93 0.9¢ 0.9
fadjusted for p,r,, .
NUMBER OF PAIRs 288 286 286 206 286 286 286 tL) 296 288 ELL]
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» specific resulis . the most important impact of the introduction of autocorrelaton is
the large reduction of the clasticity of the utility index (from 0.40 10
0.24), as onc would expect if an I1A consisient model understated
the impact of substitute destinations. A second result is an increase
in the elasticity of the Population and Income terms (Col. 1 vs 2).
In this case, the elasticities of the expected value of T;; are defined

as N

1 QE(T) X,
CGESES DU G F) o

where the formulas for the derivatives are supplied in detail in Liem
and Gaudry (1994a) for all values of Ay, Ay, and for the specifications
where Z,, is used in (7-B) - in which case we want the clasticity
of T 10 Zm. as found in the heteroskedasticity subsection in the first
part of both Table 3 and 4. A third result is that the logarithmic form
of the utility term U should probably be rejected, as onc compares
Column 5 to column 6.

Figure 7. Behaviour ol tog-iikelihood of varlant 6 {Table 3) over plete range of prox} ity par »
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However, using two proximity structures simultaneously may be more fragile than using
only one, especially if the values of p1 and p are quite close to each other - if they were equal,
one would implicitly be adding matrices R, and Ry and implicitly violating the normalization
rule for the resulting matrix. To explore this point further, we made tests shown in Table
A.l of the Appendix, using only multiplicative models. As the value of 72 always converged

lag structures.

The conclusion 16 be drawn from these two series of tests is that the inroduction of spatial
competition through an autoregressive contiguous distributed process works as expected in the
sense that the elasticity of the modal utility index (or inclusive price) falls as expected where
autocorrelation is positive and accounts for the influence of substitutes, but that the additional role
of the proximity parameter in determining the relative influence of closc and distant neighbours
very much depends on the specific spatial features captured by the residue impact marrix
construction rules.

5. Implications of the approach: the Quasi-Direct Format (QDF)

In effect, one way to view the application is 10 combine the generation-distribution equation
(1) and mode choice equation (24) as a product that explains trip demand by mode T, namely,
neglecting the subscripts for origin-destination pairs:

Tn=7 pm |, @7
which is the quasi-direct format proper (QDF) in which the dot separates total demand and
market share pans

T=gd((Al}rU) (28)
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and

pm = UmflU m=1,.,M 29

where
Umsum({Nn)’{Al}) s (30)
U=(U1+...+UM) . (31

and the sets {A,} and {Na} respectively denote socioeconomic (s =1,...,S) and network
variables (n = 1,..., N), and g"(~) and upm(-) arc functons like (7-A to 7-C) and (3) + (20-B).

Using QDF means that the effect of any variable X, on T,., trip demand by mode, can
be decomposed between its impact 0 P, mode share, and its impact on T°, total demand
irrespective of mode. If this effect is expressed in terms of elasticities 7. it is easy to show that,
because QDF is a product, we have

[n of Mode] = [y of Total] + [n of Share]

I

or (32)
T X3) = (T Xe) + 0(pms Xi)
where three interesting cases arise according to whether Xi
Case L) is in the Total model, but not in the share model — X is in effect an A, variable
in (5);
Case 8) is in the Share model (and consequently appears also in the modal utility term
U of (5)%

Case LS) is in both the Total model as an A, variable and in the Share model (and
consequently also appears in the modal utility term U of (5))

namely, explicating (32):

(T, Xe)y = 1T, Xe.a) (33-L)
2WTms Xi)s = AT, U) - n(U, Xew) + 0(pms X&) (33-5)
2(Toms XY s = 7(T: Xea) + 0(T.U) - 2{U, Xe.p) + nlpm, X&) (33-LS)
A B C
) Q) © (33-QDF)

(F) (E) (D)



Naturally, we are especially interested in the modal utility, or inclusive value, term U for
which (32) is writen more explicidy as (33-S), 2 decomposition that makes explicit the two
elasticities already shown in tables above, namely (D) in the mode choice model and (A) or (B)
in the generation-distribution model. In addition, the decomposition presents the opportunity
o compute (E) and (F), as well as what we shall call the DIVERSION RATE, an interesting
statistic obtained from the explication of adjusiments in T to distinguish how much comes
from a variation of total demand (the INDUCTION RATE) and from a diversion to or from
other modes (the DIVERSION RATE). We examine these in turn.

5.1 Explaining trip demand by mode

A question that immediately arises when we look at (33} is whether there can be 2 problem
of consisiency among the various parts of the formula that explains wip demand by mode. Is it
possible for instance that the mode share variation subsequent to a change in X; be offset by
the generation-distribution part in such a way as to imply a smaller impact on trips by mode
(F) than the mode shift (D) requires?

We have already pointed out that, because estimates of (B) were obtained conditionally
upon estimates of (D) — an hence of (C) -, the sequential estimation procedure is inefficient
(but computationally tractable) and may also be inconsistent: Laferriere (1988) has shown, in
a single-mode mode! of air travel demand where itinerary choices were explained, that joint
estimation of (A)(B)-{(C)-(D)] was efficient in the sense of yielding a better fit, but has not
analyzed statistical consistency issues.

The intuitive meaning of the consistency question is mathematical. To answer it, note that
(B) is assumed 1o be positive and that (C) and (D) are assumed 1o be always of the same sign.
It follows that (F) is at least as large as (D). Consider the following cases

i) if total demand is unresponsive to modal utility, then (B)=0 and the irnpact on trips by
mode equals the impact on the modal share: (F)=(D);

i} if modes are perfect complements (not a very realistic case), then (D)=0 and, assuming
One can make sense of the case, KF)l is at least as large as KD)I;

iii)  only if (C) and (D) were opposite signs could inconsistency arise in practice. This would
require the mode choice model to allow for very strong cross-effects. “This would occur
if as €% say decreased, ¥ + ... + e simultaneously increased more, so that the sum
U = 3 e" increased as e¥* decreased. This is conceptually possible in a model, such as
the ge';eralizcd Box-Cox Logit, where all network characteristics can be #included in all V;
utility functions; however, as in systems of demand equations cross (off—diagonal) effects
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are normally weaker than own (diagonal) effects - otherwise one would ask questions
about the definition of the goods considered -, this is unlikely to occur in general and
impossible in a standard Box-Cox logit model. It could arise in a generalized Box-Cox
logit model or in other specifications that allow all network characteristics of all modes

to appear in cach utility functions of each mode.

5.2 Allocation of change in trip demand by mode: diversion and induction

Consider the “stylized hypothesis” concerning the TGV line from Paris 1o Lyon® shown
in Table 5. The QDF format allocates the increased traffic on the link between generation-
distribution and mode choice. Granted that (F) is at least as large as (D), how can the increased
flows shown in Table 5 be understood?

Table 5. Parls-Lyon Stytized Hypothesis®

Mode Al Traln Car Total
Belore TGV opening 30 30 40 100
Aher TGV opining 10 75 a5 120

* The numbers are not real and were presented for the sake of argument by Oliviesr Moretiet of INRETS.

In effect, the Quasi-Direct Format (QDF) distinguishes between the impact of a variable on
mode choice and its impact on the 1otal demand, according to the 3 cases of (33). The benefit
of this procedure is 10 concentraie the variables that are most relevant for either problem in the
appropriate part of the formula. It can be conjectured that the recent tendency 10 increase the
number of socioeconomic variables in mode choice models is largely due 0 2 disproportionate
effort to study the mode choice problem at the expense of the generation-distribution model, and
that a more balanced approach is necessary. Eventual joint estimation of both models should
induce a migration of some socioeconomic variables from the mode choice to the generation-

distribution piece.

A uscful way of understanding the changes in rail demand represented in Table 5. and for
that matter the change in the demand for any mode, T, resulting from changes in the k**
characieristic of the m** mode, X[, is to view it, following Liem and Gaudry (1994b), as a
component of

9T _ 8Tm 3T, ]
FxXF - oxp | > 5% B4-A)

& actual before and afier (1993) market shares for the AVE Madrid-Seville 470km link were: Tberia Airline
18 %, 7 %; Train: 20 %. 44 % and car 51 %, 39 % (The Financial Times. 15/3094).
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namely as the resuli of the decomposition of a change in iotal demand 7 into an effect on mode
m, T, and a remaining effect on the other modes T;, {with j # m). This tautology can, along
the lines suggested by Laferrigre (1992), be mansformed 10 yield, afier multiplication of all terms
by (X{*/T) and multiplication of the first term on the right hand side by (T /Tom) and of the
second term by (T;/T;):

Trap = Pulpsp ¥ 2P0, o (34-B)
i#m '
’ir,x;" =1 + Z P, ’ir,.xr , (34-C)
pm n?.,..x:. i#m pnqr.mx:"
(IR) =1+ (DR) (34-D)

which defines a diversion or substitution rate DR, and its complement the induction rate /R,
The former is

Nopxm
DR(Tp, Xy = 120 ¢ (35)

m
T,,..X. "

It captures the diversion or rate at which modified demand for mode m results from diversion
to/from other modes, as opposed 1o changes in total demand. However, as the signs of the
elasticities in (35) clearly marter, the diversion rate does not neatly fluctuate berween -1 and 0.
Let us discuss its behaviour, starting with the simplest case.

If wotal demand is insensitive 10 X i the diversion rate is -1: the change in modal demand
arises completely from a substitution among the modes as one more rip by mode m implies one
trip fewer by the other modes, Similarly, if the share elasticity 5(Pm, XI") is O, we must have
by (32-33) that the modal and total elasticities are equal; if it is also the case that the share of
mode m is equal 10 1, then the diversion rate equals O,

In the “usual case” of a network variable belonging only to the representative utility function
of its own mode (X + is only in V), a diversion rate of -0,80 simply means that 80 % of the
effect comes from a diversion from other modes and 20 % from a modification of total demand,
because the induction rate /R = 1+ DR. In the more complex case of a network variable
belonging to its own and other representative utility functions ~ this may occur in a generalized
Box-Cox logit model or in other models of a more complicated fabric than the standard Box-Cox
logit model - the diversion rate could be positive. The difference between these cases is that, if
the modes behave as substitutes, DR < 0: if they behave as complements, and both diversion
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and induction rates reinforce each other, then we may have DR > 0. In the more usual case
of a socioeconomic variable appearing in more than one utility function, the diversion rate can
clearly have any value as, for instance, the modification in the demand for mode m may well
imply much more than a 1 to 1 diversion: a rate of -3 would mean that modifications of X[
result in relatively large impacts on modal demand T, perhaps because the total elasticity 7,
in (38) is relatively high, or the market share of the mode, pm, is relatively small. Indeed the
formula makes it clear that smaller modes will naturally have higher diversion rates to/from other
modes, and that models with lower 7 will have diversion rates closer to ~1. The diversion rale

takes into account the sign of the various effects.

By contrast, Laferriére’s “diversion index” is obtained by considering the absolute value of
T /OX in (34-A). This yields

o ym
DITm XP) =1 = ———— (36)

Ton X Pm

which is restricted betwecn 0 and 1 for the «ysual case” mentioned above but is not in the more
general case of 2 network or socioeconomic variable belonging to many representative utility
functions. Laferriére also points out that, if the total demand model is multplicative, diversion
can be expressed more simply in terms of By, the elasticity of the modal utility term, which

would imply for our diversion rate
(Bu = 1)1 = pm)

1+ (BU - 1);;,,. en

DR(Tm,X{") =

We also note that, if observed shares pmare substituted for estimated pm shares in (37), a “quick
and dirty” measure of the diversion rate can be easily computed for this special case.

5.3 Derived modal elasticities and diversion rates

In Table 6, we have regrouped the principal results of interest within the quasi-direct format
QDF defined by (33-QDF) and (35). In the first part of the table, one finds elasticities (A) and
(B); in the second part, one finds (C)-(F), as well as the Diversion Rate. More formally



Level (A) fy(T,X)
{t-statistic of underlying coefficient)
(B) : T, U)
(t-statistic of underlying coefficienr)
Share {05 B (U, X)
D) pipm, X)
(i-statistic of underlying coefficient)
E:w(T) = (4)+(B)- (0
B (D) +(E)
DR : (E)/(F)- pm] =1

(38)

impact of adding autocorrelation, proximity and BCT under R = (NORIC-OD) and the las;
three (Columns 5-7) under Ry = (NORIC-O) and Hy = (NORIC-D). The reader should also note
that, as the mode choice model is the same for al] 7 cases, the lines for (C) and (D) are naturally
identical across columns; similarly, within a column, diversion rates for a given aliernative are

the same for all network variables’.

The most interesting result in Table 6 is that, as expecied, the inoduction of spatial
correlation not only reduces the elasticity of the utility term from 0,40 in the first column
10 a much lower valye in other columns, byt also makes the diversion ratios closer w0 -1 for
network variables. This simply means that the effects on modal demand 7;, come relatively
more from diversion than from induction, a perfectly reasonable result.



Table &,

share (Sw), Total (T} and #odal
Models from Table 3 and Table 4.

{Tm} Elasticities; Diversion Rates 1D.8.)
Germany 1985 (Symmetric Flows}

VARSI ANT 3 2 3 4 L] 3 3
LEVEL ¥ 1LOG+ . BCAs 106G+ - BCA.
[ AUL+PR AUY+PR AU1$2 AU 92+PR AUI*2¢PR
SHARE VARIANT 3 VARIANT 3 VARIANT 3 VARIANT 3 VARIANT 3 VARIANT 3 VARIANT 3
LEVEL
POPULATION EL{(Y,X} 1.373 1.628 1.610 1.410 1,899 1.607 1.422
ity (14,29 ¢ 37,430 L 16.96) ( 13,63 ( 17,98} | 17.79) 1 12,40
INCOME EL(T,X) 1.328 3.398 1.597 1.3%2 1.401 1.441 1.288
i)y t 10.18) ¢ 8.9%) 9.95) 7.43) 848y #.17) ., 50}
UTILITY BT, V) o, 400 0.236 ©.247 0.23¢ 9.311 0.231% 0.311
) 4 9.683 $.401 5.5%) ( 5.73) 7.02) 7.16} 7.35)
SRARE
ALTERNATIVE (MEAN = 0.111): AIR
PRICE-AIR £L () -0.203 ~0.202 -0,203 ~0,203 -0,203 ~0,203 -0.203
EL(Sm} ~3.875 ~3.87% «3.875 ~3.87% -3.87% -3.87% ~3.875
ity { -€.991 ( -6.99) { ~6.99) § -6.99) ( -6,99) { ~6.99) { -6.3%9)
EL(TY ~0.081 ~0.048 ~0.050 -0,048 ~0.063 ~0.064 ~0,063
EL{T™) -3.9%7 ~3.923 ~3.92% -3.923 ~3,938 -3.939 ~3.939
B.R, ~0.81% ~0,890 -0.88% ~0.890 0,855 0,853 -0.,855
SPEED~AIR LD 0.02% 0,02% 0,02% 0.02% 0,025 0,025 0.02%
E£L{5m) 0.470 ©.470 0.470 0.470 0.470 ©.470 6.470
[1 %] t 4,971 ¢ 4.97) o 4.97 ¢ 4,971 4.971 4.97) o .97
EL(T) 0.610 0.006 ©.008 0,008 0,008 ©.008 0.008
ELA(Tm) ©.480 0.476 0.476 c.476 0.477 0.477 0.477
D.R. ~0,81% ~-0.890 ~0,685 -0,890 -0.855 ~0.853 ~0.855
DIST-AIR EL () -0.063 -0.083 -0,063 ~0,063 -0.063 -0.063 -0.063
EL{SM) -1,200 -1.200 ~1.200 -1.200 ~1.200 -1.200 -1.200
(13 { -4.34) ( -4.34) -6.34) ( -8.34 ( -430 ~4.34) ( -4
EL{TH -0.025 -0.015 -0.016 -0.01% -0.020 ~0.020 -0.020
EL{Tm) ~1.22% ~1.21% -1.216 -1.21% ~31.220 ~1.220 ~1.220
D.R, -0.815 ~C.890 ~0.88% ~0.890 -0.855 ~0.08%3 ~0.85%
FREQ-AIR EL (U} ©,003 0.003 0,003 0.003 ©.003 0.003 ©.003
EL{Sm} 0.05%9 0.0%9 ©.059 0.058 0.059 c.059 0.05%
i) i 6.99) { 6.9 6.99) £.991 { €.99) { €.99) { 6.99)
EL(T) 0.001 ©.001 0,001 6.001 0.001 0.001 0.001
EL{Tm) 0.061 0.060 ©.060 0.060 0.060 0.060 0.060
D.R. -0.815 ~0.890 ~0.885 ~-0.890 -~0.855 -0.853 -0.85%
ALTERNATIVE (MEAN = 0.223): RAIL
PRICE~RAIL EL{U} ~3.000 -3.000 -3.000 ~3.000 -3,000 -3.000 ~3.00C
EL{Sm) ~14.675 14,675 “314,87% ~14.675 ~14.673 ~14.675 ~14,67%
(3] { -6.99) 1 -6.99) ({ -6.99) ( -6.99 { -6.99) [ -6.99) ( -6.99)
EL(T) ~1.200 -0.708 ~0.,741 ~0.708 ~0.933 -0.945 ~0.933
EL{Twm) -15.874 -15.382 -15.43% ~15,382 ~1%.607 ~1%.619 ~15.607
D.R. 0,661 ~0.793 ~0.784 ~0.793 -0.732 -0.728 -8,732
SPELD~RAIL EL{U} 0.013 ©.011 0.011 ©0.011 0,031 8.03113 0.011
EL (5m) 0.054 0.054 0.054 0,054 0.054 0,054 0.054
{t) ¢ 4.9 4.9 @’ ¢ 4.9 ¢ [ N 4.97) ¢ 4.97)
ELIT) 0.004 0.003 0.003 ©.003 0.003 0,004 0.003
EL{Tm) 0.0859 0.0%7 0.057 6.057 0.058 0,058 0.058
D.R. ~0.661 ~0,793 ~0.764 -0,793 «0.,732 -0.728 -0.732
DIST-RAIL  EL(} -0.21% ~0,215 -0, 1% ~0.21% -0.21% ~0.215 ~.215
EL (5m) ~1.0%3 ~1.0%3 ~1.083 ~1.053 -1.0%3 ~31.053 ~31.083
{t) { ~6.34)  -4.30) ( -430) 4.38) { -4.34) { -4.34) ( -4.34)
EL{T) ~0.086 -0,051 -0,053 ~0.051 ~0.067 ~0.068 ~0.067
EL{TW) -1.1389 ~1.104 ~1.106 -1.104 -1.120 -1.121 1,120
D.R. -0.661 0,793 0,784 -0.793 ~0.732 ~0.728 -0.732
FREQ-RAIL EL {0 0.132 0.132 ©.132 0.132 0.132 0.132 0.132
EL {Sm} 0. 644 0.644 0.644 0,644 0.644 0.644 0.644
[i3] ] €.99) 6.99) { $.99) €.99) | 6.99) { £.99) 6.99}
EL(T} 0.053 0.0 ©.033 ©.031 0.041 0.041 0.04)
EL(Tm} 0.697 0,676 0.677 0.678 0. 685 0.686 0.685
O.R, -0,661 -0.793 -0, 784 -0.793 0,732 -0.720 ~0,732
POPOOLA £L (U} 0.689 0,688 0. 688 0.688 v.s8E 0,688 O.608
EL {Sm} ~5.226 -5.226 -5,226 ~%,226 -%.226 ~5.226 -5.226
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ity t ~3.835 ( -3.831 ¢ ~3.83 ¢ -3,8m ¢ ~3.83) ¢ ~-3.83 ¢ ~3.8%

£L1) 0.378 0.182 0,170 2,182 0.214 o917 9.314
£L iTm) c4.951 -5.063  -3.056 5583 -5 012 =5.005  .3.p17
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6. An overview of the application to Canada, 1976

A question of great interest is whether these results for Germany are somehow unique. To
answer it we performed a parallel series of tests on a 4-mode intercity flow marrix for Canada.
We will outline here the distinguishing features of this application, focusing on significant
resemblances or differences from the German case.

6.1 Flow selection and residual impact criteria

The symmetric O-D matrix contains 120 pairs for which intercity passenger travel was
observed in Canada: intercity scheduled buses are the fourth and distinguishing mode and
represented 2,6 % of the annual marker in 1976. As for the German case, we explain the
average O-D flow,

In order to make the specification interesting, we decided to consider the greatest possible
number of contiguous neighbours, without requiring a minimum distance. This maximum occurs
around 320 km: beyond this distance, the number of “neighbours™ increases slowly and they
cannot reasonably be described as contiguous. We then defined the three analogs of (NORIC-
), (NORIC-D) and (NORIC-OD). But we also decided 10 define two further residual impact
criteria matrices:

= 1 if the flow is associated with a city of popula-
ti i ithin 30 % of th lati f th
Let r, { ion size within of the population of the (DORIC)

city at the origin or destination; .
= 0 otherwise.

and
if either the flow has the same destination, or

is a neighbour of the origin, or conversely; or
Le { the flow is associated with a city of population
1 rep,

it
—

size within 30 % of the population of the city | » (NODORIC)

at origin or destination;

It
<

otherwise.

where clearly the direcied order used for (DORIC) is intended 10 represent potential competition
among cities of the same size class as those involved in the current OD pair and (NODORIC) is
the union of (NORIC-OD) and (DORIC). Table 7 summarizes the characteristics of the resulting
5 residual impact matrices.
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6.2 Model specifics

The mode choice model differed slightly from the German model in terms of soCioeconomic
variables, which comprised

REVE = the geomerric mean of per capita average income in cities at the
origin and destination; )

LANGFR = an index of linguistic similarity at the origin and destination, defined
as {100 - (% French speaking al origin) - (% French speaking at
destination)l};
ODREG = a dummy variable equal to 1 when both origin and destination are
within the same province, and O otherwisc.
Table 7. impact Matrices, Canada 1976, 120 0-D palrs
R matrix with Number of ines . Cheracieristics
distance by car With poaitive elements of positive eiemants
between Totsl | NONE SOME per fine
O snd 320 km
difterent dentical MIN MAX  MEAN
NORIC-O 120 14 102 4 1 7 2.83
NORIC-D 120 37 83 0 1 10 2.85
NORIC-OD 120 6 102 12 1 12 5.68
DORIC-POP 30 % 120 4 114 2 1 8 4.13
NODORIC-OD + POP 30 % 120 0 120 4] 1 19 8.48

In addition, the car aliernative inciuded the variable

NUITA = number of overnight stays if the car is used

and, for the air mode, frequency is defined as

FREQI = {min [air frequency, max (rrain frequency, bus frequency)l}-

" The Generation-Distribution model includes the linguistic pairing index variable LANGFR,
in addition to the three other variables. Generally then, the model for Canada differs slightly
from the model for Germany. We now summarize the results shown in details in Appendix B.
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6.3 Resulis

Mode Choice. As in the German case, one can see in Table B.1 that there are large gains in
allowing for BCT which suggest a logarithmic form for distance ~ as in the German case - and
for speed; however, both frequency - as in the German case and price should enter linearly.

Generation-distribution, The BCT cannot improve significantly upon a multiplicative form
if it is constrained equal. However, if the BCT on the dependent variable is allowed 10 differ
from the BCT on the explanatory variables, large gains in log likelihood occur in both Table B.2
and Table B.3 (comparing Columns 4 and 5) although the numerical value of the BCT remains
close 10 0. Allowing each variable 10 have its BCT makes further gains possible in both cases.
In particular, the logarithmic form of the utility term U is rejected, as for the German case.

As in the German case, the introduction of autocorrelation with (NORIC-OD) in Table
B.2 and (NORIC-0) and (NORIC-D) in Table B.3 yields large gains. However, the proximity
parameter # makes contributions only in the latter cases, because %1 gOes 10 zer0 (73 stays at 1)
at the “origin-contiguity”, in conwrast with the German case where 7, remained between Oand 1.
The maximum interaction rule applied in defining the contiguity matrix may explain this result:
the dense Quebec-Ontario corridor is such that the “tail” is very long: all origins compete.

It should also be noted that the introduction of spatal correlation lowers the elasticity of the
modal utility term about 10 % - in contrast with 20 % for the German case.,

The addin'onaj series of tests shown in Table B.4 probes further the nawre of the spatial
autocorrelation under the assumption of a multiplicative model. The idea is 10 compare (NORIC-
OD) results with (DORIC) results and then to test for their union (NODORIC). The (DORIC)
results show that one gains significantly in introducing through the structure of residuals the
notion of competition among cities of the same class size (the log likelihood gain from Column
1 10 column 4 is very large) but that one does not gain further (in Column 5) by introducing a
proximity parameter. It is also clear that (NODORIC) results are somewhat inferior to (NORIC-
OD) results and that the implicit constraint p; = p2 used in Column 9 is very restrictive.

Table B.5 presents QDF results for Canada. One should note that the diversion rates of the
two variables that are present in both total and share models (the income variable REVE and the
linguistc similarity index LANGFR) are positive, as (35) allows, and very large for the modes
that have a small market share.
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7. Conclusion

In this paper, we have developed a general approach to the explanation of ransport flows

that combines into a consistent format the traditional mode choice and gcncrauon-disnibution

models and enriches the overall explanatory power of these models.

A. In terms of specification, the chosen quasi-direct format

A.l. uses in the gcneration-disn—ibution formula a meaningful index of the attractiveness

or utility of the available transporiation aliernatives.

Frequently, gencration-disuibu:ion models use a very simplistic specification of the importance
of transportation, typically representing its role by a single variable, such as cost or distance by
a prevailing mode. In our approach, all price and service levels of all available modes appear
in the index because it is defined as the denominator of the logit mode choice model itself. In
consequence, 2 particular transpor price or service influences both modal choice and the total
amount of trip making. Moreover, it is known from utility theory that, under cenain conditions,
the natural logarithm of the index has a strict interpretation as the expected maximum utility
available over all wanspontation modes.

A.2. adds to the pair-specific variables currently used to explain each specific origin-
destination flow the influence of other aliernatives.

The most questionable feature of the specification of gencra(ion—disuibution models is that
they make the flow for a given origin-destination pair depend only upon the transpont and
socioeconomic conditions of that pair because collinearity arises as soon as the determinants
of other opportunities are also used — assuming that one can even select the appropriate subsel
of relevant other competing of complementary opportunities. Our approach solves both the
selection and the collinearity problems by formulating testable hy]}othcscs for the selection of
relevant alternatives on the basis of correlation among error lerms (normally caused by missing
explanatory variables in the models) and weighing the importance of such additional alternatives
through a correlation parameter that should generally reduce multicollinearity. This indirect way
of introducing “‘other” variables than “own” variables in the explanation of flows is flexible and

adaptable to the specifics of each problem.

B. In terms of calibration of the imponance of all variables, our procedures allow the data to
determine whether the best mathematical form is that most frequently used or different, for

instance
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B.L in the mode choice model we test whether changes at the maigin have a constant
infiuence on choice probabilities, and the extent 10 whick, in particular, asymmetric
reaction thresholds may be present.

the reaction of travellers. Our fiexible specification there fore swongly rejects the popular linear
form often accepted without due probing of its behavioura] meaning and empirical validity.

B.2. in the generation-distribution piece proper, we allow the interaction to be calibrated
and the data 10 move away from the common multiplicative form.

Although it is natural 1o expect spatial interactions, such as transpont or communication flows, 10
be determined by a structure in which the influence of each variable depends on the leve! of that
variable and other variables, as happens in a multiplicative model, we fine tune the nature of this
interaction, again through the use of Box-Cox mansformations. We find that some of the variables
should enter multiplicatively, but that others should not and may even enter additively. We find
large gains in adjustment 10 the data even when numerical values obtained for the Fansformations
are not apparently very different form those corresponding 1o a multiplicative form,

C. In terms of exwaction of information from the data, we purge the residual errors from any
systematic information that they may contain, thus simultaneously obtaining conditions of
the randomness, constancy of variance and independence that make our statistical tests more
reliable.

Due 10 the fact thar it js impossible to specify a perfect model, it is essential 10 make a model
of the error terms, 10 €xtract systematic information that they are expected 1o contain. The

influence the estimates obtained for all parameters of the swucture, They influence the meaning
of the structure, modify the effective patterns of correlation among explanatory variables and
qualify the measures of certainty and various tests that are usually performed for an ¥ explanatory
structure. Our particular emphasis on the spatial nature of information contained in gransportation
models in particular requires major innovations in existing calibration procedures. We found
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that such probing had significant impacts on the model parameters, notably on the elasticity
of demand, and that the impacts were in the expected direction: it has been shown elsewhere
(Picard, Nguyen and Gaudry, 1988) that impedances produced by these models are 100 high
because they do not take into account the input-output consraints that hold for the economy as

whole and incorporate a specific competitive spatial structure.

Our approach is therefore rich in terms of specification, flexible in terms of functional form and

effective in terms of extraction of information, or adjustment to the data.
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APPENDIX

Table .1, Generstion-Distsivution Rodels, Difforent Reslcus! Impec: Criteris
VLility from Variam: 3 iTable 23, Germany 3%8% 1Sym'.~ez:x: Fiows)
VARIANT 1 7 3 4 3 € 7 8 9 10
fLass 106 LOGe 106 106+ 106+ 106+ 106 106 06+ Loge
SUBCLASS AU AUsPR Ay AiePg A AUepp AUOPR Ay AU+PR
INDEPENDENT VARIABLES ELASTICITY
e ———————— (CONDITIONAL 1)
PUPULATION X1 1.37 1.43 1.46 1.4% 1.49 1.80 1.61 1.8 1.63 1.61
114.3%) 116,83} {16.83) 116.33) 11€.34) 117.98) 117.%0 177,78 i17.41) 6.8
INCOME X2 1,33 1.%0 1,32 3.2 1.32 1.42 1.48 1.463 1,80 1.60
10.16) 13,50 19.31) 19.2%) (8.29; i8.46) {8.43; 8,201 19.35; 19.95)
UTILITY X3 B.4¢0 2.33 ©.33 0.40 0.40 .31 0.31 ©.31 T.24 .23
£9.68) i7.50) {7,853 i5.8%) 19.83) 7.0 7,19 6. 98 {5,403 3.8y
BOX-COX TRANSFORMATIONS PARAMETER VALUE
R R, {UNCONDITIGNAL t with PAA=0)
SUNCONDITIONAL ¢ with PAR=1>
DEPENDENT VARIABLE
LAMBDA Y .00 2.00 G.00 0.00 ¢.00 ©.00 .o¢ c.00 .00 c.o¢
INDEPENDENT VARIABLES
LAMBDA X1 0.00 o.00 0.00 0.00 0.00 ©.00 6.00 0.00 v.c0 e.co
x2 o.00 .00 ©.oC .00 £.00 ©.00 €.00 c.oe t.00 0.80
X3 ¢.00 b.00 0.00 0.00 9.00 ©.00 G.00 0.00 0.00 e.00
SPATIAL CORRELATION PARAMETER VALUE
e e ————— {CONDITIONAL t with PARwd)
<CONDITIONAL t with PAR-1>
O DIST. (100~180 km}
RHO @IsT_0) .40 G.46 e.42 .48 0.42
{4,621 4.2 {5.1%) 14.38) 5.1%)
PI IDIST_O) 1.00 C.81 1.00 0.1 1.00
11.80) 12.0%;
€=1.03> <~0.90>
D: DIST. (100-180 km)
RHO ®IsT_D) C.36 C.3s 0.43 C.40 0.41
12.1%) {1.90) 3.10 3.00 {2.49)
P1 misT_DY 1.00 1.00 1.00 1.00 1.00
i1.z28) 1.47)
<0.00> <0.00>
© and D: pIsT, 1100-180 xm)
RHO {D1sT_oD) . 0.7% 0.80
{1c.65) 8.1
P1 1sT oty 1.00 0.74
(2.22)
<-0.86>
106~ LIKELIHOOD m3037.31 -2048.83 -3048.08 -3053.37 “3053.57  -3042.08 -3041.47 -30s2.08 -3029.3¢ ~3028.82
PSEUDO- (L) ~n2 0.5 0.92 0.92 0.92 0.92 0.92 0.92 0.97 0.%3 ©.93
{adjusted for p.F.)
NUMBER OF PAIRS 286 286 288 286 266 296 286 k113 288 286
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Table B.1. Linear and Box-Cox Logit Shére Models
canada 1976 (Symmetric Fiows)

VARIANT 1 2 3
INDEPENDENT BETA OWN ELASTICITY
VARIABLE COEFFICIENT {CONDITIONAL t}
NETWORK ALTERNATIVE: AIR
2 o O O R TR
F1/D1 GEN -1.37 ~1.67 ~0.95
(-5.0%) -5.29) (~7.38)
D1/T1 GEN 0.60 1.2% 1.16
(1.64) (5.87) (6.24)
DISTI1 GEN -2.7 ~2.22 ~-1.22
(-6.81) (-12.63) (~14.45)
FREQU1 GEN 0.29 0.38 0.26
(5.45) {(5.56) (6.25)
SOC IOECONOMIC
s e
REVE SPE 3.33 0.92 1.36
{1.69) {0.79) (1.29)
LANGFR SPE -0.28 0.17 0.40
(~0.92) (1.10) {2.53)
ODREG SPE -0.06 0.11 -0.03
{(~0.43) 1.24) (~0.29)
NETWORK ALTERNATIVE: RAIL
F2/D2 GEN -0.66 -2.06 -0.32
(~5.05) (~5.29) {~7.38})
p2/712 GEN 0.17 1.48 1.41
{1.64) (5.87) (6.24)
DIST2 GEN -3.75 -3.18 ~1.76
(~6.81) (-12.63) (~14.45)
FREQ2 GEN 0.22 0.50 0.25
(5.45) (5.56) (6.29)
SOCIOECONOMIC
REVE SPE 2.01 2.0% 1.92
(1.51) (1.41) (1.57)
LANGFR SPE ~0.22 -0.03 ~-0.19
(-0.94) {0.40) (0.30)
ODREG SPE 0.00 0.05 0.03

~0.13) (1.03) (0.17)

NETWORK ALTERNATIVE: BUS
F3/D3 GEN -0.58 -2.06 -0.26
{(~5.0%) {(-5.29) (-7.38)
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D3/73 GEN 0.17 1.51 1.44
(1.64) 15.87) 16.24)
DIST3 GEN -4.07 ~3.29 ~1.77
{(~6.81) {~12.63) {~146.45)
FREQ3 GEN 0.51 0.58 0.53
{(5.45) {5.56) (6.25)
SOCIOECONOMIC

REVE SPE 0.01 ~0.98 -0.57
(0.6¢6) (-0.21) (0.30)
LANGFR SPE 0.71 0.85 0.59
(2.42) (3.94) {3.62)
ODREG SPE -0.04 0.06 0.1¢
(~0.52) 1.27) (1.51)

NETWORK ALTERNATIVE: CAR
F4/D4 GEN -0.20 -0.89 -0.14
{(~5.05) {(-5.29) {~7.38)
D4/TS GEN 0.06 0.66 0.68
{1.64) (5.87) (6.24)
DIST4 GEN -1.14 ~1.38 -0.83
(-6.81) (-12.63) (-14.45)
NUITA " spe -0.21 -0.17 -0.29
(-7.99) (-4.58) (-8.43)

BOX-COX PARAMETER VALUE
{UNCONDITIONAL t with PAR=0)
<UNCONDITIONAL t with PAR=1>
LAMBDA PRICE 1.00 0.14 1.63
(1.99) (2.89)
<-12.20> <1.12>
SPEED 1,00 0.14 0.15
(1.99) (0.61)
<-12.20> <-3.82>
DIST 1.00 0.14 ~0.25
(1.99) {(~1.83)
<~12.20> <-9.06>
FREQ 1.00 0.14 0.85
(1.99) (2.70)
<-12.20>  <-0.47>
LOG-LIKELIHOOD ~537.74 ~494.56 -478.51
R2 (overall} 0.89 0.85 0.95
NUMBER OF PAIRS 120 120 120

2 N .
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Table 8.2. Generation-Distribution Hotels, First Order AR-C-D process
yrsiity from Varlant 3 {(Table B.1}, Canaaas 1976 {Symmetyic Flowal

VARIANT 1 2 3 4 s €
CLASS 106 10Ge 106 81 BCI+ BCE
SUBCLASS AU AUSPR AUCFR AU+PR AUSPR
INDEPENDENT VARIABLES ELASTICITY
—m—————— (CONGTTIONRAL t)
POPULATION X1 1.3% 1.42 1.42 1.44 3.53 1.54
125.4% {28.04) {28.36) {29.38) 132,66} 137,503
REVE x2 0.83 1.80 1.7 1.89 1.73 1.14
.20 12.39) 12.22} {2.50) 11.65) 13,20
LANGFR x3 .07 0.33 0,35 ©.37 ©.32 6.22
41,201 {4,083 14,16} 4.42) 14,69 16,639}
UTILITY x4 0.63 0.57 0.%7 0.55 .66 6.49

(42.33) 125.07 125.21 125.99) {21.33) Qe3n

BOX~COX TRANSFORMATIONS PARAMETER VALUE
s —————————— {UNCONDITIONAL t with PAR=0}
CUNCONDITIONAL t with PAR=1>
DEPENDENT VARIABLE
LAMBDA Y 0.0 .00 .00 ~0.02 0.08 .08
{1.39) (4.2 12.401
<-63.10> <~64.36> < 36.4D

INDEPENDENT VARIABLES
LAMBDA 33 T.00 G.00 .00 -0.02 -3, 05 .18
11.39 {~1,86) 2.5
<-£3,10> <~43.92» ¢«13.70>

X2 0.00 0.00 0.00 ~-0.02 ~0.0% 20.00
11.39) {-1.96} 13.24)
<~63,10> «-43,92> €1.18%

X3 ¢.00 0.00 o.00 -0.02 -8,0% -0.15%
11.39 {-1.3%81 {-0.43)
<-63.310> «<~41.52> «-3.31>

x4 0.00 0.00 ©,00 ~0.02 -0.0% ~0.08
{1.39 {~1.96) $-3.28)
< £3.10> €-43.97> <-44.72>

SPATIAL CORRELATION PARAMETER VALUE
——— i {CONDITIONAL t with PAR=0)
<CONDITIONAL U with PAR=1>
© snd D: DIST. < 320 xm

RO {DIST_ODM 0.7% 0.6 0.78 o.M o.26
{11.00) 110.9%) {i2.60 110.71) {7.823

F1 {DIST_OD) 1.00 0.84 0.86 0,44 .00
2.7 12,763 0.3 10.00)

<<0.52> €-0.45>  <=1.74><-37867.5>

LOG+LY KELY HOOD ~1318.24 ~1294.58 ~1294.48 ~1293.94 -1279.7) ~1262.%8

PSEUDO~ (L} ~R2 ©.9% ©.99 0.9% .99 0.99% ©.99
{adjusted for D.F.}

HUMBER OF PAIRS 120 120 120 120 120 120

50



Tabls 8.3, Geswration-Dlatribut ion Models, Seconc Orcer AR-C-p process
Utiiity from Variamt 3 (Table P11, Cansds 1976 iSymmstiic Flows)

VARIANT H 2 3 & 3 ®
CLASS L0G+ LOG+ LG BCI+ BCIe BC3e
SUBCLASS AV AP AU+PR AU+PR ALI+PR
INDEPLNDENT VARIABLES ElASTICITY
i s e e e {CONDITIONAL ¢)
PORULATION x1 1.39 1,43 1.43 1.46 1.%0 1.3%0
(25,45 25,61 (3329131 131.40) 137.0%) 130,00
REVE x2 0.83 1.32 0.5¢ 1.3% s.21 t.3
0.20 11,56 1.2 11.9%) 0.3 10.58)
LANGF R x3 .07 €.24 .29 2.3 0.2% 0.20
€1.20) (2.39) 3.7¢) 4.20) 4.22) 15.%¢)

vriLrTy x4 0.63 .80 B.54¢ ©.51 .66 C.67
142,33 21,28 118.76; €19.10) 122,203 122.83)

BOX-COX TRANSFORMATIONS PARAMETER VALUE
i e T {UNCONDITIONAL t with PARD}
CUNCONDITIONAL ¢ with PAR=1>
DEPERDENT VARIABLE
LAMBDA Y 0.00 0,00 .00 0,03 0.06 0.07
1,87 3.214 {2.0m)
<€=51,44> <] 72> €=29.05>

INDEPENDENT VARIABLES
lAMBDA X1 ©.00 6.00 o.co .03 ~0.0%6 0.18
3.5 -2.53 12,493
31,440 <-48.52> <-11.12>

x2 ©.00 0.00 ¢.00 ©.03 ~0.0¢ 6.5%%
11,57 2,53 "0, 14y

€=51_44> <~4B,52> <0.12>

X3 .00 0.00 0.00 0.03 ~0.0¢ ~0.25

{1.57) {-2,53 -0.42)
€-51.44>  <-48.82> «©2.12»

x4 o.00 ©.00 c.co 0.03 ~0.06 ~0.07
1.5 1~2.53) -2.7%)
<=31.44> <-48.52> <-44.08>

SPATIAL CORRELATION PARAMETER VALUE
e we . n—n——— {CONDITIONAL t with PARwD)
<CONDITIONAL t with PAR=1>
.01 DIST, < 320 xm

RHO 0157 _0) 0.42 ¢.59 . .83 0.52 0.%7
13.28) 16.18%) T2y 5.01 15,72y
1 (D3 5T_o} 1.00 ©.00 8.0 0.00 0.00
(0. 00; 10.23) 10.00) .00}

€-22.21%  <~15.96> 22,5 <7319
D: DIST. « 320 xm

RHO DI1ST_D) 0.32 °.22 e.22 0.24 0.2%
1.8 1.3 {1.64) .4 .ea

P1 {DIST_D} 1.00 l.c0 1,00 1.00 l.00
10, 64) 0.89) .67 i0.988)

<0.00> <0.00> <0.00> <0.00>

106~ LIKELINOOD ~1318.2¢ -1309.49 -1301.11  ~3300.22 -1287. 27 -1272.2%

PSEUDO- (L) -R2 0.99 0.99 .99 0.99 0.9% 0.9%
fadjusted for p,5,)

NUMBER OF PAIRS 12¢ 120 120 120 120 120
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Table 8.4, Generation-Distributlon Models, Differsnt Residual 1mpact Criterls
Urility from Variant 3 (Table B.1). Capaca 1976 (Symmetric Flows)

VARIANT 1 2 3 4 s L] 7 ] 9 10
CLAsS 106 10G+ 106G+ 106+ 10G+ 1L0G+ 106+ 10G+ LOG+ L0G+
SUBCLASS av AU+PR Ay AU+PR AU AUSPR AUIER AU AUSPR
INDEPENDENT VARIABLES ELASTICITY
merevsmesunEmes e {CONDITIONAL t)
POPULATION »n 1.39 3.42 1.42 1.42 1.42 1.486 1.47 1.46 1.7 1.47
(25,45 (2e.0m (26361 (15.87)  (15.578 (21511 (21,800 (21.31)  (17.€% (17.60
REVE x2 0.83 1.80 1.1 0.30 ©.30 1.72 1.82 1.72 0.4 0.48
(1.20) 12.39) 2.22) ©0.39) (0.39) 12.33) (1.92) (2.31 10.61) £.59)
LANGFR x3 0.07 0.33 0.3% 0.14 0.4 0.31 0.32 ¢.31 0.74 0.2¢
11.203 (4.08) 14,1863 {2.34} 12.26) 15.08) 9,10 4.78) 13.6%) 13.58)
uTILITY x4 0.63 0.57 0.57 0.50 0.40 0.56 0.58 .56 0.58 .58
(2,31 @s.om (25.2T (381 3898 (29841 129,951 (27.54)  (27.260  (26.96)
BOX-COX TRANSFORMATIONS PARAMETER VALUE
e mmmama——————— (UNCONDITIONAL t with PAR=O}
CUNCONDITIONAL t with PAR=13>
DEPENDINT VARIABLE
LAMBOA Y 0.00 0.00 0.00 o.00 ©.00 0,00 0.00 .00 .00 ©.00
INDEPENDENT VARIABLES
LAMBDA X1 0.00 0.00 0.00 0.00 ©.00 0.00 0.00 ¢.,00 0.00 0.00
x2 0.00 0.00 0.00 0.00 c.00 0.60 0.00 0.00 0.00 0.00
x3 6.60 .00 0.00 0.08 .00 0.00 0.0 ©.00 o.c0 .00
x4 0.00 0.00 0.00 0.00 ©.00 0.00 ©.00 0.00 0.0¢ 0.00
SPATIAL CORRELATION PARAMETER VALUE
croremem e —— (CONDITIONAL t with PAR=0)
¢CONDITIONAL t with PAR=1>
o and D: DIST, < 320 km
RHO (DIST_OD} . 0.1 0.76 0.59 0.60 .89
(1.00)  (10.9%) (7.6%) 7.9 17.30)
P1 (DIST_ODI 1.00 0.84 1.00 0.66 1.00
(2.7) (1.83)
<0, ,52> <-0,.95>
o ana D: POP. {30V}
RHO (POP_OD) 0.52 0.52 0.38 0.3? 0.38
(3.40) .10 (.2 (.13 (3.68)
P1 (POP_OD) 1.00 1.00 1.00 1.00 3,00
(2.02) a.en
<0.00> <0.00>
© and D: DIST. < 320 km ang POP. {30W)
RHO (DIST_POP) 0.80 0.8¢
{7.07) 1€.2%)
P1 (DIST_POP) 1.00 1.00
2.1
<0.00>
LOG- LT KELI HOOD 1318.24 -1294.58 =1294.48 -1307.62 -1307.62 -1283.8% .1283.64 ~1283.89 -1303.10 -1301.19
PSEUDO- (L) ~R2 0.99 0.99 0.99 0.99 0.99 0.9% 0.92 0.92 0.99 0.99
(adjusted for D.F.} )
NUMBER OF PAIRS 120 120 120 120 120 120 120 120 120 120
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Teble B.3. Share 1581, Total (T) and Modal {tm Elasticities: Blversion mates 1.8
Hodels from Tedle B.2 and Teble B.3. Canpas 1976 iSymmeteic flowe:

VARIANT H 2 3 4 5 + 7
LEVEL Lo LoGe 106G+ BCSe 10Ge LOG= BCHe
AVl AUT+PR AUL+PR AUle2 AUle24PR  AUl+24PR
SHARE VARJANT 3 VARIANT 3 VARIANT 3 VARIANT 3 VARIANT 3 VARIANT 3 VARIANT 3
izver
POPOLATION ELIT,X) 1,389 1.419 1.42% 1.340 1.414 1.430 1,438
iy ©25.4%) ¢ Jn.08) ¢ 78.38) ¢ 37.%0) ¢ ?3.61) { 29.08) £ 30.0%
REVE ELiT. ) t.e37 1.79% 1.706 1.132 1,320 0.940 .30
ity { 1.200 2.3%) Z.an 2.2 1.565 ¢ 1.28) ¢ ©.58)
LANGER ELiT, x3 o, 0t 0.334 ©.349 t.216 0.239 0. 287 0.1
{} t 1.200 4 4.08; ¢ 4.183 £.68) 2,39 ¢ 3.7 ¢ 5.543
UTILITY LT, ©.834 0.571 0.583% 0887 0,598 0.540 0.674
(LS} 1 42.33) ¢ 2%.0m ¢ 25,27 1 24.3M ¢ 21.2%) ( 18.763 ¢ 22.83)
SHARE

ALTERFATIVE {MEAN » 0.3653: AR

Fi1/p1 L ~0.347 ~T.5%47 ~0.547 ~0.%47 ~0.547 ~0.547 =C,547
EL(Sm) ~0.9%2 ~0.952 -0.952 ~0.952 ~0.952 ~0.952 -0.952
i3] € =T.381 { -7.38) ¢ =7.38) ( -7.38) ~7.38) ( -7.385 ¢ ~7.38)
Bn -0.347 ~0.333 ~0.311 ~0.378 ~8.326 ~0.29¢ ~0.369
EL(Tm3 ~1.2%% ~1.7264 =~1.263 ~1.328 ~1.278 ~1.247 ~1.323
L.k, ~0,2¢8 ~R.322 0,324 ~0.224 -0.300 «0.35%0 ~0.23¢

oism EL (Wt 0.67¢C 0.670 0.670 0.670 0.670 0.670 ©.67C
ELiSm) 1.16¢ 1.164 1.184 1.164 1.164 1.164 1.164
ity 1 6.24) ¢ 6. 243 6.245 ¢ 6.24) 6.28) ¢ 6.24) ¢ 6.24)
0nm 0.42% 0,382 ©.381 0. 480 0.39% 0.3¢62 0.451
EL{Tm} 1.589 1.5487 1.54¢ 1.62% 1.584 1.52¢ 1.6l6
DR, ~0.268 -0.322 -0.32¢ ~0.224 ~0.300 -0.35¢ -0.23¢

DisT: EL (W) ~0.702 ~0.702 -0,702 ~0,702 ~0.702 «0.702 ~0.702
EL{Sm) 1,221 -1,221 ~1,221 ~1.271 -1.221 ~1.22 -31.221
iy £ m3A.45) ¢ 14,481 ( -14.48) ¢ -1a.48) 4 -14045) ¢ ~14.45) ¢ -14.48;
£ ~0.84% ~0. 401 ~0.399 -0.482 ~0.418 ~0.379 ~0. 473
EL(Tm) ~1.8686 ~1.8622 ~3.620 ~1.703 ~1.639 =1.800 =1.694
D.R, ~0.2¢68 -0.,322 ~0.324 -0.224 -0.300 -0.3%0 ~0.234

FREQUY EL{v) 0.147 ©.147 0.147 0.147 0.147 0.147 C.347
EL(sm) 0.2%6 0.25¢ 0.256 .25 ©.2% 0.258 0.25¢
(L3} E6.25 ¢ 6,251 6,29y 6.25) ¢ 6.25) (  6.25) 6.28)
ELiT) 0.093 ©.084 0,084 ¢.101 0.088 0.07% 0.093
EL{Tm) 6.349 0.340 ©.340 0.3%7 0,343 ©.333 9.23s%
D.R, ~0.268 ~0.322 ~0.324 ~0,224 =0.300 -0.35%0 ~0.234

REVE EL Uy 1.043 1.043 1.043 1.043 1.043 1.043 . ).043
EL(sm) 1.362 1.362 1.362 1,362 1.362 1,362 1.362
() LI ¢ 129 ¢ 3029 ¢ 1.29) ¢ 128y { 1.29) ¢ 1.29)
ELIT) 1.483 2,393 2.299 1.853% 1.942 1.503 l.on
EL{Tm} 2.85%% 3,782 3.662 3.1 3.30¢ 2,865 2.3%3
D.&. 0.432 0.747 0.1 €. 580 0.611 0.438 0.1s8

LANGFR EL{Uy 0.274 ©.2% ©.274 0.274 0.27¢ 0.274 0.27¢
EL{Sm} 0.39¢ 0,3%¢ 0.39¢ 0.3%6 0.356 0.39¢ 0.396
(13} 4 2.53y 2.53y ¢ 2.53) 2.5 ¢ 2.5M ¢ 2.%3 ¢ 2.53)
EL(T) 0.240 0,451 0.504 0.405 0.403 8,438 ©.380
EL{Tm} C.636 0.e86 0.%00 0.800 0.798 0.831 ©.776
D.&. 0,835 &.517 0,536 0.385 0,382 0.435 0,343

ODREG EL{uy ~0.008 -0.008 -0.008 ~0.008 ~0.008 ~0.008 ~0.008
EL{Sm) ~0.029 ~0.029 ~0.029 ~0.02% ~0.029 ~8.029 ~0.029
e} t -0.29; t -0.29) ( -p.29} € -0.29) { -0.29) ( -p.29) { -0.29)
EL(T) ~0.005 ~0.00% ~0.00% -0.00¢ -0.00% ~0.004 «0.005
EL{Tm} ~0.03¢ ~0.033 -0.033 ~0.034 -0.03¢ ~¢.033 ~0.034
D.R, ~0.583 ~0.618 ~0.619 ~0.5%2 ~0.604 ~0.636 ~9.560

F2/02 EL {0y ~0.017 ~0.017 ~0.017 ~0.017 ~0.0317 -0.017 «0,017
EL(Sm) ~0.316 0,318 -0.316 ~0.3186 ~0.316 ~0. 318 ~0,.316
) =738 1 -7.9m, € =7.38) ¢ <138 { -72.38) ( -7.38 ¢ ~7.38)
EL{T) =0,011 -0.010 ~0.010 ~0.012 -0,010 -0.00% ~0,011
EL {Tw) ~0.32% ~0.32¢ ~0.32¢ ~0.32¢ ~0.326 ~0.325 ~0.328
D.&, ~0.197 -0.274 -0.277 -0.132 -0.244 -0.313 ~0.148
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D2/T2

DIST?

FREGZ

REVE

LANGFR

ODREG

ELiU)
EL{Sm)
3
EL4TY
EL{Tm)
D.8.

£
ELiSm)
i)
ELLT)
EL{Tm}
b.R.

£L(U)
EL(Sm}
1t}
L4y
EL{T®)
D.R,

EL{UY
EL{Sm)
i)
EL{T)
EL{Tm}
D.R.

EL{U)
EL{5m)
®’)
ELIT)
EL{TM}
B.R.

EL(D)
EL{Sm}
ity
EL{T)
EL{Tm}
D.R.

)
-
-
»
w

*
~
£

-
o
]

-3
W
-3

©¢.051
134,154

0,008
©.027
¢ 0an
-G.00%
0.022
~6.838

ALTERNATIVE (MEAN = 0.026): BUS

DIITI

DISTI

FREQ3

ODREG

EL ()
EL(5m)
(i3
ELIT)
EL{Tm)
DR,

EL{U}
EL{Sm)
(3]
ELIT)
EL(Tm)
DR

EL (D)
EL{Sm}
ity
EL{T)
EL{Tm)
D.R.

L
EL(Sm)
(i3]
EL{T)
EL (Tm)
D.R.

EL(n
EL{S®)
[i3)
EL{T)
EL(Tm}
D.k.

EL (U}
EL{sm)
[13]
ELIT)
ELiTm)
DR,

EL 1)

-0,008
-0.25¢
¢ =7.38)
~0.005
~0.261
-0.282

0.043
1.435
{826
0.027
1.463
-0.282

«0.0%)
~1.713
{ ~14,45)
~0,034
~1.807
-0, 282

0.016
0.330

~0.202

1.043
-0.571

t 0.30)
1.49
0.922
80,975

0.274

10.026

~0.008

0.07%

0,352

-6.053
=1.773
~14.45)
-0,033
~1.804
-0,352

0.016
©.530
€.25)
0,009
0.539
-0.352

3.043
-0.571
0.30)
2.39%
1.823
49.2%%

t

~1.813

12.306

0.274
-0.18%
0.30)
0.504

-0.008
~0,296
~7.38)
-0.004
-0, 261
-Q,354

0.043
1.43%
6.24)
0,023
1.460
~0,354

~0, 053
~1.713
~14,45)
-0,030
-1.804
~0.354

i

-
I
»

10.98%

0.274

44,889
~0.008

0.027
.11 ¢

~7.38) (

-
£
4

0,223

-0,053

'y
~
-4

w
@
~

0.07%

©.14
45,087

~0.008
8.027
.17}
-0.00%
©.022
-6.410

14,475

-0, 008

t

©.075
1.407

42,018

~0.008
6.027
0.7
~0.00&
0.022
-5.802

-0.008

1,459
-0.387

-0.0%3
~1.773
~14.45})
~0.029
~1.802
~0,387

©.016
0.530
6.25)
©.009
©,5389
~0.387

3.043
~0.571

0.07%
1.407
6.324)
G.051
1.458
~0.148

-0.084
~1.760
~14.45)
~0.064

~0.148

0.380
47,649

-0, 008
0.027
0.17)
~0.005
0,021

7,301



=0.723

-1.023
~0.829
€ ~14.4%;
~0,8653
~31.48¢
~0.223

~0.360
-0.209
{ -B.43)
=C.729
“0.8%17
~0.223

0.157
i 1.5
~0, 005
0.1353
~Z.1%¢

o
[
>

0.137
3.8

~0.005

£.133

=2.180

~0.17%
-0.140
~7.38;
~0.09%
-0.240
«0.370

0.8
0.679
6.24)
0,482
1.181

~0.278

~1.033
-0.82¢9
14,435
~0.%82
~1.419
~8.270

~0. 340
~0,289
~8.43)
~0.203
~D.494
~0.270

L.1s7
1 1.%%
~0.008
D182
~Z.40%

~0.17%
-0.140
=738
~¢.120
~0.260
~0.188

0.846
0.67¢

€ 6.24)
.582
1.263
~0.188

-1.033
~0.829
t ~14.45;
=-0.710
~lid3¢
~0.138

~0.380
~0.28%
i -8 43
“0., 247
~0.33¢
~0.100

9,157
1.5
=0.005
£.152
=2.217

8,175
=0.140
{ =7.383
~3.104
~0.244
~8.25¢

.84
0.873

{ 6.24)
©.508%
1.184
~0.25%0

~1.033
~0.0829
{-34.43)
~0.616
~l.443
-0.2%0

~0.360
~0.289
 -8.ed)
~0.218
~0.504
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