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RESUME

Etant donné les facilités actuelies de caleul, if n'est plus guére important que la distribution
dune statistique de test puisse étre ™abulde”. Le probléme pertinent est da calculer des
niveaux de signification marginaux ("p-values”) tels que F'on puisse contréler le niveau d'un test
sur des échantilions finis. En économétrie, c'est rarement le cas pour les tests asymptotiques
usueis. Dans ce texte, nous développons des procédures de tests applicables dans le cadre
de modéles autorégressifs dynamiques avec régresseurs exogénes {modéles ARX). Sous
'nypothése nuile, les statistiques de test proposés sont pivotales et permetient d'obtenir des
inférences exactes pour toute distribution derreurs connue aun facteur d'échelle prés. Lestests
considérés comprennent des tests exacis sur I'ordre d'un modéle autorégressif, contre la
présence de changement structurel et sur des hypothéses de racines unitaires possiblement
saisonniéres. Les procédures proposées sont appliquées & un modéle des mises en chantier
au Canada. Nous concluons par une discussion critigue de nos résultats,

Mots clés :  modéle ARX, inférence exacte, test de Monte Caro, ordre d'un modéle
dynamique, randomisation, test a-semblable, changement structurel, racineg
unitaires

ABSTRACT

it is argued in this paper that, given present-day computer facilities, it is no longer
imporiant whether or not test statistics have null distributions that can be tabulated. A more
relevant issue is whether pvalues arg exactly computable so that test sizes can be controlled
in finite samples, In sconometrics, this is seldorn the case for the standard asymptotic test
statistics. However, in this study, alternative test procedures are developed for hypotheses on
the costlicient vaiues of the lagged-dependent variables in the ARX class of dynamic regression
models. Under the null hypothesis, the proposed test statistics are pivotal and vield exact
inference for given {up to an unknown scale factor) distribution of the innovation errors, They
include exact versions of tests on the maximum lag length, for structural change and on the
presence of (seasonal) unit roots, i.g., they cover situations which are usually approached by
asymptetic and non-exact 1, £, ADF or HEGY tests. The various procedures are applied and
compared in illustrative empirical models. Finally, the approach is critically discussed.

Key words : ARX model, exact inference, Monte Carlo test, order of dynamics, randomization,
similar test, structural change, unit roots
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1. Introduction

Maximum-likelihood based inference procedures are generally very
popular. As a rule, this popularity 1s mainly based on asymptotic optimality
properties and on putational lence. However, given present-day
computer speed and facilities, which allow the on-line almost instantanecus
application of elsborate and highly sophisticated techniques, practitioners
get into the situstion where they may (and should) bring more aspects into
thelr statistical utility function than Just ease of compuntion and
behaviour in infinitely large samples. Nowadays a more challenging and
appropriate objective is to employ or develop Procedures which optimize the
actual efficiency and sccuracy of inference from the finite set of sample

data at hand,

As far as test procedures are concerned, it 1s no longer a serfous
requirement today for the userfriendliness of a test Procedure that it has a
null distribution (1f only asymptotically) which can be tabulated. Instead,
these days, the profession can be much better served if provided with testing
techniques accompanied with software for producing (exact) p-values of the
relevant stetistics. Whether or not the null distributions of the test
statistics involved are invariant to given design characteristics is no
longer a relevant issue. The prime objectives now for test procedures should
be: (1) control over level in finite saumples, the most central problem for
that purpose being the elimination of nulsance parameters; (1i) optimality
Properties under conceivable relevant and verifiable circumstances, or at
least a good record in controlled experiments; and (111) computational
feasibility. Note also that s test procedure is meaningful only if the model
under the null hypothesis is testable, i.e. if it {g sufficiently restrictive
to make the probability of certain non-trivial events (defined in teras of
the savailable observations) boundable by a small probability (the level of
the test) under all data generating processes compatible with the null
hypothesis. This is really a logical Prerequisite of any testing exercise.

In Dufour and Kiviet (1993 a,b) these goals are pursued in the context
of the simple first-order dynamic regression model by combining procedures
put forward in Dufour (1989, 1990) and Kiviet and Phillips (1990, 1992). In
the classic format of econometrics teaching this model usually generates the
first encounter where the student is taught that (s)he may stick to the usual
inference procedures (since they are still asymptotically valid under certain
regularity conditions) although one has to accept that the magnitude of the
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approximation errors {s unknown, and in principle 1is unknowable, because it
depends on the unknown velues of the parsmeters of the model. Generally,
bounds on such sxrors have not been sstablished. Indeed, for certain problems
(such as inferencs about long-Tun sultipliers), the approximation ervor
agsoclated with any nuisance-parameter free asymptotic approximation must be
arbitrarily bad on certain subsets of the parameter space; see pufour (1994).
Students are (still) taught just to live with this unpleasant situation and
to find comfort in the thought that the larger the sample is, the smaller the
committed earrors will be. The relevant question how large a sample u}xght to
be in order to feel confident 1s usually left unansvered, or receives an
answer that has no consequences for actual practice.

In this paper 2 considerably more general model than the first-order
autoregressive case is considered. Ve examine exact inference procedures for
the one-equation highex-order dynamic wodel represented by:

J Pa
(1.1) Y - E Ayt L DR z;{;+st , t=1,....T
i=1 =1 4e0
where the regressors &are finite-order distributed lags of the (lagged-)
dependent varisble and of J linearly independent regressors z““, 3= 1,...7.
Using standard notation on polynowials 4in the lag- or backward-shift operator
B, the model may also be expressed as:

J
1.2) ABYY, - ZGJ(l)z;‘” e, te1,...,T
3=

vhere the order of the polynomial A(B) is p, and the order of the polynomials
5,(B) is pj. § = 1,....9. Ve exanine inference procedures concerning the
lagged-dependent regressor variable coefficients A;,... WA, only.

The general outline of this study is as follovs. In Section 2 we
highlight the problem to be tackled with and we state the assumptions which
will make the above model genuinely testable. In Section 3 we derive an exact
test for a joint hypothesis on all p elements of the vector A -
(Al,...,xp)' . In Section & we esxamine tests on fewer than p restrictions on
A; we focus on tests for the order of the 1ag’polynoninl A{B) and on tests
for (multiple and/or seasonal) unit-roots of A(B). In Section 5 we develop an
exact test for the occurrence of structural change(s) in the values of the
elements of the vector X. Section 6 provides empirical jllustrations of the
various tests snd makes comparisons with standard asymptotic results. Section
7 concludes snd discusses the practical relevance of the results.
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2. Framework

By stacking the T observations on the variables of wmodel (1.1) 1in
columns and assembling sll observations on the p lagged-dependent variables
in rows, and 30 for all the other current and lagged explanatory variables,
we may rewrite model (1.1) in matrix notation as:

(2.1) y=M+¥X+¢,

vhere Y = [y i 'y' 1 is a T xp matrix with y - (y1 grooer Ypog)
for ¢ = 1,... .p ' ‘ndxu- T x k matrix with k-J+2" p The k x 1
coefficient vector 8 contsins all coefficients "31 in the lpptopriate order.

Below we will be more precise sbout the assumptions actually made on the
coefficients, regressor variables and disturbance vector of this model,
Before we do that, we first examine some special characteristics of
relationship (2.1), which stem from its linear dynamic structure. To this
end, 1t will be helpful to introduce some further notation.

From the particular temporal structure of the matrix Y it easily follows
that we may write

2.2) Yy-YAeTy - Ya,

where I' 18 the T X T lower~triangular matrix

" 1 0 . . 0
A1 0
A A1
2.3) r=-| . e .

-A . .

»

o -2 . .

»
. . .1 0
) S0 A, a1
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and ¥ is the T Xxp uppatottimsulu matrix

Yy Yo+ y:_"l

6 vy, - Vaep

. y-x

@8 Y= .Y,
0

lo . . . 0]

Now we can rewrite the model as

2.5) Iy =Y +Xp+c .

Note that I is a lower-triangular matrix, which is non-singular irrespective
of the actual value of A. So r’l exists snd is lower-triangular too, hence

2.6 y-Trihps rixs e rle

which, unlike (2.1), gives an explicit (reduced form) expression for all
elements of the vector Y.
The precise assusptions we nake are as follows.

ASSUMPTION A: For the regressor matrices Y and X of (2.1), where Y is T X p
and X is T x k, we have rank([¥:X]) = p + k with probability 1.
The metrix X and the T X p wmatrix Y,, given in (2.4), are
stochastically independent of the T x 1 vector ¢. The disturbance
vector ¢ is such that ¢ = o9 , where ¢ is a scalar scale factor
and n is aT x 1 stochastic vector which has a known distribution.
The parameters X, p and o are constant but unknown, with o € li+ ,
B e Rk and A€ D‘\ < RrP , where D,\ iz & priori specified.

This assumption implies that we may condition on both X and YQ. so that we
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can treat X and Yo a8 if they were in fact fixed.
Upon using n = ¢/o0 , we may express (2.6) as

2.7 ya= r'lyox +r g 4 o0l |

This shows how the dependent variable Y 1s determined by *fixed” variables
(Y0 and X), an unobserved random variable (n) with known distribution, and by
unknown parameters (A, B and o). Note that the stochastic nature of Yy stems
from the third component only.

Formula (2.7) also enables one to represent easily the dependence of the
lagged-dependent regressor variables ;_‘ (and the matrix of regressors Y) on
fixed and random {observed and uncbserved) elements. We have

2.8 § -ily. Yor, t-1,....p

where L is the T x T matrix

O = O
-0

(2.9) L=1. . . . . .

N

L0 . . .01 o]

and 4, denotes the p x 1 wunit vector with & unit element in the ji-th
position, all others being zero. Substitution of (2.7) inteo (2.8) then yields

210 y - Lir‘lyox + Yo, + Lir'lxs o oulrl,
= 4.() + C )X + oc W)y , 1=1,...,p

vhere we introduced the notation:

i.-1
{2.11) d‘(A\) - C‘(A)Yo.\ + Yol‘ N C‘(.\) - LT .
From the decomposition of 'y'_i in three terms given in the final expression of

(2.10) the predetermined nature of ;_‘ straightforwardly emerges; the first



two components are fixed, and the third stochastic component 1is a linear
transformation of the vector € = o%, where the rransformation matrix c‘(x)
is lower triangular with zeros on the main disgonal and on i-1 lower
sub-diagonals. ’

As will become clear below, it is the presence of tﬁo two fixed
components in €2.10) in particular that cause problems in finite samples when
standard lesst-squares or (puudo-)uxim-likeuhood inference methods are
applied to model (2.1). In this paper ve focus on the problems that' crop up
when hypotheses are tested on the values of .the lagged-dependent variable
coefficients A ouly, and ve produce some feasible solutions.

We shall illustrate the problem with the standard procedure only for the
particular case of testing & Joint hypothesis on 211 p coefficients in A

(2.12) HO(A): A = Ao against Hl(x): A xo .
where A, is a p-element vector of known real numbers. Proceeding in the

standard way, ordinary least-squares estimation is performed, and to test

hypothesis (2.12) the F-statistic is used. This statistic is

(2.13) ,A -

P y K(YiX]y

T-p-k [ (v - YA KIXI(y - YAp) ]
11,
where, for any T x a matrix A of full column rank, M[A] = I, - A(A"A)'IA’ .
Under ﬂo(l) and usual regularity conditions, we have

2.14) s, 2 pp,1-p-k) .

Here F(p,T-p-k) denotes the F-distribution with p and T-p-k degrees of‘
freedom respectively, snd " 8 o jndicates the approximate (asymptotic)
validity of statement (2.14). Even if n 1s multivariate standard normally
distributed, the actual finite-sample distribution of statistic !‘\ under
Ho(l) is rather complicated and depends Inter alia on the nuisance parameters
B and o, which in practice are unknown. This non-similaricy of the test can
be seen as follows.
Underx Bo(.\), we have:

(2.15) (- DY MIXIQ - V) = oo MIX]n .
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vhere 9’M[X]n follows a xz(l"k) distribution when g - N(O,IT]
Complications arise, however, if in the minimization of the sum of squared
residuals not all elements of A are restricted, This 1s seen when mno
constraints are imposed, as in the denominator in (2.13). Using well-known
results from partiticned regression, [see Dufour and Kiviet (1993a)], we find
that

(2.16)  y'M[YiX]y = o%n°M[YiX]n
- o%0 MIX)n - P MIRIYCY M(X]Y) Ly Mix)y |

hence, under HO(") '

T-p-k " M[X]n
@11 . | — - -1

P | omixin - weMigye mixiy) Ty nixpg
Exploiting (2.10) we find that under HO(A)

(2.18) Y = E;_‘.; - E{d‘(;\o) +C (%8 + eC,(AInle]
in} 1=}

from which it becomes obvious that Q’H[X]Y(Y’H(X]Y)']‘Y'M(X]n . even under
normality of v, has & distribution which iz fairly complicated and depends on
nuisance parameters. Y is atochastic, as it is determined by 5, and (2.17)
does not reduce to a sizple ratisc of quadratic forms in f, &8 in the standard
case. Becsuse of the pressnce of the two fixed components in (2.10) and
(2.18) the scale factor o doss not drop out. Moreover, the distribution of
(2.17) depends on the value of B. Both § and o0 are unknown nuisance
paramaters when testing Bo(i). Below, we consider an alternative to the test
statistie ’A' Under A = '\0 this alternative will still have a complicated
distribution function which is determined by "0 and X, but its distribution
will be invariant to the unknown values f and o, and hence ensbles one to

produce axact inference on A.



3. An Exact Joint Test for the Complete A Vector

The nuisance components revealed above can be removed by extending the
model, and testing A = Ao (or an extension of this null) in an appropriately
augmented wmodel. This is seen as follows. In statistic S‘\ the two fixed
nuisance components of matrix Y will do mno harm if it happens that they are
located in the subspsce spanned by the columns of the matrix X. This is
easily seen upon rewriting the expression involving Y in (2.17) as follows:

o MKV MIXIY) P HIXDn = o HIXIYC XTI MIXIY) T GHEXTD 7

Hence, in statistic (2.17), Y is always prenultiplied by the symmetric and
{dempotent watrix M{X], which 1is the orthogonal projection matrix which
projects on the orthogonal complement of the space spanned by the columns of
X. Hence, by extending the set of strongly exogenous regressors X by some
matrix X, where X is chosen such that [XiX] has full column rank, while
M{xiX) annihilates all the nuisance components from ¥, we can obtain a
pivotal statistic. The p-values of such a statistic can be obrained by Monte
Carlo methods. Such p-values are exact, even in a simulation analysis with a
finite number of replications, when the test statistic is not considered in
the usual fashion, but as & so-called Monte Carlo test, where the stochastic
nature of both the test statistic and the sample of simulation drawings from
its null distribution are taken into account. In the remainder of this
section we show how to derive ¥ and how to obtain exact p-values.

From (2.18) and using (2.11), we find that the first npuisance component
of Y 1s given by the T x P matrix

(3.1 p,09) = ‘gd‘(ko)c" - ‘g‘c‘“‘o“o‘o + Ygu 14

-Yy+ ‘gc‘(xo)yoxcu‘ -, + cp("o)“p“o"ol ,
vhere

3.2) T,00) = [ €0 | oene LR i

is a T x pT matrix. The dependence of the matrix DP(AO) on "0 is, of
course, no probles aince Ao is known. Extending the set of regressors (YiX]



of the model by including Dp('\O) leads to removing the first nuisance
component from the rslevant test statistic.
It is less straightforwerd how to remove the second nuisance component

of ¥, because of its dependence on the unknown vsctor #. It equals:
{3.3) ‘gc‘(,\o)x&; Elt Cl(kg)Xﬁ | U i cp(xgyx,s ]

= T ) 1 X111 op] .

In order to annihilate the T x P component (3.3) we have to project off the
space spanned by the columns of the T x Pk matrixz

(3.6} Xp(ie) - CP(AO)IIPQX] = [ CI(AO)X P, i CP(AO)X ]

Note that the T x (k + p + pk) matrix [Xﬁbp()o) g’xp(ag)) does not
necessarily have full column rank. Ve thersfore define the T X & matrix
ip(le} such that IX;)'EP(J\E)] has full column rank = = k + & , whilst the

columns of the lstter matrix span the same space as is spanned by the columns
of the matrix {Xfl)p(.\oﬂxp(io)} . Consequently, {f A = Ao ., we have:

(3.3) u(xﬁipug)n - aiimx;ﬁ?uonc‘(;o)m;

- aniﬁipuu)z'épue)ﬂpw] .

In order to keep the notation in what follows relatively simple we introduce
the T x p matrix:

1 iy iIF 3
(3.6) Y(n,4g) = 2 foixpuo)]‘[ - H{szp(»\o)lcp(lo)llp%] .
Congider mow testing A = Ay in the extendsd model
(3.7) Y= YA+ X84 ip(xO)B +9,

where the 2 regressors ip('\o) are redundant and hence actually 7 = 0 . We
¢an proceed in two ways. We can sither test

(3.8) ﬁo(x) A=A, (leaving B and F unconstrained)
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or
3.9) Hy(aB) 2 A =3 . B-o0.

For testing the P restrictions l-lo(k) in model (3.7) ve use statistic

(3.10) ¥ -

T-p-m {(y - D HIXIK OIG - Trg) 1]
A .

? y HIVIXIZ Og) )y

Under the null hypothesis ﬁo(x) the first term in square brackets of (3.10)
simplifies to

'I’Hlxiip(lo)ln

(3.11) — - .
P RIKIROQ 1N - 1 XM ALY (1. 30) (. 20)) Lin.ag)n

This is pivotal (it only depends on the fixed and known Yo, X and AO' and on
the stochastic vector 7, which has a known distribution). For testing the p+§

restrictions ﬁo(,\,ﬁ) in (3.7) we use

(3.12) S)j -

T-p-k-R [ (3 - YA MIXICY - YAg) L
pta )

)"Nﬁxﬁy(lo)ly
Undex ﬁo(l,ﬁ) the first term in squars brackets of (3.12) equals:

n* M[X]n

(3.13)

*

n MXIROQ) 10 - A Y (. 2) XA Y X(n2g)"

which is also pivotal (invariant with respect to § and o, but dependent on X,
YQ and 10).

Critical- or p-values of tests (3.10) and (3.12) can be obtained
approximately from MHonte Carlo sxperiments. However, exact p-values can
easily be obtained from & finite nusmber of simulation experisents for a
closely related test procedure, see pufour and Kiviet (1993 a,b). Ve
{1llustrate this for test (3.12).

First, generate N-1 (vhere N = 100 or KN = 1000 , for instance)

independent T-element vectors ", {3~ 1,...,N-1) which follow the same
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known distribution as g5 = /0. From each vector '74 ; & drawing 3)‘ B(J)
from the true null distribution of the test statistic can be obtained, i.e.

T-p-k-@ 7' M{X]n
(3.14) ¥ D - { 3 3 - 1}

pa | (UxiRO] + K[¥(r,30)] - 1),
To the serfes { SA 3(1) s oeee "\ FN-1) )}, ve add

(3.15) $A.Z(N) - sl’z .

which represents the realization of the test statistic from the sctual sample
data. Next, we order the values 5‘\'3(1),...,3‘\’B(N) in increasing order. Ve
indicate the position of 3‘\’3(&) after this ordering by R(N). Of course,
R(N) is a discrete rsndom varisble; the positive integers 1 through N are its
domain, and since under the null ell ,A,E(J) are 1.1.d4., each one of the
possible outcomes has probability 1/N. Instead of ,A’E s we use R(N) in the
simulation or randomization test procedure a2 our test statistic. This is
done in ths following way. From our one and only realization of model (3.1)
(i.s. one realization of €) we obtain one realization of statistic 3)"5 ,
and, after generating & random series of N-1 Monte Carle realizations of the
null distribution {3.14), ve have obtained one realization of the simulation
test statistic, which we indicate by Q(H). Then the p-value of the simulation
test statistic ﬁ(N), vhich 18 based on 5)“3 , 1s given by

(3.16) ?(AO'N’,A,E) = P{ R(X) 2 Ry ] ﬁo(,\,z) ]~ L‘..iéﬂ)__i_l .

Note that asymptotically, for B » @ , this test procedure coincides with the
procedure where statistic ,J\;E is used in combination with its exact null
distribution. For finite ¥, we have a differant procedure; {ts power will be
related to the power of test ’1.3 , but is alsc charscterized by N. However,
even for finite N the rsndomized test iz perfectly exact, since the
probability to commit a type 1 error never exceeds the chosen significance
level when we reject ﬁoa,ﬁ) if and only if "("0'"»’,\,5) is smaller than
this level.

Because of the validity of F = 0 , the test 3’\'3 seems logically the
most attractive, and therefore may in general be more powerful than test SA.
Below, however, we will see that there is no uniforam pover difference between
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the two procedures. For the case p = 1 (first-order dynamics) the
procedures developed above all simplify to variants of those presented in
pufour and Kiviet (1993a), where, for two particular data sets, experimental
evidence 18 provided that sustains the conjactured *frequent superiority” of
procedures that exploit =0 .

In the study just mentioned, it is slso shown that exact procedures such
as developed here may aven be valusble 1n circumstances where the
distribution of the disturbances is unknown oFr misspecifisd and where the
regressors &re warkly~ instead of strongly-exogenous, since, wunderx usual
regularity assumptions, the suggested procedurss will nonetheless be
ssymptoticslly valid and, although nonexact now, may often invelve less
serious finite-sample insccuracies than the crude standard asymptotic

inference technigues.
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4. Exact Tssts on Special Charascteristics of the Lag-Polynomisl A(B)

In models with higher-order dynamics (p > 1), we seldom want to test a
hypothesis such as {2.12), 1.e. Ho(k): A - AO s where the complete vector A
is specified. The most rslevant example of this case is probably represented
by Ao = 0 for testing the presence of any lagged-dependent varisbles at
all. Ususlly, however, we want to test less specific general characteristics
of the lag-polynomial A(B), expressed by fewer than p linear restrictions,

A particularly relsvant case 1s a test for the actusl order of the
lag-polynomial, where the null hypothesis inveolves:

{4.1) Ap - Ap-l S .- *p-r+1 -0 .
Here r zers restrictions {1 £ x5 p) are tested in order to check whether the
order of the polynomial can be reduced from p to p-r. Another most relevant
case is the test for the presence of characteristic roots of the
lag-polynomial of a particular value. Here the case of one or more (seasonal)
unit roots deserves special attention. The single restriction that represents

at least one unit root is:
(4.2) Xl + *2 L Ap -1,
The presence of a second unit root implies the validity of the hypothesis:

(4.3) Al + 2A2 + ...+ ykp -0 .

Our fremework alss extends to the sessonal wunit root case. The
&ssumption that the lag polynomial A(B) can be factorized as

&) am-a-N'e-a-na+nas %)

implies four linear restrictions on the A coefficients. These are given by
{4.2) and:

- - P -
(4.58) i+, A3+....4~(1)Ap 1,
(4.5b) A s A4 - -0,
(4.5¢) LI R P DU -1

4 6
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The latter two correspond to the tvo complex unit roots of (4.4), and (4.5a)
follows from the minus unity root. Testing the four restrictions jointly or
gome (combination) of them separately using asymptotic methods is discussed
in Dickey et al. (1984) and Hylleberg et al. (1990). Our procedures allov to
produce exact tests for these various hypotheses.

Exsct test procedures for r linear restrictions on the p elements of the
coefficient vector X can be obtained from the exact tests on the ‘complete
vector A. Here ve derive a general procedure, and we return to the various
particular cases of interest given above in the illustrations in Sectlon 6.

As a building block for dealing with the case T < p we need an exact
confidence set with confidence cosfficient 1-a for the complete coefficient
vector A. This is given by

(4.6) cx(u,u,!‘\'y - { 2 €D, ?(AO,N}'\'B) 2a } y

vhere, for the sake of brevity, ve again only deal with the case where the
test statistic ,l.ﬁ is being used. The dependence of the set on the value
of N should be understood in the following broad sense: the calculation of
the p-values ?(AO'N',X.E) is for each and every value Ay performed on the
basis of the same. set of randomly generated T-element vectors (nl, e ‘"N-l)‘

The actusl construction of set (4.6) for an empirical example requires
extensive computations in order to establish to a prescribed degree of
precision the boundaries of the confidence region. However, as it turns out,
the test procedure developed belov does not require the explicit construction
of the p-dimensional set (4.6).

Ve define a general representation of the r linear restrictions to be
tested. Let R be & known T x p wmatrix with rank(R) = r . vhere 1 £r1r S

p-1 , and let
4.7) ¢ =R

Hence, # is an T X 1 vactor of linearly independent linear transformations

of A. Ve want to devise an exact test procedure for

(4.8) Ho(l): - 00 against 81(0): [ 00 .
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where '0 1z & known r-element vector (for the case r = 1 , we may also
consider one-gided alternatives). For that purpose, we define the following

1344
r . -
(4.9) t.(a,ﬂ,’xj) - { fpeR ;3 do € :A(a.ﬂ,,k.ﬁ) such that Ry, ’o} .

Obviocusly, we have
{4.10) l1-a=Plire f’\(a,lﬁ.,‘\.z)] <€ Plh e :'(a.s,SA'ﬁ)l .

80 that (4.5%) establishes s conservative confidence set for #. In order to
test Ho(l} of (4.8) for a specific known 00 value at level a one only has
to check whether a A. € RP exfsts which obeys the two requirements:
(i) Ao € ?A(a,N,Qlj) and (1i) RAO - ‘0 . Ho(i) is rejected when such a
a\o valus cannot be found; ss scon as the search process establishes one Ao
valus that obeys 'the two requirements "acceptance®” of HO(O) is legitimate. If
Ho(l) and Assumption A are both true then the probability of rejection does
not excead the level a.

In prectice this search is a computer-intensive problem. The procedure
is relatively simple if r is large. For r = P-1 , the search is only over a
stralght line. If r << p-1 [as it will often be the case, see (4.1), (4.2),
(4.3) and (6.5abc)] more substantial numerical problems arise. Cur approach
employed in the empirical exazples of Section 6 iz ss follows.

Given the matrizx R, we can find a {p-r) x P =matrix R such that R+ -
R i® ) 1a non-singular. Then we consider the reparametrization of A to 0*,
where ¢* is a p x 1 vector:

¢ R
1CTS PR AP Sl R Bl
i [

This reparametrization facilitates the search process since it enables one to
izpose the above menticned rsquirement (11) directly, and makes the search
solely over the space 11.» of the parameter 1§ ¢ ﬂi c RP°T , where Di is
&ctually determined by DA and R, and may even be of smaller dimension than
p-r.

Let the (p - r) x 1 wvector 76” be the i-th value of 7 that is to be
checked. This check is performed by verifying the (in)validity of
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?(xé".u.ik ;) 2 o , vhere

[

[£3] + 1-1 0
w1y aw-(2) [] .

0

Now the only problen left for fully executing the test is to devise a
strategy for starting and updating the series { 7:)“ ; i=l,....} , in
combination with the design of a stopping criterion. The stopping criterion
is obvious for the case where an acceptable l:;) value has been found [this
implies »gcceptance” of 80(0)], but less so when all values of Aau

to {(4.12) checked soc far gave p-values smaller than &, and it looks rather

sccording

unlikely that an scceptable value of A:)“, obeying the two requirenments, will
be found., In our implementation of this procedure used 1in the empirical
section below, we enhance the probabilicy ef finding an acceptable test value
(if there are such in the D~,— space) straight-away, by taking for '53“ the

value obtained as the estimate of 7 from estimating the model
@1y  y=YRH @M %6+ c - Yty Nt e x84 e

under the r constraints ¢ - 00 - RAO .
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5. Exact Tests on Structural Change in the Polynomial Coefficients

Several finite-zample tests of parameter constancy against the presence
of structural change for & linear regression model with one lagged-dependent
variable eare proposed in Dufour and Kiviet {1993b). In that study we
considered two distinct cases, depending on whether A 1is assumed to be
constant under the alternative or not. In the first case (2 fixed), we
studied two categories of tests: analysis-of-covariance (AOC) type tests
against alternatives vwhere 3 may change at g known breakpoints, and
CUSUM-type tests which are built &gainst less specific alternmatives. In the
second case, we studled again two types of tests: predictive tests and
AGC-type tests agalnst alternatives where A may change at one known
breakpoint. For all these four types of tests we found exsct procedures. They
work very satisfactory, except for the last situation mentioned i.e. the AOC
change in A test. All four structural change test procedures can now be
generalized for the higher-order dynamic model cass by employing the results
obtained in Section 3 of the present study. Since the focus of this paper is
on inference regarding A, and because the procedures developed for the
higher-order model here suggest a simple alternative to the unsatisfactory
(because of low power) change in A test developed earlier (whilst the
generalization to the p > 1 case is rather trivial for the other structural
change tests), ws shall only econsider here another and more promising
AOC-type test on structural change in the p-element vector A.

In Dufour and Kiviet (1993b) we ohtained & test of the constancy of A
for the case of one known breakpoint under the slternative by conaidering the
difference between two particulsr (viz. invariant with respect to S and o)
estimates of A, obtained from ths two separate sub-samples respectively,
Thus, it was avoided to obtain the test statistic from estimating the model
from the full sample under the alternative hypothesis, which involves two
regressors both including particular lagged-dependent varisble observations.
Here we have menaged to deal with comparable multiple dynamic models, and
hence it should now be possible to develop an AOC-type test following the
basic principles more clossly.

Vs have to introduce some new notation that will facilitate the
representation of the null hypothesis and the alternative model. We congider
the case where there may by g (21) changes in the value of the parameter
Vvector A at g given breakpoints:
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(5.1) 1<'!'1<'X'2<.....<‘l'!<!.

Ve define

for L =1,..., 8

T
(5.2) bty =4 *
T+1 for i=g+1

and the T X T matrices Bz such that Hl-l, . um-o and

oo
.» B =|l-i—1 for t=2,...,T.

0i1
T-t41

We also define the T X T matrices
(5.4) S, - Ha(n - HN“” . for 1=1,.... B
the T X T(g+l) matrix

(5.5) c-[x.r’;c“;...‘;c‘},

and the p(g+l) x1 coefficient vector

(5.6) 3 -

where Am ,i=1,..., 8, 8re P x 1 wvectors.

Now, we generalize model (2.1) to
5.7 y - c(IyloY)k + X3+ .

This parametrization sntails that over the period from observation 1 through
(‘l'1 . 1) the coefficient vector relating to the Yegressors Y 43 ), from
observation T through T this cosfficient vactor is A + A%, whilet it is
' fron‘r‘ through (T, - 1) for 1~ 1,.... 81

For model (5.7) we shall consider teats of the hypothesis
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(5.8) NN TR S S ,

which involves pg restrictions, and of

(5.9 Hy(®): X=Xy, vhere X~ , 00) ,

which involves p(g+l) restrictions, i.s. A = Ay and N Y
This set-up concerns structural changes in the lagged-dependent variasble
coefficients only, but it 1s straightforward to allow for changes in
(elements of) the § vector as well (under both the mull and the alternative)
by appropriately redefining X and A. For the sake of simplicity, we assume
that the values 'I“ and the matriz [YiX] ere such that all elements of the
coefficient wvector X are estimable, i.e. {e(1 +1&‘1)%)(] has full column
rank. Handling the wore general case is feasible, but not pursued here.

HO(I). given 1in (5.9), is again a hypothesis which restricts all
(transformed) lagged-dependent variable coefficlents, so that we should be
eble to develop an exact test procedure by augmenting the model with the
appropriate redundant regressors, and then test the corresponding hypothesis
l-'lo(:\') or ﬁo(i,ﬁ), as in (3.8) or (3.9). Analogous to what we did in Section
3, we now consider for testing ﬁo(i) the statistic

(5.10) 31‘ -

T-plg+l)-m [ (y - no)'nxxsip(ion(y - YAg)
plgD) '

YHIG(,, oY) éxiip(iony

which does not constrain the redundant regressor coefficients under the null,
while for testing ﬁo(l\',z) ve use

T-p(g+d)-m [ (y - YA HIX](y - YA))
(5.11) ’1’ 3

-1
P(gtl)+m-k Y HIC( o0 IXIX () )y

vhich involves @ - k extra zero restrictions on the redundant regressors,

Here ip('fo) iz 2 T x (8 - k) matrix which 1s built ss follows. As in Section

3, under X = (A4, 0°) we have
(5.12) ¥ = np(xo) + xp(xo)upea] + acp(xo)uper,} y

with the matrices DP(AO), XP(AO) and EP(AO) as defined in (3.1), (3.4) and
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(3.2) respectively. Hence, it seasily follows that, in order te obtain
similarity of both test statistics, iP(KO) has to be such that (X%ip(io)]
has full column rank m, and spans the same column space &8s
{ch(lylenv(lo))§G(IB+1¢X?(AO))} . Writing

(5.13)  Y(n,6.3) = 1 MIXIE, (R) 16CT 4100
- u{xéip(io)]c[xsﬂe[ Ep(xo)(xpoqx ]] ,

the denominatox of the first term in square brackets in (5.10) and (5.11)

can be written (after division by az) as
(s16)  wMRIXGQln - u'Y(n.c,xouun.s.xo)'v(n.c,xo>)'lv<n.c.xo)'n '

and it easily follows that under X = (A5, 07)’ the two test statistics are
pivotal indeed, and can be used in a simulation test procedure to yield exact
inference.

Testing ﬁo(i) or ﬁo(’f.ﬁ) can be interesting, for instance, for the case
p=1, 8" 1 and AO = 1 {to check whether a unit root is valid also over the
second part of & sample), but more generally — and similar to the procedures
developed in the foregoing section — these tests are the building blocks for
exact (conservative) i{nference on uo(x‘”....,x“’) of (5.8). The latter
hypothesis 1is wacceptable” if for some value Ag the hypothesis l‘lo(i) or
ﬁo(x.ﬁ) is not rejected. If }-lo('i) or ﬁo(i,ﬁ) i1s rejected for sll i, values
located in a confidence set for X then BO(A“),....A“’) should be rejected

too.
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6. Illustrations

For illustrative purposes we will make use of a data set analyzed and
published in Davidson and MacKinnon (1985). It concerns Canadian quarterly
data on hou}zing starts (HS), gross national expenditure in 1971$ (Y) and real
interest rates (RR); the series wers seasonally adjusted by a regression
technique that allowed for time-varying seasonality. Davidson and HacKinnon
(henceforth DM} focus on testing the most appropriate functional form of the
relationship betwsen these variables, upon allowing for a very simple dynamic
specification. Here we shall simply adopt a particular functional form of the
long-run equilibrius relationship f[ws wuse hs=1ln{¥S) as the dependent
variabls, and RR and y=1n(¥) as the explanatory variables: see graphs in
Pileture 1], but focus om the most appropriats specification of the short-run
dynanics. We shall use and compars (as far as possible) both the results of
the ususl asymptotic and the here presented finite-sample techniques.

< Here Picture 1 >

In Table 1 we give results on the model specification as preferred by DN
(they remark, however, that it does mot provide grounds for complacency!).
Hote that all three right-hand side variables are lagged one period. DM glve
an obvious sconomic explanation for that, and also remark that this makes the
wmodel much more useful for forecasting purposes. We add to thig that if an
adequate lpnciﬁcatim does not require contemporaneous explanatory variables
indead, this enhances the strength of the exogeneity characteristics of the
regressor variablas other thsn ht_l, and, although it does not imply the
strong exogeneity of R.R_l and Y it will help to uphold (or approxinmate
mors closely) the validity of our Assumption A. On the other hand, however,
we realize that the (to us unknown) seasonsl filter that has been applied to
the variables, may undermine strong exogeneity. Since we use & smaller sample
than Davidson and HacKinnon our results are alightly different (we withhold
more initial obsarvations in order to exanine in & next stage higher-order
dynamics). All standard asymptotic empirical results presented here have been
obtained by version 7 of PeGive {see Doornik and Hendry (1992)]. Estimates of
the asymptotic standard errors of coefficient estimstes are given in
parentheses, and p-values based on ssymptotic distributions are given in
brackets. When these are smaller than the nominal level of 1X this 1s marked
with two asterisks, and with one vhen smaller than 5%.
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< Here Table 1 >

Although it seems that the fit leaves room for further improvement, all
four coefficients sppear highly significant. Most diagnostics approve this
specification. Only tests for high-order forms (four or higher) of serial
correlation in the disturbances exposs possible weaknesses in the
specification (of the dymanics) of this model. a\k(vl.vz) is a 1M test egainst
gerial correlation of order vy transformed such that its null distribution
is approximately F(vl.vz). ARc}l(vl.vz) is a statistic which under the null
hypothesis of no autoregressive conditional heteroscedasticity of order Vv, is
approximately distributed a8 F(vl.vz). H(vl,vz) tests for correlation between
the squared residuals and the regressors and their squares (and eventually
their cross-products), and under unconditional homoscedasticity 1t is
approximacely F(vl.vz) distributed. R(l,vz) is the RESET test for
significance of the squared fitced values which should be compared with the
F(l,vz) distribution, and N{(2) is a statistic that is asymptotically
distributed as xz(Z) when the disturbances axe normally aistributed; SK 1is

the skewness, and £K the excess curtosis.
< Here Table 2 >

The dynamlc pisspecification of the model presented in Table 1 1s
apparent from estimation of the higher-ordex dynamic model in Table 2.
aAlthough the fit 1s still not spectacular, all diagnostics — except H(2) ~
are found to hsve high p-values, and the restrictions imposed in Table i
relative to this fourth-order dynamic ARX-model are clearly rejected (by the
asymptotic methodology). It is noteworthy that (in congruence with the DM
findings) the two current explanatory variables ER and y are both
insignificant (vhen tested by asymptotic tests under the maintained
hypothesis of weak-exogeneity of all regressors), and that despite the
serious multicollinearity among these fifteen regressors, eleven of them have
sbsolute t-ratio’'s above unity and six abova two. Note that the last four
hypotheses tested in the Table fit precisely into the format of Section 4. At
the and of this Section we shall exanmine what inference can be obtained on
the order of the polynomial A(B) from exact procedures.

A highly significant static leong-run relationship 1s established among
these three variables from the results of Table 2, viz.
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(6.1) hs = +5.341 .0.0812 RR +0.554 y .
(0.844) (0.018) (0.081)

[For further details on the status and derivation of (6.1), see Doornik and
Hendry (1992).] Therefore, in achieving & more parsimonious model
specification, we preserve the levels of the variables but omit the less
significant lag-polynomial coefficients. We obtain the results given in Table
3; this includes a few tests on the order of the polynomial A(B) that will be
"exactified” below.

< Here Table 3 >

From a conventional augmented Dickey-Fuller analysis all three variables
show a univariate behaviour that does not differ significantly from
nonstationary processes with one unit root. Focusing on variable hs only, we
obtain the results presented in Tables 4, S and 6. From Table 4 we see that
an 8-th order autoregression (in the usual differenced form with one lagged
regressor in levels) with a linear trend and without seasonal dummies yields

&n acceptable statistical representation of the dynamic structure.
< Here Table 4 >

In Table S we have omitted the linear trend. The F(2,93) statistic tests
the joint significance of the variables Al'u_6 and Ahs_7, hence checking
whether the dynamics can be brought back from 8th to 6th order. This is again
& test that fits into the framework of the exact tests developed in Section
4, and mo do the series of tests mentioned in Table 6 which check for much
further reduction of the order of the dynamics. The last two tests mentioned
in Table 6 involve the significance of regressor h;_l. Therefore, the p-value
presented for the F(6,95) test is unfounded, since the approximation of the
asymptotic null distribution of this test by the F distribution is improper.
For testing the zignificance of h’-l only [which 13 equivalent with testing
(4.2)], the augmented Dickey-Fuller unit root test is asymptotically valid.

< Here Tables 5 and 6 >

The procedures developed in the foregoing sections, which are to be
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employed wnow, producs p-velues on any type of linear hypothesis on X,
including unit root casss, that are valid asymptotically [see Dufour and
Kiviet (1933)], nﬁd are even exactly correct in finite semples when the
distribution of the disturbances is specified properly. To obtain empirical
results the sxsct procedures have been programmed in the GAUSS 386 Systes. Ve
first focus on tests on the dynamic specification and the presence of unit
roots in the univariate modsl for hs. The first twe blocks of results in
Table 7 concern five different test procedures on a series of various null
hypotheses which fully specify (r = 6 = p) the x(B) poljnnnial of the model
anslyzed in Table 6. F refors to the standaxd test of p restrictions on A{B);
the l-'* and !-’** columns xefer to the statistics (3.10) and (3.12) of the same
restrictions in an augmented wmodel, where F** also incorporates the
zero restrictions on the redundant Tegressors. The Table gives p-values
which, for the asymptotic tests have been obtained with respect to the F
distribution (NB: this is only valid vhen the null hypothesis specifies the
coefficlents “0 such that all roots of A(B) are jocated outside the unit
circle). For the exact tests the p-values are obtained by confronting the
test statistics with a series of 499 simulated drawings from their true mull
distribution. Unless stated otherwise, we assume normality of the
disturbances in the exact procedures. In the first block of the Table we
present results, labelled (a) through (k), for sample size T = 102 (as in
Tables 4 through §6) and in the second block we analyze the sane null
hypotheses (a) through (k) for & gub-sample of size T = 52 . The last three
results in the third block regard structural change tests. ‘

< Here Table 7 >

Just for curiosity ve test in result (a) the 6 restrictions where Ao, as
given in the Table, equals the least-squares estimate of A. As 1s to be
expected, all p-valuss are squal or close to unicy, especially for the larger
sample. Result (b) fully ralates to the test i{n Table 6, vhere the reduction
of the model to & simple random walk vith drift is examined, i.e. "0,1 -1,
and AO, -;0 . f:r § o= 2,....8 Like the standard F test also the
asymptotic F and F tests seem to reject this hypothesis, but note that due
to the unit root the asymptotic null distributions differ from F. We obsexve
that the actual finite-sample p-values of the F* and F“ tests lead to
conflicting inferences at the 5% level. Contrary to our intuition the
p-values of F* are found to be smaller than those of l'-‘** in the first block
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of the Table. We first discuss the results for the full sample only and
neglect, for the moment, the P results,

From l(b) we sse that the random walk with drift specification is
rejected by the axact F* test. Howaver, according to results (c) and (d), a
stationary mon-zero mean AR(1) process with an autocorrelation coefficient of
0.% or 0.8, although rejected by the asymptotic F, is acceptable on basis of
the exact procedure. The ‘results (c) and {d), vhere r = § » imply that
conservative tests for the hypotheses Ag = o= A6—r+1 -0, for v =
1,...,5 < p, do not lead to rejection either, For r = 1 and r = 2 this
iz in agreement with the corresponding asymptotic results glven in Table 6,
but we find conflict between thae exact and ssymptotic procedures for r = 3,
4 and 5, On the whole we will see that the rejection probability of the
asymptotic tests seems too high (i.e. the p-values are too low).

Results (e) and {f) ars again meant to enable inferences on the order of
the polynomial A(B), hence on fewer than p restrictions, although the null
hypotheses actually tested do involve P restrictions. Here we used a Ao value
obtained from {46.12), where 00 is chosen such that the r restrictions are
imposed, and the P - T elements of !0 are chosen equal to their
least-squares estimate under thess r rsstrictions, see (4.13). Ve argued in
Section 4 that in that way rejection of the p restrictions will be less
likely than for most other possible wvalues of 70. In (e) this strategy is
followed to test the AR(1) specificetion and (£f) tests the AR(2) model. We
find & somevhat more marked acceptance of * the AR(1) and the AR(2)
specifications indeed, whereas the asymptotic procedures again produce
rejections. In (g) we find an unanimous overall rajccdon of the omission of
211 lagged hs regressors. .

Next we perform unit root tests. In (h) initially the one unit root
restriction (4.2) has been imposed, and the remaining p - 1 restrictions
resulted from constrained estimation. Ve see that the AR(6) model with ome
unit root is not rejected, which is in agreement with the asymptotic ADF
result given in Tsble &. In (1) restriction (4.3) 1is imposed as well. Hence,
here we test for two unit roots. Hypothesis (1) is rejected, and we are
inclined to believe that a further search through the appropriate Di space
will not lead to scceptance of the I(2) hypothesis. Results (1) and (k)
relats to the so-called HEGY ssasonal unit roots tests, see Hylleberg et al.
(19%0). In (J) the .\o vactor obeys the four restrictions (4.2) and {4.5abc),
We find a clear rejection of the occurrence of a factor (1 - B“) in A(B)
[which 1s no real surprise, given the fact that hs is seasonally adjusted].
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In (1) we test the two restrictions (4.2) and (4.5a) jointly. These are also
rejected by the exact F* test.

In the second block of Table 7 we perform the same type of analysis,
omitting the first 50 of the 102 sample data. We now see that the F *
p-values are lower [except in (k)] than the F* values, as they usually are
according to our experience. As far as we can see, the atypical results in
this respect for the present full data set are just a rather exceptional
case, dus to the (sccidental) relatively small reslduals obtained for the
first observations in this sasple. This aspect is relevant becauu-e of the
following. In all tests performed in the first two blocks of Table 7 we found
m = 7 . Hence, of the 12 redundant Tegr rs only 6 had to be taken into

account [we use & singular value decomposition with a tolerance of 10'61. It
can be made plausible that in this simple model, where X consists of one
column of unit elements only, the appropriate matrix X consists of columns
which are determined by & {linearly or nonlinearly) trended variable (heavily
determined by the values of the elements of ;\0) and by the columns of the
matrix {1_i0]’. Hence, gince the redundant regressoxrs are closely related to
the dummy varisbles that would annihilate the contribution of the initial
observations, they happen to have a minor effect in the present model on the
obtained residual sum of squares, and therafore the F** test is less powerful
in the full sample. In contrast we find in the sub-sample that the I-‘** exact
p-values are not only smaller than the I-'* values, but that they are often
also smallexr than the asymptotic F p-values. This boosts our expectations
regarding the relative power of the exact procedures.

In order to try the exact structural change tests developed in Section 5
we tested the constancy of the X vector ovsr the two separate parts of the
sample. Note that 1% 28525 . In result (a’) wve consider the unrestricted
AR(6) model. The chosen X, value 1s the A estimste obtained under the
alternative specification. Ve see that constancy of 2 is acceptable (m = 11).
in (b’) the null modsl is s simple random walk with drift over the full
sanmple, and the alternative model is an AR(6) with a break in all )
cosfficients at ‘tl. Here the two exact tests give conflicting results (@ =
g). In (k') the Ao value i3 equsl to (k) for T = 102 . Hence, roots +1 and -1
ars imposed. Thess werd accepted for the second sub-sample and gave
conflicting resulta over the full sample. Now, imposing them and testing for
constancy, we find p-valuss above 51 (= = 14).

To check the sensitivity of our exact results to the normality

sssunption, we also performed the simulation procedures under two alternative
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distributional assumptions. Ve examined the changes in the p-values when it
is assumed that the n vector consists of independent elements obtained from
either the Cauchy distribution (vhich has no finite moments) or from a
normalized and sign-changed x’ distribution. In the latter case we took e -
-(wt ~ 8)/4 , vhere v, - x'(B). It can be shown that this yields
disturbances with SK = -1 snd EK = 1.5 , which 1s not too far from the
valuss actually obtained in the Tables 4 through 6. Results are collected in
Table 8. For the transformed xa disturbances we find slightly lower p-values
for the smaller sample zize; for T = 102 the results are very close to the
normal case. The effects of Cauchy disturbances are more pronounced. Often
the P’ and }‘** results are affected in an opposite way.

Finally we employed various of the exasct procedures in the context of
the econometric model on housing starts. For the model in Table 3 we examined
tests on the order of the A(B) polynomial and a few other hypotheses, see
Table 9. Here the maximum ber of redund regressors that may be required
is 36, whereas actually only 12 had to be used. In result (A) we test the
least-squares estimate of Table 3, and again find a plausible result. In (B)
we find conflicting evidence on the hypothesis that the polynomial A(B) can
be reduced to (L - B). From (C) we see that we cannot omit all
lagged-dependent varisbles, but (D), (E) and (F) show that reduction of the
order of the A(B) polynomial to 1 isg acceptable, which i3 in conflict with
the asymptotic findings for r < &4 in Table 3. Result (6) indicates that a
{1 - B) factor in A(B) while maintaining p = 4 4s acceptable. In (H) we
test for structural change. Fow the maximum number of redundant regressors is
72, vhereas we actually had to use only 20. The chosen AO value is the A
estimate obtained when a break ia allowed for; constancy is not rejected,

In the original DM specification of Table 1, which seens dynamically
misspecified, we did not suploy our procedures for further inference on A(B).
Ws only checked vhether structurel change tests would expose the inadequacy
of this model. This is not the case. Taking 1'1 = 57 the relevant exact
testz have p-values slightly above 50%, whilst the asymptotic test on the
significance of ' has a p-value of 45X. This completes our extensive use
of these dats on house building starts. The reader should realize that these
computations were not undertaken to throw new 1ight on the building industry
in Canads, but enly serve to fllustrate the performance of particular
techniques for the econometric model building industry,
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7. Conclusion and piscussion

Standard test procadures used in econometrics tTo find an adequate
specification of the shert-run dynamics and long-Tun relationships in linesr
autoregressivs distributed lag wodels typlcally only have an asymptotic
j\ntiﬂcu:ion and ars monexact in finite samples. Actual sample sizes are
finite, and usually their size 1s fixed in the short-run. Also, asymptotic
large sample srguments, vwhich may be very useful for the (din)quali..fication
of particular techniques in particular circumstances, cannot make actu;l
sample sizes larger. To contend onesslf with the empirical results of
ssymptotically valid techniques Just 1ike that, ususlly impiies that ons
accepts xisks to drav fslse inferences that cannot be kept under contrel. In
science in general, and in econometric statistical methodology in particular,
such situations should be suppressed where possible.

Here we develop alternative exact procedures in the context of single
(zeduced form) dynamic linear regression models and we demonstrate thelr
feasibility in an 11lustrative empirical model, We only considexed exact
procedures for inference on the coefficients of the 1agged-dependent
variables. These, however, will allow to cbtain exact inference results on
almost any type of linear or nonlinesr restriction on any of the parameters
of such models, as 1s demonstrated in pufour and Kiviet (1993a) for the
first-order dynamic model. The procedures pake use of redundant regressor
variables which annihilate nulsance parameter dependence and yield similaricy
of the test statistics. This allows to use them a8 srandomized tests”™, which
implies that exact p-values can be ebtained from & limited number of Monte
Carlo replications. Critics on these exact techniques that may be put forward
are, among other things, that:

(1) the addition of redundant Yegressors to the model, although
accomplishing full control over the ievel of the teasts, will lead to power
loss;

(41) the requirement e adequately specify tha distribution function of
the disturbances cannot be fulfilled in practice since we lack (economic)
theory on how to specify disturbance terws;

(141) the requiremsnt that the Tregressors, apart from the
lagged-dependent varisblas, have to be strongly exogenous wili not be
fulfillad in most modsls of practical intersst;

{iv) the gimulation tests involve too much computational efforts.

Our response is as follows:
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(1) Indeed we find that the standard asymptotic tests usually have
szaller p-values than the exact tests, but that does not mean that they have
more power. Power can only be discussed if we know the size, and that {s the
basic weakness of the asymptotic methods: their actual finite-sample size
depends on unknown parameters and the chosen noainal significance level is as
firm on the actual size as the level of a pitfall. The p-values of the
standard tests can only be Judged after size correction. However, using the
same sort of tests after the additfon of redundant regressors, and assessment
of their true finite-sample null distribution via simulation works in fact as
& size correction. It certainly seems likely that more redundant regressors
leads to less power. Therefore it is comforting that we found that the actual
number of redundant regressors required was much less than the theoretical
number, due to linear dependencies betwean thenm. Horeover, from the results
in Dufour and Kiviet (1993a) we know that when more restrictions are tested
less redundant regr. % are required. Hence, if we do not test Just X but

also elements of #, even fewer redundant regressors are required.

(11) If the actual distribution of the disturbances is (under the usual
regularity assumptions) very mon-normal then the accuracy of the asymptotic
methods, although asymptotically still correct, will be very poor in finite
samples. Our methods easily allow one to pexrform a sensitivity analysis of
the exact results under various distributional assumptions. Moreover, they
possess the same asymptotic validity properties as the standard procedures
(although the latter are even incorrect when the true distribution of the
disturbances is known).

(ii1) In cass of weskly exogenous regressors we can again invoke the
Bsmé asymptotic arguments as are used for the standard procedures to uphold
the validity of our procedures which, indeed, are only fully exact when the
Tegressors are strongly exogenous. Hence, although we agree that this is one
of the weaker slements in the methods proposed here, the standard procedures
suffer from the sams weakness. Further research on the seriousness of this
aspect in empirically relevant cases should be done (also including size and
powex comparisons). If the inaccuracles in inference vhich find their origin
in conditioning are really serious, then it could be worthwhile to abandon
conditioning and to model not only the endogenous, but also the weakly
exogenous variables. Next, the present approach could be followed again to
develop test statistics which are invariant with respect to the nulsance
barameters in thess enlarged models, thus allowing to control the size. The
other extreme case ars the higher-order univariate AR models, possibly with
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an intercept, seasonal dumnies and trends, which are used to characterize
stationary and non-stationary (periodic) stochastic processes. These fit
completsly into our framework snd therefore ve could produce exact versions
of the ADF and HEGY tests, and also exact tests for integration of higher
orders. Their relative performance should be further examined in controlled

expeximents.

(iv) The exact test statistics are, 1ike the standard tests, simple
ratios of residual suzs of squares. To obtain the exact p-value 3 relatively
short series of simulated independent realizations of the test statistic has
to be computed. Nowadays this requires only & few lines of computer code and

each application takes just a few seconds or less.
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TABLES

TABLE 1: Sinmple forecasting model for ha: 1956(1) to 1982(4)

hs = 2.4758 +0.6097 h:_l -0.0411 RR‘I +0.1827 Ya
(0.5380)  (0.0700) (0.0087) (0.0547)

Rz - 0.795 , %= 0.1420 , RSS = 2.0987 , T = 108

AR(1,103) « 0.0940 [75.98%]
AR(2,102) = 1.4453 [26.05%]

AR(3,101) = 2.1487 [ 9.88%]

AR(4,100) = 2.4660 [ 4.97%] #

ARCH(4,96) = 0.8228 [51.38%)

H(9,94) =~ 0.6228 [77.49%]

R(1,103) = 0.0158 [90.03%]

N(2) = 3.0495 [21.772]  <SK = -0.32 ; EX = 0.55>

JABLE 2: Autoregressive distributed lag model for hs: 1956(1) to 1982(4)

he - 2.7888 406544 hs "0.0660 RR ;  +1.0744 y |
(0.6743) (0.1004) (0.0252) (1.0653)
“0.1643 hs , +40.2328 hs_, -0.2452 hs_,
(0.1142) (0.1172) (0.0978)
*0.0086 R +0.0507 RR ,  -0.0645 RR_;  +0.0289 RR_,
(0.0166) (0.0270) (0.0264) (0.0186)
+0.4941 y Y0.8558y ,  -2.37%y ,  0.2664 y,
(0.9020) (1.0343) (0.9963) (0.8625)

Rz - 0.842 , 2. 0.1321 , RSS = 1.6251, T ~ 108
AR(1,92) = 0,4303 {51.35%]

AR(4,89) = 00,2581 [90.402)

K(2) = 3.8766 [ 5.30%) <SK = -0.52 ; ER = 0.65>

F(3,90) = 0.1411 {93.512] <sddition of seasonal dummies>

F(3,90) = 0.4974 {68.50%] <sddition of fifth-order lags>

F(11,93) = 2.4637 [ 0.94%) #* <reduction to the model of Table 1>
F(3,93) « 0.2128 [88.731) <reduction to the model of Table 3>
F(1,93) = 5.2873 [ 1.39%) * <reduction of polynomial A(B) to order 3>
F(2,93) = 3.4992 [ 3.432] * <reduction of polynomial A(B) to order 2>
F(3,93) = 2.7415 | 4.76%] * <reduction of polynomial A(B) to order 1>
F(4,93) « 13.723 [ 0.00%] #* <reduction of polynomial A(B) to order 0>
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TABLE 3: Autoregressive distributed lag model for hs: 1956(1) to 1982(4)

he - 2.8492 40,6649 hs_,  -0.0367 Ry +1.4582 ¥ 4
(0.6590) (0.0945) (0.0169) (0.8726)

.0.1641 hs_, #0.2255 hs 4 -0.2556 hs_,
(0.1097) (0.1153) (0.0950)

+0.0457 BR_, -0.0625 RR_ +0.0290 RR ,
(0.0256) (0.0257) (0.0183)

+1.0491 Y.q -2.2156 Y3
(0.9598) (0.8308)

o2 - 0.840 , 5 -0.1306 , RSS - 1.6363 . 1 - 108

AR(1,95) = 0.2727 [60.27%]

AR(4,92) = 0.1763 [95.01%]

N(2) s 6846 | 5.83%]  <SK = -0.52 EK = 0.59>

F(3,93) = 0.2128 [88.73%] <extension to the model of Table 2>
F(8,96) = 3.3912 | 0.18%] ** <reduction to the model of Table 1>
F(1,96) - 7.2380 [ 0.84%] ** <reduction of polynomial A(B) to order 3>
¥(2,96) -~ 3.82646 | 2.52X] * <reduction of polynomial A(B) to orxder 2>
F(3,96) = 3.1124 [ 2.99%] * <reduction of polynouinl A(B) to order 1>
¥(4,96) = 16.076 { 0.00%] ** <reduction of polynonial A(B) to order o>

TABLE &: Univariats model for hs (with Trend): 1957(3) to 1982(4)

shs - 0.7018 -0.00033 Trend -0.0636 hs _,
(0.9137) (0.00083) (0.0896)

-0.1285 shs o -0.2229 ahs , 40,0810 &hs 4 -0.2200 shs_,
(0.1308) (0.1259) (0.1193) (0.1133)

-0.1915 ahs g ~-0.0870 hs g -0.0016 shs
(0.1146) (0.1082) (0.1066)

Rz - 0.197 , 5 = 6.1453 , RSS - 1.94280 , T = 102

AR(1,91) = 0.0386 [84.481]

AR(4,88) = 0.5212 {72.04%)

ARCH(4,84) = 0.8551 [49.45%])

N(2) - 8.3914 [ 1.51X] * <SK = -0.61 ; EK = 0.85>
H{(18,73) -~ 0.6832 [81.65%]

R(1,91) - 0.4206 [51.83%]

F(3,89) - 0.0437 [98.78%] <addition of seasonal dummies>
F(3,89) - 0.3515 (78.82%] <addition of 3 extra lags>
ADF - -0.710 [ >10% ]

s
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IABLE 3: Univariste model for hs (without Trend): 1957(3) to 1982(4)

Ahs = 0.9775

-0.0914 ha_,

(0.5806) (0.0545)

-0.0977 Ahl.l -0.1947 Ahl_z

(0.1029) (0.1040) (0.1015)

€0.1041)
"0.1744 aha . -0.0737 ahs_ +0.0106 ahs
(0.1054) (0.1023) (0.1015)

82 = 0.196 , 5= 0.1047 + BSS = 1.94605 , T = 102

AR(1,92) = 0.0341 [85.40%)
AR(4,89) = 0,392 [81.38%)
= 8.2469 [ 1.62X] * <SK = -0.61 ; EK = 0.80>

<omission of 2 highest lags>

R(2)
F(2,93)
ADF

= 0.2842 [75.321)
~ -1.678 [ >10% ]

+0.1036 ahs_, -0.2006 ahs_,

IABLE §:

ths = 1.0164

Univariate model for hs

-0.0951 hs

(0.5697) (0.0534)

"0.0830 &hs_; -0.1781 ahs , +0.1034 shs_
(0.1004) (0.0957)

RSS = 1.95796 , T = 102

<SK = -0.57 ; EK = 0.78>

(0.0998) (0.0967)
-0.1664 aha
(0.0988)
R - 0191, - 0.14% ,
AR(1,94) = 0.0781 [78.05%]
AR(4,91) = 0.4983 [73.70%]
8(2) - 705412 [ 2.30%] *
AR(1,94) = 0.0781 [78.051]
F(1,95) = 2,839% [ 9.53%] <reduction
F(2,95) = 2.8165 [ 6.48%] <reduceqon
F(3,95) = 3.1541 [ 2.84%] + <reduceqon
F(4,95) = 3.3309 [ 1.342] * <reduccqon
F(5,95) = 2.7848 [ 2.16%]) * <reduction
F(6,95) = 54.513 [ 0.00%] #* <reduceqon
F(6,95) = 3.7402 [ 0.22] ** <reduccion
ADF - -1.780 [ >10% |

of polynomial A(B) to
of polynomial A(B) to
of polynomial A(B) to
of polynomial A{B) to
of polynomial A(B) to
of polynomial A{B) to

(without Trend): 1957(3) to 1982(4)

3 -0.1773 shs

order 5>
order 4>
order 3>
order 2>
order 1>
order 0>

to random walk with drift>
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JABLE 8: Exact p-values (%) in the univariate model for hs of Table 6
k-l(intercapt) i P=6; r=6; N-500
T = 52 : 1970(1) to 1982¢4) T =102 : 1957(3) to 1982¢4)
SK= -1 Ek= 1.5 Cauchy 8K= -1 ; EKw 1.5 Cauchy
o i P o o o~ . e
(a) 99.8 88.2 98.4 46.4 100.0 99.8 89.2 67.0
{b) 10.4 3.4 7.4 14.2 5.6 4.0 5.8 13.0
{c) 31.8 14.2 17.2 17.6 5.8 15.8 6.0 13.2
{d) 34.8 16.6 18.2 17.8 6.8 16.0 5.2 12.8
(e} 35.6 16.8 18.4 17.8 7.8 18.2 5.8 13.4
£y 35.¢ 16.8 18.4 17.8 9.2 20.0 6.8 13.6
{g) 0.2 6.2 0.4 6.4 0.2 0.2 0.2 2.2
(h) 96.8 84.4 85.8 44,2 99.8 100.90 99.8 77.2
(€3] 0.8 2.2 6.6 12.2 0.6 2.4 4.4 9.0
[6D] 0.2 0.4 5.6 8.2 6.2 0.2 2.4 3.4
(k) 19.8 26.2 16.4 19.8 4.4 12.6 10.0 13.2
JABLE 9: Exect infersnce in the model for ha of Table 3
keB; pob; ruig; ¥ =~ 500 ; 5~ N[0,I]
T « 108 : 1956(1) to 1982¢4) ; T1 =~ 57 : break at 13970(1)
null hypothesis p-values (X)
elsments of vector Aé asymptotic exact
* ok * *k
Y0 %02 o3 g, F F_F F_F
(A}  0.664% -0.1641 0.225 ~0.2556 100.0 98.0 87.3 99.2 89,4
(B) 1.0000 0.0 .0 0.0 0.0 0.0 0.2 0.8 5.8
(€} 0.0 0.0 .0 0.0 0.0 6.0 0.0 0.2 0.2
(D)  0.6463 -0.1576 0.0630 0.0 13.3  18.2  46.7 29.0 s1.8
{E) 0.6407 -0,1187 .0 0.0 11.5 13,3  43.0 20,4  49.4
(F) 0.5711 0.0 .0 0.0 6.1 10.8 40.4 iB.6 49,4
{€) 0.8735 -0.1275 0.3842 -0. 1102 0.0 0.1 2.4 17.0  27.0
(H) 0,7103 -0.2782 0.3111 -0. 3462 56,0 51.0 30.5 71.2  37.4
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