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RÉSUMÉ
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ABSTRACT

We consider the normalized least squares estimator of the parameter in a nearly integrated first-order autoregressive model with dependent errors. In a first step, we consider its asymptotic distribution as well as asymptotic expansion up to order $O_p(T^{-1})$. We derive a limiting moment generating function which enables us to calculate various distributional quantities by numerical integration. A simulation study is performed to assess the adequacy of the asymptotic distribution when the errors are correlated. We focus our attention on two leading cases: MA(1) errors and AR(1) errors. The asymptotic approximations are shown to be inadequate as the MA root gets close to minus one and as the AR root approaches either minus one or one. Our theoretical analysis helps to explain and understand the simulation results of Schwert (1989) and DeJong, Nankervis, Savin and Whiteman (1992) concerning the size and power of Phillips and Perron's (1988) unit root test. A companion paper, Nabeya and Perron (1994), presents alternative asymptotic frameworks in the cases where the usual asymptotic distribution fails to provide an adequate approximation to the finite sample distribution.

Key words: near-integrated model, functional weak convergence, simulation experiment, unit root process, autoregressive moving-average models.
1. INTRODUCTION

In an attempt to cover more general time series structures, it has become popular in econometrics to consider models which permit both the regressors and the errors to have substantial heterogeneity and dependence over time. On a theoretical level, this advance has become possible due to a new class of functional central limit theorems which provide the required asymptotic results. An integrated treatment can be found in White (1984) and Gallant and White (1988). This approach made possible the analysis of a wide class of models with substantial relaxation of the standard conditions. Examples include time series models with unit roots (e.g., Phillips (1987a)), testing for structural change in a general nonlinear framework (e.g., Andrews and Fair (1988)), and cointegration (e.g., Phillips and Ouliaris (1990)). However, little is known about the adequacy of the limiting distributions as an approximation to the finite sample distribution in such a general framework. This paper is a step in a systematic examination of this issue. We consider the leading case of a dynamic first-order autoregressive model when the errors are allowed to be dependent and provide a detailed analysis of the behavior of the associated ordinary least squares estimator. To be more precise, we consider the first-order stochastic difference equation:

$$y_t = \alpha y_{t-1} + u_t, \quad (t = 1, \ldots, T), \quad (1.1)$$

with $y_0$ fixed. The least-squares estimator of $\alpha$ based on the sequence $\{y_t\}_{t=0}^T$ is:

$$\hat{\alpha} = \sum_{t=1}^T y_t \hat{y}_{t-1} - 1 \left( \sum_{t=1}^T y_t^2 \right)^{-1}. \quad (1.2)$$

The distribution of $\hat{\alpha}$ has been extensively studied, especially in the case where the errors $\{u_t\}$ are uncorrelated. Mann and Wald (1943) and Rubin (1950) showed that $T^{1/2}(\hat{\alpha} - \alpha)(1 - \alpha^2)^{-1/2}$ has a limiting $N(0,1)$ distribution when $|\alpha| < 1$. White (1988) showed that when $|\alpha| > 1$, the limiting distribution of $|\alpha|\big(T(\alpha^2 - 1)^{-1}(\hat{\alpha} - \alpha)\big)$ is Cauchy provided that $y_0 = 0$ and $\{u_t\}$ is normal. White also considered the case $|\alpha| = 1$ and showed that the limiting distribution of $T(\hat{\alpha} - 1)$ can be expressed in terms of the ratio of two functionals of a Wiener process (see also Phillips (1987a)). The case of the unit root ($\alpha = 1$) has attracted great deal of attention. The asymptotic distribution of $T(\hat{\alpha} - 1)$ has been tabulated by Dickey (1976) via simulation methods (see also Fuller (1976) and Dickey and Fuller (1979)) and by Evans and Savin (1981a) using numerical integration. Evans and Savin (1981b) showed how the standard limiting distributions fail to provide adequate approximations to the exact distribution when $\alpha$ is close to but not equal to one.
Recently, a class of models which specifically deal with the presence of a root close to, but not necessarily equal to one, has been studied. These specify a near-integrated process where the autoregressive parameter is defined by $\alpha = \exp(c/T)$. The constant $c$ being a measure of the deviation from the unit root case, the model may also be described as having a root local to unity: as the sample size increases, the autoregressive parameter converges to unity. When $c < 0$, the process $\{y_t\}$ is said to be (locally) stationary and when $c > 0$, it is said to be (locally) explosive. An expression for the limiting distribution of $T(\hat{\alpha} - \alpha)$ has been derived by Bobkoski (1983), Cavanagh (1986), Chan and Wei (1987) and Phillips (1987b). In the near-integrated context, with errors that are weakly dependent, Phillips (1987b) showed that (under some conditions to be made precise later):

$$T(\hat{\alpha} - \alpha) = \left\{ \int_0^1 J_c(r) dW(r) + \delta \right\} \left\{ \int_0^1 J_c(r)^2 dr \right\}^{-1},$$  \hspace{1cm} (1.3)

with $\delta = (\sigma^2 - c_u^2)/(2\sigma^2)$, $\sigma^2 = \lim_{T \to \infty} E(T^{-1}s_T^2)$, $s_t = \sum_{j=1}^T u_j$, $c_u^2 = \lim_{T \to \infty} T^{-1}E(\sum_{t=1}^T u_t^2)$, $J_c(r) = \int_0^r \exp((r-s)c) dW(s)$ with $W(r)$ the unit Wiener process.

Tabulations of the limiting distribution (1.3) with $\delta = 0$ have been obtained by Cavanagh (1986), Chan (1988), Nabeya and Tanaka (1990) and Perron (1989) using different procedures. These studies also assess its adequacy as an approximation to the finite sample distribution when $\alpha$ is near 1. They show the approximation to be quite good in the case where $y_0 = 0$. Perron (1991a,b) also considers a continuous time approximation which performs well even in the case where $y_0 \neq 0$. These asymptotic distributions provide substantial improvements over the traditional asymptotic framework when $\alpha$ is in the vicinity of one because they are continuous with respect to the autoregressive parameter $\alpha$.

However, most of the evidence about the adequacy of the approximation pertains to the case $\delta = 0$, i.e. with no correlation in the residuals. The purpose of this paper is to investigate this adequacy when the errors are dependent. Section 2 discusses the limiting distribution of $T(\hat{\alpha} - \alpha)$ and extends Phillips' (1987c) $O_p(T^{-1})$ expansion to the near-integrated setting. The results of Perron (1991a) are used to derive appropriate limiting moment-generating functions. These permit the calculation of the cumulative distribution functions and the moments of the asymptotic distributions. In Section 3, we present simulation experiments to compare the asymptotic results with their finite sample counterparts. We concentrate on two leading cases, namely:

$$M(1) \text{ errors: } u_t = e_t + \beta e_{t-1}.$$  \hspace{1cm} (1.4)
AR(1) errors: \[ u_t = \rho u_{t-1} + e_t, \] (1.5)

with \( e_t \sim \text{i.i.d. } N(0, \sigma_e^2) \) random variables. The results show the asymptotic distribution to be a very poor guide to the finite sample distribution, even for large sample sizes, when \( \theta \) (in the MA case) or \( \rho \) (in the AR case) are close to \(-1\). When \( \rho \) is close to \(1\), the approximation is not as bad but the approach to the limiting distribution is slow. Section 4 presents results for the \( O_p(1) \) asymptotic approximation in the cases where a constant or a trend are included in regression (1.1). Section 5 provides some concluding comments and an appendix contains mathematical derivations.

2. THE LIMITING DISTRIBUTION OF \( T(\hat{\alpha} - \alpha) \)

This section considers the limiting distribution of the normalized least-squares estimator \( T(\hat{\alpha} - \alpha) \) in the near-integrated model with dependent errors. We also consider its asymptotic expansion up to order \( O_p(T^{-1}) \). As a matter of notation, we denote weak convergence in distribution by \( \Rightarrow \) and equality in distribution by \( = \). The asymptotic analyses below can be obtained under various conditions upon the error structure. We consider those of Herrndorf (1984) involving the concept of strong mixing.

ASSUMPTION 1: (a) \( E(u_t) = 0 \); (b) \( \sup_t E|u_t|^{\beta + \epsilon} < \infty \) for some \( \beta > 2 \) and \( \epsilon > 0 \); (c) \( \sigma^2 = \lim_{T \to \infty} T^{-1} E(S_T^2) \) exists and \( \sigma^2 > 0 \), where \( S_T = \sum_{j} u_j \); (d) \( \{u_t\}_{t=1}^{\infty} \) is strong mixing with mixing numbers \( \alpha_m \) that satisfy: \( \sum_{m=1}^{\infty} \alpha_m^{1-2/\beta} < \infty \).

When the sequence \( \{u_t\} \) is strictly stationary condition (c) is implied by (a), (b) and (d) and \( \sigma^2 = 2\pi f_\ell(0) \), where \( f_\ell(0) \) is the non-normalized spectral density function of \( \{u_t\} \) evaluated at frequency zero. When considering the asymptotic expansion of order \( O_p(T^{-1}) \) the following additional restriction will be imposed on the sequence of errors \( \{u_t\} \).

ASSUMPTION 2: \( \{u_t\}_{t=1}^{\infty} \) is a Gaussian weakly stationary sequence.

Consider the construction of random elements defined by: \( X_T(t) = T^{-1/2} \sigma^{-1} S_{[Tr]} = T^{-1/2} \sigma^{-1} S_{j-1} \) \( ([j-1]/T \leq t < j/T; \{j = 1, \ldots, T\}) \). From Herrndorf (1984), the following functional central limit theorem holds under Assumption 1:

\[ X_T(t) \Rightarrow W(t). \] (2.1)
Phillips (1987b) proved (1.3) under the conditions of Assumption 1 using the result (2.1). We consider here an extension of his (1987c) result concerning the asymptotic expansion up to order $O_p(T^{-1})$ of $T(\hat{\alpha} - \alpha)$. The following Theorem is proved in the Appendix.

**THEOREM 1:** Let $J_c(r) = \int_0^r \exp((r-s)c) \, dW(s), \delta = (\sigma^2 - \sigma_u^2)/(2\sigma^2)$ with $\sigma_u^2 = \lim_{T \to \infty} T^{-1} E[\sum_{t=1}^T u_t^2]$, and $\sigma^2$ as defined in Assumption 1; $\gamma = y_0/(\sigma T^{1/2})$, $\nu^2 = 2\pi f_u(0)$, with $f_u(0)$ the non-normalized spectral density function of $\{u_t^2 - E(u_t^2)\}$ at frequency 0; $\eta$ is a $N(0,1)$ variable independent of the Wiener process $W(r)$. Under Assumptions 1 and 2:

$$T(\hat{\alpha} - \alpha) \overset{d}{=} H(c, \gamma)/K(c, \gamma) + O_p(T^{-1}),$$

where

$$H(c, \gamma) = \int_0^1 J_c(r) \, dW(r) + \delta + \gamma \int_0^1 \exp(cr) \, dW(r) - (\nu/(2\sigma^2 T^{1/2})) \eta,$$

and

$$K(c, \gamma) = \int_0^1 J_c(r)^2 \, dr + 2\gamma \int_0^1 \exp(cr) J_c(r) \, dr.$$

With the normalization $\sigma^2_e = 1$, the following specifications of the various parameters apply. For the MA(1) case: $\sigma_u^2 = 1 + \theta^2$, $\sigma^2 = (1 + \theta)^2$, hence $\delta = \theta/(1 + \theta)^2$ and $\gamma = y_0/\lfloor T^{1/2} (1 + \theta) \rfloor$. Also, $\nu^2 = 2(1 + 4\theta^2 + \theta^4)$. In the AR(1) case we have: $\sigma_u^2 = (1 - \rho^2)^{-1}$, $\sigma^2 = (1 - \rho)^{-2}$; hence $\delta = \rho/(1 + \rho)$, $\gamma = y_0(1 - \rho)/T^{1/2}$ and $\nu^2 = 2(1 + \rho^2)/(1 - \rho^2)^3$.

We now characterize the joint moment-generating function of $\{H(c, \gamma), K(c, \gamma)\}$, which we denote by $MGF(v,u) = E[\exp\{vH(c, \gamma) + uK(c, \gamma)\}]$.

**THEOREM 2:** Let $g = \nu/(2\sigma^2 T^{1/2})$, $d = \gamma^2(\exp(2c) - 1)/2c$ and $\lambda = (c^2 + 2cv - 2u)^{1/2}$ the joint moment-generating function of $\{H(c, \gamma), K(c, \gamma)\}$ is given by:

$$MGF(v,u) = \exp(\delta d - ud + \nu^2 g^2/2) \, M_{c,\gamma}(v,u),$$

where

$$M_{c,\gamma}(v,u) = \psi_c(v,u) \exp\left(- (\gamma^2 / 2)(v + c - \lambda)/(1 - \exp(v + c + \lambda)\psi_c^2(v,u))\right),$$

and

$$\psi_c(v,u) = \left\{2\lambda \exp\left(-(v + c)\right)/((\lambda + v + c)\exp(-\lambda) + (\lambda - v - c)\exp(\lambda))\right\}^{1/2}.$$

Theorem 2 allows direct computation, by numerical integration, of the cumulative distribution function and the moments of the asymptotic distribution. Let the joint characteristic function of $\{H(c, \gamma), K(c, \gamma)\}$ be $CF(v,u) = MGF(iv,iu) = E[\exp\{ivH(c, \gamma) + iuK(c, \gamma)\}]$. From Gurland (1948), the limiting distribution function of $T(\hat{\alpha} - \alpha)$ is:
\[ F(z) = (1/2) - (1/\pi) \int_0^\infty IM[CF(v,-vz)]/v dv, \]  
\hspace{1cm} (2.2) 

with \( IM(\cdot) \) the imaginary part of the complex number. The moments of the asymptotic distribution can be obtained using Mehta and Swamy's (1978) result, such that:

\[ E[B(c,\gamma)/K(c,\gamma)]^I = \Gamma(\tau)^{-1} \int_0^\infty u^{\tau-1} \left[ \partial^{\tau} MGF(v,-u)/\partial v^\tau \right]_{v=0} du. \]  
\hspace{1cm} (2.3) 

These results allow computation of distributional quantities for a variety of processes. The usual asymptotic distribution (1.3) can be obtained by letting \( g = \gamma = 0 \), then:

\[ MGF(v,u) = \exp(v\delta)\psi_c(v,u), \]  
\hspace{1cm} (2.4) 

where \( \psi_c(v,u) \) is defined in Theorem 2. The next section makes extensive use of Theorem 2, (2.2) and especially (2.4), to calculate the asymptotic distribution of \( T(\hat{\alpha} - \alpha) \) when the errors are MA(1) or AR(1) processes. The numerical integrations were performed using the subroutine QDAG of the IMSL library. The bounds of integration are \( (\epsilon, \bar{V}) \) where \( \bar{V} \) is set such that the square of the integrand evaluated at \( \bar{V} \) is less than \( \epsilon \). The error criterion for the numerical integration was also set at \( \epsilon \). For most experiments we used \( \epsilon = 1.0E-07 \). 

3. APPROXIMATING THE EXACT DISTRIBUTION OF \( T(\hat{\alpha} - \alpha) \)

This section considers the adequacy of the asymptotic distribution as an approximation to the finite sample distribution. The asymptotic values are obtained using the results of Section 2 and the finite sample values are obtained via simulations. As discussed in the introduction, we consider two leading cases where the error sequence is either an MA(1) or an AR(1) process. As we will see, these cases are sufficient to provide a rich characterization of the relationship between the finite sample results and their asymptotic counterparts. Given that our aim is mainly oriented towards studying the effect of correlation in the errors we consider only the case where \( \gamma_0 = 0 \).

The experiment is as follows. For each of the MA and AR cases we consider three values of \( c \), namely \( c = 0 \) (unit root), \(-5\) (locally stationary) and \( 2 \) (locally explosive). For each we consider the following specifications for the errors: a) MA(1) case, \( \theta = -0.9, -0.7, -0.5, -0.3, \) and \( 0.5 \); for the AR(1) case, \( \rho = -0.9, -0.5, 0.5, 0.9 \) and \( 0.95 \). We consider sample sizes of length \( T = 25, 50, 100, 500, 1000 \) and \( 5000 \) (though we do not report results for every sample sizes in each cases). The finite sample results are obtained using 10,000 replications.
(5,000 when \( T = 5,000 \)). The asymptotic results for the cumulative distribution function are obtained using (2.4) for the \( O_p(1) \) asymptotic framework ².

3.A. The MA(1) Case.

Consider first the percentage points of the distribution of \( T(\hat{\sigma} - \sigma) \) in the MA(1) case presented in Tables 1 for \( c = 0 \). With \( \theta = .5 \), the asymptotic approximation is excellent, even for small sample sizes. Further experiments (not reported) confirm this adequacy for any process with positively autocorrelated MA(1) errors.

When \( \theta \) is negative the picture is rather different. Here the adequacy of the approximation depends very much upon the magnitude of \( \theta \) and deteriorates quite rapidly as \( \theta \) approaches \(-1\). For different values of \( \theta \) the asymptotic distribution adequately approximates the finite sample distribution for the following sample sizes: \( \theta = -.3 \), \( T \geq 500 \); \( \theta = -.5 \), \( T \geq 1000 \); \( \theta = -.7 \), \( T \geq 5000 \); and when \( \theta = -.9 \) the asymptotic distribution is still quite far away from the exact distribution when \( T = 5000 \). The differences are substantial. For example, the 1% point of the exact distribution when \( \theta = -.9 \) and \( T = 50 \) corresponds approximately to the 95% point of the asymptotic distribution.

The same qualitative results hold when \( c \) is \(-5 \) or 2. Figures 1 and 2 present results for the case \( \theta = -.9 \). The main difference is that the approximation is marginally better with an explosive process \((c = 2)\) and marginally worse when it is stationary \((c = -5)\) ⁴.

3.B. The AR(1) Case.

Consider now the case where the errors are AR(1). The results for \( c = 0 \) are presented in Table 2. The picture is quite different from the MA(1) case. For \( \rho < 0 \), the approximation is again inadequate and worsens as \( \rho \) approaches \(-1\). However, for comparable values of \( \rho \) and \( \theta \) the approach of the finite sample distribution to the asymptotic distribution is faster in the AR(1) case than it is in the MA(1) case. For \( \rho = -.5 \), the asymptotic approximation is adequate for \( T \geq 500 \), and for \( \rho = -.9 \) when \( T \geq 1000 \). For smaller sample sizes there are important discrepancies especially when \( \rho = -.9 \). However, the discrepancies are not as severe as in the MA(1) case. For example, when \( T = 50 \) and \( \rho = -.9 \), the 1% point of the exact distribution corresponds roughly to the 30% point of the asymptotic distribution (in the MA(1) case the first percentage point of the exact distribution with \( \theta = -.9 \) and \( T = 50 \) corresponds to the 90% point of the asymptotic distribution). Similar qualitative results hold in the stationary \((c = -5)\) and explosive \((c =(JsonObject)
2) cases. When \( c = -5 \), the adequacy is marginally inferior and when \( c = 2 \), it is marginally superior. These results are illustrated in Figures 3 (\( c = -5 \)) and 4 (\( c = 2 \)).

The AR(1) case with positive autocorrelation offers yet a different picture. First, unlike all the cases considered so far the approach of the finite sample distribution to its asymptotic counterpart is from a density with a larger spread to one with a smaller spread. Secondly, the differences between the finite sample and asymptotic percentage points are not substantial. For example when \( \rho = .9 \) and \( T = 25 \), the tenth percentage point of the exact distribution corresponds roughly to the fifth percentage point of the asymptotic distribution. Nevertheless, what is interesting, and different from the MA(1) case with positive coefficient, is the fact that the approach to the asymptotic value is quite slow. The tail of the exact distribution is not well approximated until \( T = 500 \).

When \( c = -5 \) and \( c = 2 \), the same qualitative behavior remains as in the case where \( c = 0 \). The case \( \rho = .9 \) is illustrated in Figures 5 (\( c = -5 \)) and 6 (\( c = 2 \)). The approximation is again marginally better with \( c = 2 \) and marginally worse with \( c = -5 \). However, some differences emerge. When \( c = -5 \) we notice a difference from the cases where \( \rho > 0 \) and \( c = 0 \) or 2. The right tail is better approximated by the asymptotic distribution even for quite small sample sizes (e.g. \( \rho = .9 \) and \( T = 25 \)). Secondly, when compared to the positive MA case, there is much more movement in the percentage points as \( c \) varies.

The results above suggest that the quality of the asymptotic approximation is heavily dependent on the nature and extent of the correlation in the residuals. With negative autocorrelation, the approximation becomes rapidly useless as the magnitude of this correlation increases, both in the MA(1) and AR(1) cases. In the AR(1) case with positive autocorrelation, the discrepancies are not as severe but the approach to the asymptotic distribution remains quite slow. Only in the MA(1) case with positive autocorrelation is the approximation adequate, indeed as good as in the case without correlation.


We also performed an extensive analysis of the behavior of the mean and variance of the exact and asymptotic distributions. For reason of space constraint, we report only the figures for values of \( c \) and \( \theta \) or \( \rho \) presented in Tables 1 and 2. The asymptotic results were obtained using numerical integration of the function in (2.3)\(^7\).

Consider first the mean of the distribution when \( c = 0 \). For the MA case and \( \theta \geq 0 \), the
the asymptotic value is basically equal to the exact value when \( T \geq 100 \). When \( T < 100 \), the discrepancies are minor. When \( \theta < 0 \), the picture is different. As \( \theta \) approaches minus one, it takes an increasingly larger sample size for the mean of the exact distribution to correspond to its asymptotic value. When \( \theta = -.1 \), a sample of size 100 still appears enough but there are larger discrepancies with smaller sample sizes compared to the case where \( \theta \geq 0 \). When \( \theta \) is between -.2 and -.5, a sample of size 500 is needed to ensure a satisfactory approximation. When \( \theta = -.6 \), a sample of size 1000 is needed and when \( \theta = -.7 \) or -.8, the corresponding figure is \( T = 5000 \). Finally, when \( \theta = -.9 \) or -.95 even a sample size as large as 5,000 is not sufficient to provide an adequate approximation. Of particular interest is the fact that when \( \theta \leq -.5 \), the mean of the finite sample distribution changes very rapidly as \( T \) increases. Hence, for this part of the parameter space, the asymptotic distribution provides a very bad approximation to the mean of the exact distribution when the sample size is not very large.

Consider now the AR(1) case. When \( \rho \leq 0 \), the picture is similar to that of the MA case, except that the discrepancies between the mean of the asymptotic and exact distributions are not as severe. When \( \rho \) is between -.1 and -.5, the exact mean attains its asymptotic value when \( T \) reaches somewhere between \( T = 100 \) and \( T = 500 \). When \( \rho \) is between -.6 and -.95, the correspondence is achieved with a sample size somewhere between \( T = 500 \) and \( T = 1000 \). When \( \rho > 0 \), the picture is different. With \( \rho \) between .1 and .5, a sample size as small as 50 is enough to provide an adequate approximation. When \( \rho = .7 \), a sample of size 100 is needed, and with \( \rho = .9 \) or .95, the corresponding figure is \( T = 500 \). Also of interest is the fact that when \( \rho \) is between .5 and .95, the mean is positive (unlike all the other cases considered). Note that, in all cases considered, the exact mean approaches its asymptotic counterpart in a monotonically decreasing way.

With \( c = -5 \), a locally stationary process, the asymptotic approximation is, in general, less good than with \( c = 0 \) for both the MA and AR cases. That is, for a given \( \theta \) or \( \rho \) and sample size \( T \), the discrepancy between the exact mean and its asymptotic counterpart is greater. A feature that is different, however, is the fact that when \( \theta \) or \( \rho \) are greater than .3, the approach to the asymptotic value is achieved in a monotonically increasing way. When \( c = 2 \), the locally explosive case, the general features are similar but the discrepancies between the exact and asymptotic results are not as severe, compared to both cases where \( c = 0 \) or \(-5 \). As was the case with \( c = 0 \), the approach to the asymptotic value is monotonically increasing with \( T \). A small difference from earlier cases is that, unless \( T \) is small and \( \rho = .9 \) or .95, the mean of the distribution is negative.
Tables 1 and 2 also present results for the variance of the distribution. For the case of a unit root process, \( c = 0 \) with MA(1) errors (Table 1), the general features are similar to the ones for the mean of the distribution. An interesting difference is that when \( \theta < 0 \) the approach to the asymptotic value appears to be slower. For example, when \( \theta = -0.7 \) and \( T = 1000 \), the mean of the exact distribution is quite close to the mean of the asymptotic distribution, but the variance is still quite far away. Of particular interest is the fact that, for a given \( \theta \), the exact variance approaches its asymptotic value in a monotonically increasing way. However, for a given sample size, the variance does not increase monotonically as \( \theta \) approaches \(-1\). For example, with \( T = 50 \) the variance of the distribution of \( T(\hat{\theta} - \theta) \) is 66.38 (\( \theta = -0.5 \)), 142.37 (\( \theta = -0.7 \)) and 119.64 (\( \theta = -0.9 \)) \(^9\).

Much of the same features apply in the AR case (Table 2); in particular the discrepancies between the exact and asymptotic values are not as severe as for the MA(1) case. Some interesting features are, however, different from the MA(1) case. First, for a given sample size, the variance is monotonically increasing as \( \rho \) approaches \(-1\). More importantly, when \( \rho \geq 0.3 \) the exact variance approaches its asymptotic value in a monotonically decreasing way unlike the case with negatively correlated MA(1) or AR(1) errors. This feature will prove of interest when considering the asymptotic expansions. The behavior of the variance when \( c = -5 \) or \( 2 \) is similar to that when \( c = 0 \). As was the case for the mean, the discrepancies are more severe with \( c = -5 \) and less so with \( c = 2 \). Apart from this, a notable difference is that in the MA(1) case with \( \theta \geq 0.1 \) and \( c = 2 \), the exact variance now decreases monotonically towards its asymptotic value.

3. D. The \( O_p(T^{-1}) \) Expansion.

Note first that the use of the \( O_p(T^{-1}) \) asymptotic expansion does not provide any improvement over the usual \( O_p(1) \) asymptotic distribution when considering the mean of the distribution. Indeed both of them yield the same mean since the \( O_p(T^{-1}) \) expansion does not provide any location adjustment given that the extra term \( \eta \) has mean zero and is independent of the Wiener process \( W(t) \) present in the other components.

The \( O_p(T^{-1}) \) asymptotic expansion provides, in contrast, an adjustment to the variance of the asymptotic distribution. However, given the independence of \( \eta \) and the Wiener process \( W(t) \), the \( O_p(T^{-1}) \) expansion yields a higher variance than the \( O_p(1) \) asymptotic distribution. As we saw, for most cases, the exact variance is smaller than the asymptotic variance. In these cases, the asymptotic expansion should provide a less
accurate approximation to the exact variance than does the $O_p(1)$ asymptotic distribution. Since the asymptotic expansion does not provide, in most cases, an adjustment to the mean of the asymptotic distribution, it follows that it should provide a poorer approximation to the exact distribution as a whole. An instance where it could yield a better approximation to the exact variance is when the variance approaches its asymptotic value in a decreasing way. This occurs with AR(1) errors and $\rho \geq 0.3$. Even in those cases, the expansion would provide a better approximation overall only if the mean is fairly stable as $T$ increases. In our experimental setting, this is the case only when $\rho$ is near 0.5 and $c = 0$ or 2.

We performed many calculations related to the distribution of this asymptotic expansion. As an illustration of the qualitative results, we present in Tables 1 and 2 numerical values for $T = 50$ (other results are available upon request). Overall, the $O_p(T^{-1})$ expansion provides a worse approximation than the standard $O_p(1)$ asymptotic distribution. There are, however, several interesting features that emerge.

Consider the case of MA(1) errors. The first striking feature is that the asymptotic distribution provides an improvement in the right tail of the distribution but a worse approximation in the left tail. This asymmetric feature is interesting because it is indeed in the left tail that the asymptotic distribution is so inaccurate for negative moving-average coefficients. The expansion can therefore be viewed, in a sense, as providing a useful correction where it is easy to do so, i.e. where the discrepancies between the exact and standard asymptotic distributions are least severe. Other noticeable features include the fact that the improvement is better as we move further in the right tail and worsens as the moving-average coefficient varies from positive to negative.

Consider now the case of AR(1) errors. When $\rho = -0.5$, we observe the same pattern as with negative MA(1) errors; the expansion provides a worse approximation in the left tail but is surprisingly accurate in the right tail. When $\rho = -0.9$, the approximation is worse in the left tail and better for the median. However, we now observe a substantial overcorrection in the right tail such that the expansion is again a worse approximation than the standard asymptotic distribution.

As discussed above, the expansion is likely to provide a better approximation to the overall distribution in the case of AR(1) errors with positive coefficient. We now discuss this case in more details. With $\rho = 0.5$, the asymptotic expansion provides a substantial improvement in the left tail of the distribution. For example, the first percentage point
with $T = 50$ has an exact value of $-4.47$, the $O_p(1)$ asymptotic value is $-4.23$ while the $O_p(T^{-1})$ value is $-4.53$. When $\rho$ is closer to 1, the asymptotic expansion still provides an improvement in the left tail of the distribution but not as significant. This is due to the fact that the $O_p(T^{-1})$ expansion provides no adjustment to the mean of the distribution and as $\rho$ approaches 1 the mean of the distribution decreases substantially as $T$ increases. These observations are consistent with the fact that the $O_p(T^{-1})$ expansion also provides an adequate adjustment to the variance of the distribution when $\rho = 0.5$, but that it deteriorates rapidly as $\rho$ approaches 1. The results concerning the right tail of the distribution are quite different. Here, the $O_p(T^{-1})$ expansion provides no significant improvement over the usual $O_p(1)$ asymptotic distribution for any value of $\rho$ considered.

The results are similar when $c = -5$, namely an improvement in the left tail of the distribution especially when $\rho = .5$. The approximation for the variance is better when $\rho = .5$ but the improvement diminishes as $\rho$ gets closer to one. With $c = 2$ and $\rho = .5$, the expansion provides a slight improvement for the 1% and 2.5% points, but a worse approximation for the 5% and 10% points. The improvements in the right tail of the distribution and in the variance are marginal. When $\rho = .9$ or .95, there is very little improvement; indeed there is little change in the $O_p(T^{-1})$ distribution as $T$ changes.

3. E. A Possible Explanation Related to Further Research.

Some insights about the results described above can be gained by looking at the behavior of the parameter $\delta$ in the asymptotic distribution given in Theorem 1. In the MA case $\delta = \theta/(1 + \theta)^2$ which becomes unbounded when $\theta$ approaches $-1$, and decreases to 0 as $\theta$ increases. In the AR(1) case $\delta = \rho/(1 + \rho)$ which diverges to $-\infty$ as $\rho$ approaches $-1$ but at a smaller rate than in the MA(1) case. When $\rho$ approaches 1, $\delta$ approaches 1/2.

These considerations lead to the following conjectures. First, the asymptotic distribution is a bad approximation when $\theta$ approaches $-1$ because the asymptotic distribution of $T(\hat{\theta} - \theta)$ with $\theta$ approaching $-1$ is unbounded. However, when $\theta$ approaches 1 the asymptotic distribution is still valid. In the AR(1) case, the asymptotic distribution of $T(\hat{\theta} - \theta)$ is again unbounded if $\rho = -1$ as $T \to \infty$. However, the rate at which $\rho$ may approach $-1$ to obtain a non-degenerate local asymptotic distribution is higher in the AR(1) case than it is in the MA(1) case. This would explain the relatively smaller discrepancies in the AR(1) case for a given equal value of $\theta$ and $\rho$. On the other hand, when
\( \rho \) approaches +1 as \( T \to \infty \), \( T(\hat{\alpha} - \alpha) \) still has a non-degenerate asymptotic distribution but different from that given by (1.3). These conjectures are verified in a companion paper, Nabeya and Perron (1994), where the relevant local asymptotic distributions are derived and tabulated. It is shown that these local asymptotic distributions provide very good approximations to the finite sample distributions. Their characterization also helps in further understanding the reasons for the failures of the usual asymptotic distribution.

4. EXTENSIONS TO CASES WITH FITTED INTERCEPT AND TREND.

In this section we consider extensions to cases where an intercept or an intercept and a trend are included in the first-order autoregression. Given the nature of the results discussed for the leading case in the previous sections, we concentrate on the quality of the standard \( O_p(1) \) approximation (the asymptotic expansions and the moments of the distribution are not covered). To be more specific consider the following regressions:

\[
y_t = \mu + \alpha y_{t-1} + u_t, \quad (4.1)
\]

\[
y_t = \mu + \beta t + \alpha y_{t-1} + u_t. \quad (4.2)
\]

The least-squares estimator of \( \alpha \) in (4.1) is denoted \( \hat{\alpha}_2 \) and the one from (4.2) by \( \hat{\alpha}_3 \).

We study the behavior of the statistics \( T(\hat{\alpha}_i - \alpha) \) (\( i = 2, 3 \)) when the series \( \{y_t\} \) is generated by (1.1) with \( \alpha = \exp(c/T) \) and \( y_0 = 0 \). The cumulative distribution functions of the limiting distributions of \( T(\hat{\alpha}_i - \alpha) \) can be obtained from results in Nabeya and Tanaka (1990) (see also Nabeya and Sorensen (1993)) and are stated in the following Lemma.

**Lemma 1:** Let \( F_i(z) = \lim_{T \to \infty} P[T(\hat{\alpha}_i - \alpha) \leq z] \) (\( i = 2, 3 \)) where \( \hat{\alpha}_2 \) and \( \hat{\alpha}_3 \) are the OLS estimates of \( \alpha \) in (4.1) and (4.2), respectively. Assume that \( \{y_t\} \) is generated by (1.1) with \( \alpha = \exp(c/T) \) and let \( \delta \) be defined as in Theorem 1. We have:

\[
F_i(z) = (1/2) + (1/\pi) \int_0^\infty (1/v) \text{IM}(c_i, v, z) dv \quad (i = 2, 3)
\]

where \( c_i(v, z) = \exp(i(1 - 2\delta)v - c/2)/D_i(2iv, z) \Gamma^{-1/2}(v) \) with

\[
D_2(\lambda, z) = \frac{\cosh^2(\mu)}{\mu^2} + \left( (1 - \cosh(\mu))/\mu^4 \right) (2\lambda^2 - 4\lambda(z + c) - 2\lambda^2) + (\sinh(\mu)/\mu^3) (-c^2 + \c^2 - 2\lambda(z + c) - \lambda^2)
\]

\[
D_3(\lambda, z) = \frac{\cosh^2(\mu)}{\mu^2} + \left( (1 - \cosh(\mu))/\mu^4 \right) (2\lambda^2 - 4\lambda(z + c) - 2\lambda^2) + (\sinh(\mu)/\mu^3) (-c^2 + \c^2 - 2\lambda(z + c) - \lambda^2)
\]
\[ D_y(\lambda, z) = \left( \cosh(\mu)/\mu \right)^6 \left( e^6 - 12e^4\lambda + 2\lambda(z+c)(-e^4 + 12e^3 - 12e^2) + 48\lambda^2(e^2 - 3c + 3) \right) \\
+ (1 - \cosh(\mu)/\mu)^6 \left( 4\lambda(-e^6 + 6e^4) + 16\lambda^2(e^4 - 3e^3 - 3e^2 + 18c - 18) \right. \\
\left. + 8\lambda(z+c)(e^5 - 3e^4 + c^4\lambda + 4\lambda^2(e^2 - 3c + 3)) \right) \\
+ 16\lambda^2(z+c)^2(-e^3 + 3e^2 - 6c + 6)) \right] \\
+ \left( \sinh(\mu)/\mu \right)^7 \left( -e^7 + \lambda(e^6 + 24c^4) + 4\lambda^2(-e^4 + 3e^3 - 27e^2 + 72c - 72) \right. \\
\left. + 2\lambda(z+c)(e^5 - 4e^4 - 12e^3 + 12e^2 - c^4\lambda + 4\lambda^2(e^2 - 3c + 3) \right) \\
+ 16\lambda^2(z+c)^2(e^2 - 3c + 3) \right) \right),

where \( \mu = (c^2 - 2\lambda(z+c))^{1/2} \).

Lemma 1 allows us to obtain percentage points of the limiting distributions using numerical integrations. Results concerning the distribution of \( T(\hat{\alpha}_2 - \alpha) \) where an intercept is included are presented for the leading case \( c = 0 \) in Table 3.a for MA(1) errors and in Table 3.b for AR(1) errors. We consider only a subset of the cases discussed earlier, namely \( \theta = -0.9, -0.7 \) and \( -0.5 \) in the MA(1) case; and \( \rho = -0.9, -0.5 \) and \( 0.9 \) in the AR(1) case.

Consider first results pertaining to the MA(1) case in Table 3.a. The qualitative picture is similar to the case where no intercept is included in the regression. The quality of the asymptotic approximation deteriorates as the moving-average parameter \( \theta \) approaches \( -1 \) and becomes inadequate even for very large sample sizes when \( \theta = -0.9 \). An interesting feature to note is that for small values of \( T \) (e.g. \( T = 50, 100 \)) the differences in the exact critical values are small with and without an intercept included. A shift of the distribution to the left occurs as \( T \) increases and this shift is substantial for the asymptotic distribution. The fact that the leftward movements of the distributions are greater than in the no-intercept case as \( T \) increases implies larger discrepancies between the exact and asymptotic distributions. For example, when \( T = 100 \) and \( \theta = -0.9 \), the 1% point of the exact distribution corresponds roughly to the 99% point of the asymptotic distribution; when \( T = 100 \) and \( \theta = -0.7 \) the 5% point of the exact distribution corresponds roughly to the 50% point of the asymptotic distribution. When \( \theta = -0.5 \), the leftward shifts in the distribution are relatively important for both the finite sample and asymptotic distributions. Nevertheless, the adequacy of the asymptotic approximation is worse compared to the case where no intercept is included.
The same qualitative results hold when $c = -5$ or 2. Figures 7 and 8 present results for the case $\theta = -9$. Compared to the case where $c = 0$, the main difference is again that the approximation is marginally better with an explosive process ($c = 2$) and marginally worse when it is stationary ($c = -5$). Compared to the case with no intercept (see Figures 1 and 2), it is evident that for each $T$ the adequacy of the asymptotic approximation is worse when an intercept is included for both the explosive and stationary cases.

Consider now results pertaining to the case where the errors are AR(1) presented in Table 3.b. For negative values of $\rho$, the qualitative results are similar to those in the MA(1) case. The adequacy of the asymptotic approximation is worse when an intercept is included. For example, with $\rho = -9$ and $T = 100$, the 1% point of the exact distribution corresponds roughly to the 10% point of the asymptotic distribution when no intercept is included whereas if one is included the 1% point of the exact distribution corresponds roughly to the 30% point of the asymptotic distribution. For $\rho = -5$, the asymptotic distribution could be considered an adequate approximation to the exact distribution for $T$ greater than 100 in the no-intercept case. Now it is adequate only for $T$ greater than 500. When $\rho = .9$ one first notes the leftward shift of both the exact and asymptotic distributions compared to the case where no intercept is included. Again the asymptotic distribution is a good approximation to the exact distribution when $T = 500$. It is, however, less accurate than in the no-intercept case for smaller values of $T$ (e.g. $T = 50$).

Figures 9 and 10 present results for the case $c = -5$ with $\theta = -9$ and .9. Compared to the case where $c = 0$, the main difference is again that the approximation is marginally worse. Compared to the case with no intercept (see Figures 3 and 5), it is evident that the adequacy of the asymptotic approximation is worse when an intercept is included.

The results concerning the distribution of $T(\hat{\delta}_3 - \alpha)$ for the case where an intercept and a trend are included are first presented for the leading case $c = 0$ in Table 4.a for MA(1) errors and in Table 4.b for AR(1) errors. We consider the same subset of specifications as in the intercept only case.

The qualitative picture is again similar except that now the discrepancies between the exact and asymptotic distributions are even bigger for any sample size. Consider the following examples. First, when $\theta = -9$ and $T = 1000$, the 1% point of the exact distribution corresponds roughly to the 90% point of the asymptotic distribution. Second, even when $T$ is as large as 5000 the differences are substantial, viz. the 1% point of the
exact distribution corresponds roughly to the 20% point of the asymptotic distribution. The inaccuracies are not as severe when \( \theta = -0.7 \) or \(-0.5 \) but are nonetheless more important than in the case where no intercept or only an intercept is included in the regression.

These dramatic differences between the exact and asymptotic distributions are well captured in Figures 11 and 12 which present results for the case \( \theta = -0.9 \) with \( c = -5 \) and 2, respectively. Comparing with Figures 1 and 2 (no intercept case) and Figures 7 and 8 (intercept included), one clearly sees a gradual deterioration in the quality of the approximation as the number of included deterministic regressors increases.

Consider now results pertaining to the case of AR(1) errors presented in Table 4.b for the leading case \( c = 0 \). For negative values of \( \rho \), the qualitative results are similar to the those in the MA(1) case. The adequacy of the asymptotic approximation is worse when an intercept and a trend are included. For example, when \( \rho = -0.9 \) and \( T = 50 \), the 1% point of the exact distribution corresponds roughly to the 50% point of the asymptotic distribution in the no trend case whereas if a trend is included it corresponds roughly to the 90% point. These discrepancies are well illustrated for the case \( c = -5 \) in Figure 13 (compare to Figures 3 and 9) which shows again the deterioration in the quality of the approximation as the number of deterministic components included in the autoregression increases. For positive values of the autoregressive coefficient (with results presented for \( \rho = 0.9 \)), we observe, as in earlier cases, that the asymptotic distribution is a good approximation to the exact distribution for \( T = 500 \). However, we see that for smaller sample sizes, the quality of the approximation deteriorates as the number of included deterministic components increases, more so as \( T \) gets smaller. This feature is well illustrated in Figure 14 which considers the case \( c = -5 \) and \( \rho = 0.9 \) to be compared to Figures 5 and 10.

5. CONCLUDING COMMENTS

We characterized and tabulated the asymptotic distribution of the normalized least-squares estimator in a nearly integrated autoregressive process allowing dependence in the errors with emphasis on MA(1) and AR(1) processes. These were sufficient to provide a rich array of cases. Special attention was given to the adequacy of the standard asymptotic distribution as an approximation in finite samples. We showed that, in a substantial part of the parameter space, the approximation is seriously inadequate. An implication of our results is the inherent danger associated with an asymptotic framework that allows very general conditions with respect to the type of dependence permitted. There appears to be a
tradeoff between generality in the conditions and the sample size needed for the asymptotic
distribution to provide a reasonable guide to the finite sample distribution. While this
conclusion is drawn from a simple model, it should extend to more general models.

Our analysis can also be viewed as a step in a more complete analysis of the adequacy
of asymptotic distributions of tests allowing general dependence and heterogeneity.
Examples include the class of unit root tests proposed by Phillips (1987a) and Phillips and
Perron (1988) as well as those involving the Newey–West (1987) correction in more general
structural models. In practice, the statistics are used with correction factors that eliminate
asymptotically the dependence of the asymptotic distributions upon nuisance parameters.
Our analysis has direct implications for the behavior of such transformed statistics.
Suppose that the correction factor adequately approximates the asymptotic correction
necessary to eliminate the dependence upon the nuisance parameters. Our results would
still imply an inadequate corrected statistic as the asymptotic distribution of the
uncorrected part is far from the finite sample distribution in an important range of the
parameter space. In a sense, the finite sample distribution would bear an adequate
correspondence to the asymptotic distribution by fortuitous cancellation of approximation
errors for the distribution of the original statistic and the correction factor. Such a
situation is unlikely to occur as demonstrated in the case of unit root tests in the
simulations of Schwert (1989) and Dejong, Nankervis, Savin and Whiteman (1992) and the
analytical results of Pautola (1991). Their results about size distortions in finite samples
can be explained by the poor approximation provided by the asymptotic distribution of
T(\hat{\alpha} - 1) which forms the basis of the transformed statistics. These issues are analyzed
using the local asymptotic framework laid out in Nabeya and Perron (1994).
FOOTNOTEs

1 This framework has been quite useful in studying various problems such as the power of tests of a unit root under local alternatives (Phillips (1987b), Phillips and Perron (1988) and Perron (1990a)), the derivation of confidence intervals when \( \alpha \) is near unity (Cavanagh (1986) and Stock (1991)) and the power of tests of a unit root with a continuum of observations (Perron (1989)).

2 An exception is Nabeya and Tanaka (1990) which contains some results when the errors are correlated.

3 In principle, the computation of the exact finite sample distribution is possible using Imhof's (1961) routine or a variant of it. However, given the sample sizes analyzed here (up to 5,000) such an approach becomes practically infeasible.

4 A much wider range of experiments were performed. For the sake of brevity we report only a subset of the results. Some comments made in the text pertain to the full set of results, however. These are available upon request.

5 Special care must be taken with the numerical integration since it involves the square root of a complex valued quantity. The use of the principal value may not ensure the continuity of the integrand. The numerical integration must be performed over Reimann surfaces consisting here of two planes. The method is described in more detail in Perron (1989).

6 The full set of results is available upon request. Tabulated critical values for an extended range of values for \( \delta \) are available in the working paper version.

7 The specifications are basically the same as in the numerical integration of the distribution function, except that here the integrand does not involve complex valued quantities, so only straightforward numerical integration routines are needed.

8 Some slight exceptions to this rule occur for large values of \( T \) because of sampling variability induced by the simulations.

9 These features are further discussed in Nabeya and Perron (1994). In particular, the alternative asymptotic framework derived in that paper can explain them.

10 These were performed in double precision FORTRAN using the subroutine DCADRE of the IMSL library. Again, the bounds are \( (\epsilon, \tilde{V}) \) where \( \tilde{V} \) is such that the square of the integrand evaluated at \( \tilde{V} \) is less than \( \epsilon \). The error for the numerical integration was also set at \( \epsilon \). For most experiments we used \( \epsilon = 1.0\times 10^{-7} \).
MA~THERMATICAl APPENDIX

Proof of Theorem 1: The proof relies on Theorem 3.1 of Phillips (1987c) which shows that under the conditions of Assumptions 1 and 2 we have:

\[ X_T(t) \overset{d}{=} W(t) + O_p(T^{-1}) \quad (A.1) \]

where \( \overset{d}{=} \) signifies equality in distribution. Using (A.1) we can prove the following Lemma related to the sample moments of \( \{y_t\} \):

**LEMMA A.1:** Let \( \{y_t\} \) be generated by (1.1) with \( \alpha = \exp(c/T) \) and let the innovation sequence \( \{u_t\} \) satisfy the conditions of Assumptions 1 and 2, then:

\[ a) \; T^{-1/2} \sum_{t=1}^T y_t \overset{d}{=} \sigma J_c(t) + T^{-1/2} \exp(c) y_0 + O_p(T^{-1}) ; \]

\[ b) \; T^{-2/2} \sum_{t=1}^T y_t \overset{d}{=} \sigma^2 \int_0^1 J_c(r) dr + T^{-1/2} \exp(c) y_0 (\exp(c) - 1)/c + O_p(T^{-1}) ; \]

\[ c) \; T^{-2} \sum_{t=1}^T y_t \overset{d}{=} \sigma^2 \int_0^1 J_c(r)^2 dr + 2T^{-1/2} \sigma y_0 \int_0^1 \exp(c) J_c(r) dr + O_p(T^{-1}) ; \]

\[ d) \; T^{-1} \sum_{t=1}^T y_{t-1} u_t \overset{d}{=} \sigma^2 \int_0^1 J_c(r) dW(r) + (\sigma^2 - \sigma_u^2) + T^{-1/2} \sigma y_0 \int_0^1 \exp(c) dW(r) \]

\[ - T^{-1/2} (\nu/2 \sigma^2)^2 + O_p(T^{-1}) . \]

**Proof:** The proof follows closely that of Phillips (1987c, Lemma 4.2). Using (1.1):

\[ T^{-1/2} y_{[T]} = T^{-1/2} \sum_{j=1}^T \exp((|T| - j)c)/(|T|) \ u_j + T^{-1/2} \exp(|T|c/T) y_0 \]

\[ = \sigma \left\{ X_T(t) + c \int_0^1 \exp((r-s)c) X_T(s) ds \right\} + T^{-1/2} \exp(|T|c/T) y_0 . \]

Using (A.1), we deduce that:

\[ T^{-1/2} y_{[T]} \overset{d}{=} \sigma \left\{ W(t) + c \int_0^1 \exp((r-s)c) W(s) ds \right\} + T^{-1/2} \exp(c) y_0 + O_p(T^{-1}) \]

\[ = \sigma J_c(t) + T^{-1/2} \exp(c) y_0 + O_p(T^{-1}) ; \]

using the fact that \( J_c(t) = W(t) + c \int_0^1 \exp((r-s)c) W(s) ds \). The proof of parts (b) and (c) are analogous and omitted. To prove part (d) note that squaring (1.1), summing over \( t \) and rearranging we obtain:
\[ T^{-1}y_t^T T^{-1}y_{t-1}^u = \frac{1}{2}\exp(-2c/T)\left\{ T^{-1}y_T^2 - T^{-1}y_0^2 - T(\exp(2c/T) - 1)T^{-1}\Sigma_{t=1}^{T} y_{t-1}^2 - T^{-1}\Sigma_{t=1}^{T} u_{t}^2 \right\}. \]

Note that:
\[ T^{-1}\Sigma_{t=1}^{T} u_{t}^2 = T^{-1/2}\left[ T^{-1/2}\Sigma_{t=1}^{T} u_{t}^2 - \sigma_u^2 \right] + \sigma_u^2 \triangleq T^{-1/2} \zeta + \sigma_u^2 + O_p(T^{-1}) ; \]
where \( \zeta \sim N(0, \nu^2) \) (see Phillips (1987c), Lemma 4.2). Hence using parts (a), (b) and (c):
\[ T^{-1}\Sigma_{t=1}^{T} y_{t-1}^u \triangleq (1/2)\left\{ \sigma J_c(1) + T^{-1/2}\exp(c)\gamma_0 \right\}^2 \]
\[ - 2c \left[ \sigma^2 \int_0^1 J_c(r)^2 dr + 2T^{-1/2} \sigma \gamma_0 \int_0^1 \exp(cr)J_c(r)dr \right] \]
\[ - \sigma_u^2 - T^{-1/2} \zeta \} + O_p(T^{-1}) \]
\[ \triangleq (\sigma^2/2)[J_c(1)^2 - 2c\int_0^1 J_c(r)^2 dr - 1] + (\sigma^2 - \sigma_u^2)/2 \]
\[ + T^{-1/2}[\sigma\exp(c)\gamma_0 J_c(1) - 2\sigma \gamma_0 \int_0^1 \exp(cr)J_c(r)dr - \zeta/2] + O_p(T^{-1}) . \]

The result follows by noting that \((1/2)[J_c(1)^2 - 2c\int_0^1 J_c(r)^2 dr - 1] \triangleq \int_0^1 J_c(r)dW(r)\) and that \(\exp(c)J_c(1) - 2c\int_0^1 \exp(cr)J_c(r)dr \triangleq \int_0^1 \exp(cr)dW(r)\) (see Perron (1991a)); and using the fact that \(\nu \eta \triangleq \zeta\). Theorem 1 follows using (1.2) and (c-d) of Lemma A.1. \(\Box\)

Proof of Theorem 2: We can write \(B(c, \gamma) = A(c, \gamma) + \delta - g\eta\), and \(K(c, \gamma) = B(c, \gamma) - d\), where
\[ A(c, \gamma) = \int_0^1 J_c(r)dW(r) + \gamma\int_0^1 \exp(cr)dW(r) , \]
and
\[ B(\gamma,c) = \int_0^1 J_c(r)^2 dr + 2\gamma\int_0^1 \exp(cr)J_c(r)dr + \gamma^2(\exp(2c) - 1)/2c . \]

We have:
\[ \text{MGF}\,(v,u) = E[\exp(vA(c,\gamma) + \delta - g\eta + uB(c,\gamma) - d)] \]
\[ = \exp(v\delta - ud)E[\exp(-vg\eta)]E[\exp(vA(c,\gamma) + uB(c,\gamma))], \]

since \(\eta\) is independent of the Wiener process \(W(r)\), \(\delta\) and \(d\) are fixed constants. With \(\eta\) a \(N(0,1)\) random variable, \(E[\exp(-vg\eta)] = \exp(v^2 g^2/2)\) and the result follows using Theorem 2 of Perron (1991a) who showed that \(E[\exp(vA(c,\gamma) + uB(c,\gamma))] = M_{c,\gamma}(v,u)\). \(\Box\)
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<table>
<thead>
<tr>
<th>$\theta$</th>
<th>1.0%</th>
<th>2.5%</th>
<th>5.0%</th>
<th>10.0%</th>
<th>25.0%</th>
<th>50.0%</th>
<th>90.0%</th>
<th>95.0%</th>
<th>97.5%</th>
<th>99.0%</th>
<th>Mean</th>
<th>Var</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T=100$</td>
<td>-110.28</td>
<td>-106.09</td>
<td>-101.79</td>
<td>-96.30</td>
<td>-71.38</td>
<td>-37.56</td>
<td>-29.85</td>
<td>-24.68</td>
<td>-19.33</td>
<td>-12.89</td>
<td>244.63</td>
<td></td>
</tr>
<tr>
<td>$T=500$</td>
<td>-427.96</td>
<td>-407.79</td>
<td>-385.31</td>
<td>-355.24</td>
<td>-192.30</td>
<td>-63.81</td>
<td>-45.28</td>
<td>-33.94</td>
<td>-24.94</td>
<td>-15.30</td>
<td>1117.26</td>
<td></td>
</tr>
<tr>
<td>$T=1000$</td>
<td>-733.45</td>
<td>-675.98</td>
<td>-625.27</td>
<td>-533.72</td>
<td>-234.38</td>
<td>-67.17</td>
<td>-49.53</td>
<td>-38.65</td>
<td>-29.70</td>
<td>-17.54</td>
<td>3216.78</td>
<td></td>
</tr>
<tr>
<td>$T=5000$</td>
<td>-1867.76</td>
<td>-1570.88</td>
<td>-1275.06</td>
<td>-999.41</td>
<td>-318.94</td>
<td>-92.19</td>
<td>-71.18</td>
<td>-57.97</td>
<td>-43.94</td>
<td>-26.01</td>
<td>11581.60</td>
<td></td>
</tr>
<tr>
<td>$T=\infty$</td>
<td>-2625.73</td>
<td>-2608.37</td>
<td>-1601.94</td>
<td>-1181.47</td>
<td>-310.56</td>
<td>-74.68</td>
<td>-53.65</td>
<td>-41.39</td>
<td>-31.46</td>
<td>-20.44</td>
<td>302105.93</td>
<td></td>
</tr>
<tr>
<td>$O_p(T=50)$</td>
<td>-3311.05</td>
<td>-2217.16</td>
<td>-1673.02</td>
<td>-1199.96</td>
<td>-300.32</td>
<td>-69.54</td>
<td>-48.83</td>
<td>-36.66</td>
<td>-26.66</td>
<td>-15.30</td>
<td>335316.86</td>
<td></td>
</tr>
<tr>
<td>$\theta = -0.70$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T=50$</td>
<td>-49.25</td>
<td>-44.76</td>
<td>-40.64</td>
<td>-35.83</td>
<td>-16.52</td>
<td>-4.41</td>
<td>-3.05</td>
<td>-2.10</td>
<td>-1.34</td>
<td>-0.84</td>
<td>142.37</td>
<td></td>
</tr>
<tr>
<td>$T=100$</td>
<td>-77.81</td>
<td>-70.13</td>
<td>-62.69</td>
<td>-53.22</td>
<td>-20.40</td>
<td>-5.23</td>
<td>-3.43</td>
<td>-2.47</td>
<td>-1.59</td>
<td>-0.89</td>
<td>352.78</td>
<td></td>
</tr>
<tr>
<td>$T=500$</td>
<td>-182.58</td>
<td>-135.44</td>
<td>-115.70</td>
<td>-92.08</td>
<td>-27.12</td>
<td>-5.86</td>
<td>-3.80</td>
<td>-2.45</td>
<td>-1.46</td>
<td>-0.79</td>
<td>1347.55</td>
<td></td>
</tr>
<tr>
<td>$T=1000$</td>
<td>-197.33</td>
<td>-160.71</td>
<td>-133.75</td>
<td>-102.39</td>
<td>-26.75</td>
<td>-5.72</td>
<td>-3.92</td>
<td>-2.82</td>
<td>-1.91</td>
<td>-1.06</td>
<td>1862.63</td>
<td></td>
</tr>
<tr>
<td>$T=\infty$</td>
<td>-239.35</td>
<td>-185.36</td>
<td>-145.63</td>
<td>-107.17</td>
<td>-27.50</td>
<td>-5.90</td>
<td>-3.98</td>
<td>-2.83</td>
<td>-1.90</td>
<td>-0.85</td>
<td>2528.21</td>
<td></td>
</tr>
<tr>
<td>$O_p(T=50)$</td>
<td>-256.08</td>
<td>-193.33</td>
<td>-149.26</td>
<td>-107.97</td>
<td>-26.59</td>
<td>-5.46</td>
<td>-3.55</td>
<td>-2.42</td>
<td>-1.49</td>
<td>-0.85</td>
<td>2796.20</td>
<td></td>
</tr>
<tr>
<td>$\theta = -0.50$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T=50$</td>
<td>-34.69</td>
<td>-30.10</td>
<td>-25.55</td>
<td>-20.45</td>
<td>-6.36</td>
<td>-0.83</td>
<td>-0.21</td>
<td>0.17</td>
<td>0.56</td>
<td>-8.77</td>
<td>66.38</td>
<td></td>
</tr>
<tr>
<td>$T=100$</td>
<td>-47.17</td>
<td>-38.10</td>
<td>-32.54</td>
<td>-26.19</td>
<td>-6.86</td>
<td>-0.95</td>
<td>-0.32</td>
<td>0.07</td>
<td>0.43</td>
<td>-10.39</td>
<td>111.29</td>
<td></td>
</tr>
<tr>
<td>$T=500$</td>
<td>-62.77</td>
<td>-49.76</td>
<td>-41.22</td>
<td>-31.25</td>
<td>-7.88</td>
<td>-1.00</td>
<td>-0.35</td>
<td>0.07</td>
<td>0.45</td>
<td>-12.65</td>
<td>192.09</td>
<td></td>
</tr>
<tr>
<td>$T=1000$</td>
<td>-76.00</td>
<td>-58.10</td>
<td>-45.50</td>
<td>-34.38</td>
<td>-7.97</td>
<td>-0.94</td>
<td>-0.36</td>
<td>0.06</td>
<td>0.45</td>
<td>-13.77</td>
<td>258.00</td>
<td></td>
</tr>
<tr>
<td>$T=\infty$</td>
<td>-71.60</td>
<td>-55.32</td>
<td>-43.32</td>
<td>-31.71</td>
<td>-7.63</td>
<td>-1.02</td>
<td>-0.39</td>
<td>0.00</td>
<td>0.36</td>
<td>-12.91</td>
<td>231.35</td>
<td></td>
</tr>
<tr>
<td>$O_p(T=50)$</td>
<td>-75.77</td>
<td>-57.39</td>
<td>-44.27</td>
<td>-31.90</td>
<td>-7.38</td>
<td>-0.90</td>
<td>-0.27</td>
<td>0.13</td>
<td>0.50</td>
<td>-12.91</td>
<td>253.74</td>
<td></td>
</tr>
<tr>
<td>$\theta = -0.30$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T=50$</td>
<td>-22.93</td>
<td>-18.84</td>
<td>-15.17</td>
<td>-11.34</td>
<td>-2.67</td>
<td>0.28</td>
<td>0.69</td>
<td>0.99</td>
<td>1.36</td>
<td>-4.34</td>
<td>27.03</td>
<td></td>
</tr>
<tr>
<td>$T=100$</td>
<td>-27.44</td>
<td>-21.43</td>
<td>-17.22</td>
<td>-12.61</td>
<td>-2.76</td>
<td>0.26</td>
<td>0.65</td>
<td>0.93</td>
<td>1.26</td>
<td>-4.77</td>
<td>35.98</td>
<td></td>
</tr>
<tr>
<td>$T=500$</td>
<td>-20.43</td>
<td>-18.96</td>
<td>-13.98</td>
<td>-10.88</td>
<td>-3.08</td>
<td>0.23</td>
<td>0.63</td>
<td>0.93</td>
<td>1.19</td>
<td>-5.28</td>
<td>43.82</td>
<td></td>
</tr>
<tr>
<td>$T=\infty$</td>
<td>-31.36</td>
<td>-24.13</td>
<td>-18.79</td>
<td>-13.62</td>
<td>-2.89</td>
<td>0.23</td>
<td>0.61</td>
<td>0.89</td>
<td>1.21</td>
<td>-5.19</td>
<td>46.49</td>
<td></td>
</tr>
<tr>
<td>$O_p(T=50)$</td>
<td>-32.95</td>
<td>-24.92</td>
<td>-19.15</td>
<td>-13.69</td>
<td>-2.79</td>
<td>0.28</td>
<td>0.66</td>
<td>0.96</td>
<td>1.29</td>
<td>-5.19</td>
<td>50.35</td>
<td></td>
</tr>
<tr>
<td>$\theta = 0.50$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T=50$</td>
<td>-6.83</td>
<td>-5.35</td>
<td>-4.06</td>
<td>-2.84</td>
<td>-0.13</td>
<td>1.35</td>
<td>1.77</td>
<td>2.18</td>
<td>2.77</td>
<td>-0.49</td>
<td>3.14</td>
<td></td>
</tr>
<tr>
<td>$T=100$</td>
<td>-7.58</td>
<td>-6.67</td>
<td>-4.23</td>
<td>-2.91</td>
<td>-0.16</td>
<td>1.33</td>
<td>1.73</td>
<td>2.16</td>
<td>2.71</td>
<td>-0.54</td>
<td>3.79</td>
<td></td>
</tr>
<tr>
<td>$T=500$</td>
<td>-7.19</td>
<td>-5.47</td>
<td>-4.33</td>
<td>-3.07</td>
<td>-0.22</td>
<td>1.30</td>
<td>1.71</td>
<td>2.13</td>
<td>2.63</td>
<td>-0.60</td>
<td>3.75</td>
<td></td>
</tr>
<tr>
<td>$T=\infty$</td>
<td>-7.35</td>
<td>-5.54</td>
<td>-4.21</td>
<td>-2.91</td>
<td>-0.16</td>
<td>1.31</td>
<td>1.71</td>
<td>2.11</td>
<td>2.64</td>
<td>-0.55</td>
<td>3.73</td>
<td></td>
</tr>
<tr>
<td>$O_p(T=50)$</td>
<td>-7.77</td>
<td>-5.75</td>
<td>-4.30</td>
<td>-2.93</td>
<td>-0.14</td>
<td>1.32</td>
<td>1.74</td>
<td>2.15</td>
<td>2.69</td>
<td>-0.55</td>
<td>4.01</td>
<td></td>
</tr>
<tr>
<td>( \rho )</td>
<td>1.0%</td>
<td>2.5%</td>
<td>5.0%</td>
<td>10.0%</td>
<td>50.0%</td>
<td>90.0%</td>
<td>95.0%</td>
<td>97.5%</td>
<td>99.0%</td>
<td>Mean</td>
<td>Var</td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td></td>
</tr>
<tr>
<td>0.90</td>
<td>-76.33</td>
<td>-69.41</td>
<td>-62.43</td>
<td>-53.52</td>
<td>-19.36</td>
<td>-4.16</td>
<td>-2.42</td>
<td>-1.46</td>
<td>-0.71</td>
<td>-24.35</td>
<td>359.69</td>
<td></td>
</tr>
<tr>
<td>T=50</td>
<td>-122.62</td>
<td>-108.94</td>
<td>-93.53</td>
<td>-75.20</td>
<td>-23.93</td>
<td>-5.36</td>
<td>-3.34</td>
<td>-2.21</td>
<td>-1.34</td>
<td>-33.10</td>
<td>826.35</td>
<td></td>
</tr>
<tr>
<td>T=100</td>
<td>-214.48</td>
<td>-178.94</td>
<td>-146.79</td>
<td>-112.24</td>
<td>-31.24</td>
<td>-6.58</td>
<td>-4.09</td>
<td>-2.83</td>
<td>-1.71</td>
<td>-47.75</td>
<td>2284.21</td>
<td></td>
</tr>
<tr>
<td>T=500</td>
<td>-273.27</td>
<td>-216.22</td>
<td>-175.23</td>
<td>-130.44</td>
<td>-32.63</td>
<td>-6.81</td>
<td>-4.65</td>
<td>-3.42</td>
<td>-2.35</td>
<td>-53.65</td>
<td>3359.83</td>
<td></td>
</tr>
<tr>
<td>T=1000</td>
<td>-274.69</td>
<td>-212.87</td>
<td>-167.27</td>
<td>-123.14</td>
<td>-31.71</td>
<td>-6.93</td>
<td>-4.71</td>
<td>-3.41</td>
<td>-2.35</td>
<td>-51.85</td>
<td>3329.55</td>
<td></td>
</tr>
<tr>
<td>T=\infty</td>
<td>-364.82</td>
<td>-262.57</td>
<td>-194.42</td>
<td>-133.57</td>
<td>-26.28</td>
<td>-2.21</td>
<td>1.35</td>
<td>7.27</td>
<td>21.63</td>
<td>-51.85</td>
<td>5662.27</td>
<td></td>
</tr>
</tbody>
</table>

\( O_p(T=50) \) = -364.82, -262.57, -194.42, -133.57, -26.28, -2.21, 1.35, 7.27, 21.63, -51.85, 5662.27

<table>
<thead>
<tr>
<th>( \rho )</th>
<th>0.50</th>
<th>0.50</th>
<th>0.50</th>
<th>0.50</th>
<th>0.50</th>
<th>0.50</th>
<th>0.50</th>
<th>0.50</th>
<th>0.50</th>
<th>0.50</th>
<th>0.50</th>
</tr>
</thead>
<tbody>
<tr>
<td>T=25</td>
<td>-4.67</td>
<td>-1.68</td>
<td>-0.57</td>
<td>-0.30</td>
<td>0.14</td>
<td>0.49</td>
<td>0.90</td>
<td>1.64</td>
<td>2.35</td>
<td>3.34</td>
<td>4.68</td>
</tr>
<tr>
<td>T=50</td>
<td>-3.38</td>
<td>-1.24</td>
<td>-0.30</td>
<td>-0.20</td>
<td>0.00</td>
<td>0.35</td>
<td>0.70</td>
<td>1.28</td>
<td>1.89</td>
<td>2.67</td>
<td>3.40</td>
</tr>
<tr>
<td>T=100</td>
<td>-2.47</td>
<td>-0.68</td>
<td>-0.20</td>
<td>-0.00</td>
<td>0.00</td>
<td>0.24</td>
<td>0.45</td>
<td>0.77</td>
<td>1.19</td>
<td>1.61</td>
<td>2.04</td>
</tr>
<tr>
<td>T=500</td>
<td>-1.35</td>
<td>-0.35</td>
<td>-0.00</td>
<td>-0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>T=\infty</td>
<td>-0.34</td>
<td>-0.19</td>
<td>-0.10</td>
<td>-0.02</td>
<td>0.03</td>
<td>0.15</td>
<td>0.28</td>
<td>0.42</td>
<td>0.55</td>
<td>0.68</td>
<td>0.82</td>
</tr>
</tbody>
</table>

\( O_p(T=50) \) = -0.34, -0.19, -0.10, -0.02, 0.03, 0.15, 0.28, 0.42, 0.55, 0.68, 0.82

\( \alpha = \exp(c/T) \), \( c = 0.0 \). AR Errors, \( u_t = \rho u_{t-1} + e_t \).
<table>
<thead>
<tr>
<th>( \theta = -0.90 )</th>
<th>( \theta = -0.70 )</th>
<th>( \theta = -0.50 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T=50 )</td>
<td>-65.20</td>
<td>-116.51</td>
</tr>
<tr>
<td>( T=100 )</td>
<td>-52.97</td>
<td>-104.50</td>
</tr>
<tr>
<td>( T=500 )</td>
<td>-47.57</td>
<td>-105.42</td>
</tr>
<tr>
<td>( T=1000 )</td>
<td>-42.68</td>
<td>-130.70</td>
</tr>
<tr>
<td>( T=5000 )</td>
<td>-39.86</td>
<td>-148.46</td>
</tr>
<tr>
<td>( T=\infty )</td>
<td>-37.96</td>
<td>-170.06</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( \theta = -0.90 )</th>
<th>( \theta = -0.70 )</th>
<th>( \theta = -0.50 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T=50 )</td>
<td>-42.04</td>
<td>-58.50</td>
</tr>
<tr>
<td>( T=100 )</td>
<td>-34.64</td>
<td>-45.54</td>
</tr>
<tr>
<td>( T=500 )</td>
<td>-22.71</td>
<td>-61.82</td>
</tr>
<tr>
<td>( T=1000 )</td>
<td>-23.95</td>
<td>-57.51</td>
</tr>
<tr>
<td>( T=\infty )</td>
<td>-15.39</td>
<td>-21.70</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( \rho = 0.90 )</th>
<th>( \rho = 0.50 )</th>
<th>( \rho = 0.0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T=50 )</td>
<td>-63.87</td>
<td>-45.38</td>
</tr>
<tr>
<td>( T=100 )</td>
<td>-73.53</td>
<td>-117.86</td>
</tr>
<tr>
<td>( T=500 )</td>
<td>-67.38</td>
<td>-103.19</td>
</tr>
<tr>
<td>( T=1000 )</td>
<td>-38.29</td>
<td>-52.11</td>
</tr>
<tr>
<td>( T=\infty )</td>
<td>-14.82</td>
<td>-19.45</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( \rho = 0.90 )</th>
<th>( \rho = 0.50 )</th>
<th>( \rho = 0.0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T=25 )</td>
<td>-4.50</td>
<td>-4.03</td>
</tr>
<tr>
<td>( T=50 )</td>
<td>-2.94</td>
<td>-2.71</td>
</tr>
<tr>
<td>( T=100 )</td>
<td>-2.26</td>
<td>-2.16</td>
</tr>
<tr>
<td>( T=500 )</td>
<td>-0.01</td>
<td>-0.18</td>
</tr>
<tr>
<td>( T=1000 )</td>
<td>2.43</td>
<td>2.24</td>
</tr>
<tr>
<td>( T=\infty )</td>
<td>3.18</td>
<td>3.10</td>
</tr>
<tr>
<td>Table 4.a: The Distribution of $T(\hat{\alpha} - \alpha)$; Detrended Case; $\alpha = 1$; MA Errors, $\varepsilon_t = \varepsilon_{t-1} + \delta_t$.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>$\theta = -0.90$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T=50$</td>
<td>-66.99</td>
<td>-62.31</td>
</tr>
<tr>
<td>$T=100$</td>
<td>-120.76</td>
<td>-113.66</td>
</tr>
<tr>
<td>$T=500$</td>
<td>-481.24</td>
<td>-457.07</td>
</tr>
<tr>
<td>$T=1000$</td>
<td>-872.31</td>
<td>-812.90</td>
</tr>
<tr>
<td>$T=5000$</td>
<td>-2676.75</td>
<td>-2324.64</td>
</tr>
<tr>
<td>$T=\infty$</td>
<td>-5377.20</td>
<td>-3883.05</td>
</tr>
</tbody>
</table>

| $\theta = -0.70$ |
| $T=50$ | -60.49 | -54.52 | -51.25 | -39.75 | -27.64 | -24.12 | -18.24 |
| $T=500$ | -252.88 | -210.87 | -188.78 | -115.11 | -60.87 | -49.59 | -33.62 |
| $T=1000$ | -347.75 | -271.94 | -238.93 | -135.45 | -61.02 | -48.07 | -31.96 |
| $T=\infty$ | -492.19 | -355.00 | -296.95 | -149.05 | -69.37 | -58.83 | -35.77 |

| $\theta = -0.50$ |
| $T=50$ | -49.92 | -42.80 | -39.34 | -26.10 | -14.52 | -12.10 | -7.85 |
| $T=100$ | -72.44 | -60.40 | -53.90 | -33.21 | -17.54 | -14.12 | -9.84 |
| $T=500$ | -114.36 | -89.39 | -76.93 | -41.49 | -20.00 | -16.04 | -10.41 |
| $T=1000$ | -137.48 | -100.82 | -66.42 | -45.22 | -19.17 | -15.00 | -9.63 |
| $T=\infty$ | -145.05 | -106.77 | -89.74 | -44.99 | -20.88 | -16.74 | -10.83 |

| Table 4.b: The Distribution of $T(\hat{\alpha} - \alpha)$; Detrended Case; $\alpha = 1$; AR Errors, $\varepsilon_t = \rho \varepsilon_{t-1} + \varepsilon_t$. |
|---|---|---|---|---|---|---|---|
| $\rho = -0.90$ |
| $T=50$ | -89.14 | -63.14 | -78.70 | -57.28 | -32.35 | -26.03 | -17.65 |
| $T=100$ | -156.14 | -139.86 | -130.13 | -86.66 | -46.90 | -37.68 | -24.95 |
| $T=500$ | -362.53 | -289.82 | -251.28 | -141.50 | -68.93 | -55.71 | -36.29 |
| $T=1000$ | -461.75 | -353.80 | -303.10 | -161.82 | -70.29 | -55.09 | -35.96 |
| $T=\infty$ | -551.84 | -406.08 | -340.61 | -171.05 | -79.57 | -64.12 | -43.16 |

| $\rho = -0.70$ |
| $T=50$ | -50.04 | -40.90 | -36.30 | -21.18 | -10.28 | -8.22 | -4.98 |
| $T=100$ | -64.15 | -50.79 | -43.89 | -23.98 | -11.47 | -9.08 | -5.85 |
| $T=500$ | -77.87 | -59.27 | -50.21 | -25.95 | -12.12 | -9.55 | -5.88 |
| $T=1000$ | -89.14 | -63.74 | -54.42 | -27.85 | -11.51 | -8.90 | -5.46 |
| $T=\infty$ | -87.13 | -64.20 | -53.92 | -27.05 | -12.42 | -9.88 | -6.36 |

| $\rho = 0.90$ |
| $T=25$ | -8.92 | -6.03 | -4.94 | -1.54 | 2.24 | 3.23 | 5.06 |
| $T=50$ | -6.60 | -4.50 | -3.64 | -0.95 | 2.38 | 3.48 | 5.39 |
| $T=100$ | -5.72 | -3.85 | -3.01 | -0.77 | 2.21 | 3.12 | 5.18 |
| $T=500$ | -5.22 | -3.50 | -2.63 | -0.56 | 1.79 | 2.63 | 4.61 |
| $T=1000$ | -5.43 | -3.55 | -2.69 | -0.58 | 1.72 | 2.60 | 4.56 |
| $T=\infty$ | -5.54 | -3.50 | -2.62 | -0.54 | 1.56 | 2.48 | 4.41 |
Figure 1: The Distribution of $T(\hat{\alpha} - \alpha); \alpha = \exp(c/T); c = -5$; MA errors, $\theta = -0.9$.

Figure 2: The Distribution of $T(\hat{\alpha} - \alpha); \alpha = \exp(c/T); c = 2$; MA errors, $\theta = -0.9$. 
Figure 3: The Distribution of $T(\hat{\alpha} - \alpha)$; $\alpha = \exp(c/T)$; $c = -5$; AR errors, $\rho = -0.9$.

Figure 4: The Distribution of $T(\hat{\alpha} - \alpha)$; $\alpha = \exp(c/T)$; $c = 2$; AR errors, $\rho = -0.9$. 
Figure 5: The Distribution of $T(\hat{\alpha} - \alpha); \alpha = \exp(c/T); c = -5; \text{AR errors, } \rho = .9.$

Figure 6: The Distribution of $T(\hat{\alpha} - \alpha); \alpha = \exp(c/T); c = 2; \text{AR errors, } \rho = .9.$
Figure 7:  The Distribution of $T(\hat{a} - a)$; $\alpha = \exp(c/T); c = -5$; MA errors, $\theta = -0.9$; Demeaned Case.

Figure 8:  The Distribution of $T(\hat{a} - a)$; $\alpha = \exp(c/T); c = 2$; MA errors, $\theta = -0.9$; Demeaned Case.
Figure 9: The Distribution of $T(\hat{\alpha} - \alpha)$; $\alpha = \exp(c/T)$; $c = -5$; AR errors, $\rho = -0.9$; Demeaned Case.

Figure 10: The Distribution of $T(\hat{\alpha} - \alpha)$; $\alpha = \exp(c/T)$; $c = -5$; AR errors, $\rho = 0.9$; Demeaned Case.
Figure 11: The Distribution of $T(\hat{\alpha} - \alpha); \alpha = \exp(c/T); c = -5$; MA errors, $\theta = -0.9$; Detrended Case.

Figure 12: The Distribution of $T(\hat{\alpha} - \alpha); \alpha = \exp(c/T); c = 2$; MA errors, $\theta = -0.9$; Detrended Case.
Figure 13: The Distribution of $T(\hat{\sigma} - \sigma)$; $\sigma = \exp(c/T)$; $c = -5$; AR errors, $\rho = -0.9$; Detrended Case.

Figure 14: The Distribution of $T(\hat{\sigma} - \sigma)$; $\sigma = \exp(c/T)$; $c = -5$; AR errors, $\rho = 0.9$; Detrended Case.
Si vous désirez obtenir un exemplaire, vous n'avez qu'à faire parvenir votre demande et votre paiement (5 $ l'unité) à l'adresse ci-haut mentionnée. / To obtain a copy ($ 5 each), please send your request and prepayment to the above-mentioned address.
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