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RÉSUMÉ

Pour estimer les modèles de régression contenant des transformations de Box-Cox sur la variable dépendante, plusieurs auteurs, de Box et Cox (1964) à Spitzer (1984), ont suggéré d'exprimer la variable dépendante en termes du ratio de la variable originale divisée par sa moyenne géométrique, telle que calculée à partir de l'échantillon. Ce changement d'échelle, qui entraîne implicitement la division des paramètres du modèle original par une variable aléatoire, a l'avantage de faciliter le calcul des estimateurs du maximum de vraisemblance. Cependant, cette procédure a plusieurs inconvénients qui, semble-t-il, n'ont jamais été relevés dans la littérature. Un premier problème vient du fait qu'après ce changement d'échelle, la fonction de vraisemblance du modèle ne correspond plus à la formule habituelle, si bien que la division de la variable dépendante par sa moyenne géométrique échantillonnaire (à moins d'en tenir compte de façon adéquate) peut modifier le contenu du modèle. Cela a donc des implications beaucoup plus sérieuses qu'un simple changement d'unités de mesure des variables. Un deuxième problème concerne l'absence d'une interprétation paramétrique claire des coefficients du modèle ainsi modifié. Nous suggérons une façon d'interpréter ces coefficients, mais alors il s'avère que les formules usuelles des écarts-types asymptotiques des estimateurs des coefficients des modèles de régression avec transformations de Box-Cox ne sont plus valides. Par conséquent, les intervalles de confiance correspondants ne sont pas valides non plus, même asymptotiquement. Par ailleurs, les tests d'hypothèses de nullité des coefficients demeurent asymptotiquement corrects. Une dernière remarque porte sur la façon appropriée de mesurer les élasticités dans les modèles de Box-Cox.

Mots clés : transformation de Box-Cox, régression non linéaire, changement d'échelle, test d'hypothèse, élasticité.

ABSTRACT

For the purpose of estimating regression models with the Box-Cox transformation on the dependent variable, several authors, from Box and Cox (1964) to Spitzer (1984), have suggested to express the dependent variable as a ratio of the original variable divided by its sample geometric mean. Such rescaling, which involves dividing the original parameters by a random variable, has the advantage of facilitating the computation of the maximum likelihood estimators. However, this procedure has a number of drawbacks which, as far as we know, have not been pointed out in the literature. The first problem comes from the fact that the likelihood function of the rescaled model no longer corresponds to the usual expression, so that dividing the dependent variable by the sample geometric mean (if not dealt with properly) can modify the content of the model and thus involves much more than a mere unit change. A second problem concerns the absence of a clear parametric interpretation of the parameters after such rescaling has been performed. We suggest such an interpretation but find that the usual formulas for the asymptotic standard errors of the coefficients of the "rescaled model" are not valid, so that the corresponding confidence intervals are not valid either, even asymptotically. On the other hand, tests for zero regression coefficients are asymptotically valid. A final point concerns the appropriate way of measuring elasticities in Box-Cox models.

Key words : Box-Cox transformation, nonlinear regression, rescaling, hypothesis testing, elasticity.
I. INTRODUCTION

In a paper published some time ago, Spitzer (1984) demonstrated the lack of invariance of asymptotic $t$-ratios for the linear coefficients of regression models with the Box–Cox transformation on the dependent variable. Further, he discussed the merits of using a scaled version of the model, in which the observations on the dependent variable are divided by their geometric mean. This "rescaling" technique was in fact originally suggested by Box and Cox (1964) and has since been recommended or used in numerous textbooks [see, for example, Abraham and Ledolter (1983, pp. 56–60), Atkinson (1987, sections 6.2 and 6.4), Box, Hunter and Hunter (1978, p. 239), Cook and Weisberg (1982, p. 62), Davidson and MacKinnon (1993, pp. 486–488), Draper and Smith (1981, section 5.3), Judge et al. (1985, section 20.5) and Maddala (1977, section 13–11)] and articles [e.g., Blackley, Follain and Ondrich (1984), Collins (1991), John and Draper (1980), Lindsey (1972), Logothetis (1990), Rasmussen and Zuehlke (1990), Seaks and Vine (1990), Spitzer (1982), Zarembka (1974)].

This approach, however, raises a number of important questions that deserve further discussion. Even though some authors have issued warnings on the importance of taking into account the uncertainty of the Box–Cox transformation parameter (which is typically estimated) when making inferences in such models, none of the above–cited authors has apparently pointed out the fact that "rescaling" of the observations by their geometric mean involves a very similar problem even if the uncertainty of the estimation of the transformation exponent is taken into account [using, for example, the corrections suggested by Spitzer (1982, 1984)]. In particular, applications of Box–Cox models, with the dependent variable scaled by its geometric mean, have appeared in the literature, where the implications of such random "scaling" on statistical inference have been totally ignored; see, for example, Blackley, Follain and Ondrich (1990), Collins (1991), Logothetis (1990), and Rasmussen and Zuehlke (1984).

In this paper, we discuss some of the intricate implications of rescaling by the geometric mean for statistical inference in Box–Cox models. After describing the model in section II, we show in section III that rescaling the dependent variable with its sample geometric mean (without taking into account the random nature of the scaling factor) leads one to use the wrong likelihood function: the estimated model is not the same as in the original

1 See Bickel and Doksum (1981), Davidson and MacKinnon (1993, p. 487), Judge et al. (1985, p. 842), Maddala (1977, p. 316) and Spitzer (1982, 1984). Here, we shall take for granted this point of view. For further discussion, see Box and Cox (1982), and Hinkley and Runger (1984, with comments).
specification, and dividing the dependent variable by the sample geometric mean modifies the model in a basic way and thus involves much more than a mere unit change. Then, in sections IV and V, under an (additional) convergence assumption, we interpret the sample geometric mean as an estimator of a supplementary parameter and use this extended parametrization to interpret hypothesis tests in the "rescaled" model. In particular, regression coefficient standard errors obtained from the rescaled model are not generally valid, so that these standard errors cannot be used to build confidence sets (for either the original or the rescaled model). These standard errors are, however, valid for testing whether individual regression coefficients (other than the intercept) are zero. In section VI, we discuss the evaluation of elasticities in Box–Cox models. We conclude in section VII.

II. THE SCALED MODEL

The simple model considered by Spitzer (1984) to illustrate his approach is the following:

\[ Y^{(\lambda)} = X\beta + \varepsilon \]  \hspace{1cm} (1)

where \( Y^{(\lambda)} \) is a \( T \times 1 \) vector with typical element \( y_t^{(\lambda)} \), \( t = 1, \ldots, T \):

\[ y_t^{(\lambda)} = (y_t^\lambda - 1)/\lambda, \quad \text{if } \lambda \neq 0, \]

\[ = \ln(y_t), \quad \text{if } \lambda = 0, \]  \hspace{1cm} (2)

where \( y_t \) is a positive random variable, \( X \) is a \( T \times K \) matrix of (fixed or strictly exogenous) explanatory variables with a unit vector as its first column, \( \beta \) is a \( K \times 1 \) vector of parameters (with \( \beta_1 \) the constant term), \( \varepsilon \) is a \( T \times 1 \) vector of disturbances which is assumed to follow an (approximately) \( N(0, \sigma^2_\varepsilon I_T) \) distribution. Given that \( y_t \) must be positive, a necessary condition to assume that \( \varepsilon \) is approximately normal, when \( \lambda > 0 \), is that for each possible observation in the admissible range of \( X_t \) (the \( t \)-th row of \( X \)), we have \( (1/\lambda + X_t \beta)/\sigma_\varepsilon > 1 \), for all \( t \) [see Draper and Cox (1969)]. For \( \lambda < 0 \), the condition becomes \( (1/\lambda + X_t \beta)/\sigma_\varepsilon < -1 \).

Box and Cox (1964) and Spitzer (1984) have noted that a scaling trick that simplifies the computations for estimating the parameters of the model consists in defining
\[ w_t = y_t / g, \quad t = 1, \ldots, T \]  

(3)

where \( g = \left[ \prod_{t=1}^{T} y_t \right]^{1/T} \) is the sample geometric mean of the \( y_t \)'s. From (1), we have:

\[ W(\lambda) = X\gamma + v \]

(4)

where \( W(\lambda) = (w_1(\lambda), \ldots, w_T(\lambda))^T \), \( v = \sigma_f g^{\lambda} \), and

\[ \gamma_i = (\beta_1 + 1/\lambda)g^{\lambda} - 1/\lambda, \quad \gamma_k = \beta_k g^{\lambda}, \quad k = 2, \ldots, K. \]

(5)

Then, writing the log-likelihood function of the transformed model as if the elements of \( v \) were independent \( N(0, \sigma_v^2) \), where \( \sigma_v^2 = \sigma_e^2 g^{2\lambda} \) and \( g \) is taken as fixed, the values of \( \lambda \) and \( \gamma \) that maximize this function are readily found, since the logarithm of the Jacobian vanishes. Further, the maximum likelihood estimates of the elements of \( \beta \) are easily obtained from equation (5).

It must be noted, however, that the above procedure is only a trick to facilitate computations. Clearly, the sample geometric mean \( g \) is a random variable and, since \( \varepsilon \sim N(0, \sigma_e^2 I_p) \), it is easy to see that \( v = \sigma_f g^{\lambda} \) does not follow a normal distribution. Hence, equation (6), appearing in Spitzer (1984),

\[ L(\gamma, \lambda; X, W) = -(T/2) \ln(\hat{\sigma}_v^2) \]

(6)

with \( \hat{\sigma}_v^2 = \langle vv' \rangle / T \), is not the concentrated log-likelihood of \( W \), where \( W \) is a \( T \times 1 \) vector with typical element \( w_t \).\(^2\) Since \( \prod_{t=1}^{T} w_t = 1 \), the true density of the elements of \( W \) is necessarily degenerate. In addition, the elements of \( \gamma \) are random coefficients since they are all functions of the stochastic variable \( g \). It will be of interest here to derive the correct likelihood function.

\(^2\) For a similar remark about a somewhat different data transformation in the Box-Cox model, see Doksum (1984) and Bickel (1984). Note that a constant term is missing in equation (6), but this has no consequence on our discussion.
III. THE LIKELIHOOD FUNCTION

The likelihood associated with the model where the dependent variable has been scaled by its sample geometric mean can be expressed in terms of the joint density of, say, \( w_1, w_2, \ldots, w_{T-1} \) and \( g \). This likelihood could be denoted by \( l(\beta, \lambda, \sigma_\varepsilon; w_1, \ldots, w_{T-1}, g) \), thus indicating that the fixed parameters are \( \lambda, \sigma_\varepsilon \) and the elements of \( \beta \) (not \( \gamma \) and \( \sigma_\varepsilon \)) and that the stochastic variables considered in the scaled model are \( w_1, \ldots, w_{T-1}, \) and \( g \). The joint density of \( w_1, \ldots, w_{T-1} \) may then be obtained by integrating out \( g \). As for the joint density of \( w_1, \ldots, w_T \), it is identical to that of \( w_1, \ldots, w_{T-1} \), since \( \prod_{t=1}^{T} w_t = 1 \) with probability 1.

Specifically, the log-likelihood function associated with the \( y_t \)'s can be written as

\[
L(\beta, \sigma_\varepsilon; \lambda; y_1, \ldots, y_T) = -(T/2) \ln(2\pi) - T \ln(\sigma_\varepsilon) - (Y(\lambda) - X\beta)'(Y(\lambda) - X\beta)/(2\sigma_\varepsilon^2) + \ln(I_1) \tag{7}
\]

where \( I_1 \) is the Jacobian of the change of variables from \( Y(\lambda) \) to \( Y \):

\[
\ln(I_1) = (\lambda - 1) \sum_{t=1}^{T} \ln(y_t) = T(\lambda - 1) \ln(g). \tag{8}
\]

Then the log-likelihood associated with the model expressed in terms of the scaled variables \( w_1, \ldots, w_{T-1} \) and the sample geometric mean \( g \) is

\[
L(\beta, \sigma_\varepsilon; \lambda; w_1, \ldots, w_{T-1}, g) = L(\beta, \sigma_\varepsilon; \lambda; y_1, \ldots, y_T) + \ln(I_2) \tag{9}
\]

where \( I_2 \) is the Jacobian associated with the change of variables from \( (Y_1, \ldots, Y_T) \) to \( (w_1, \ldots, w_{T-1}, g) \):

\[
\ln(I_2) = \ln(T) + (T-1) \ln(g) - \sum_{t=1}^{T-1} \ln(w_t). \tag{10}
\]
We can therefore write

\[ L(\beta, \sigma, \lambda; w_1, ..., w_{T-1}, g) = -(T/2) \ln(2\pi) - T \ln(\sigma) \]

\[ - (Y(\lambda) - X\beta)'(Y(\lambda) - X\beta)/(2\sigma^2) + \ln(T) + (T\lambda - 1) \ln(g) - \sum_{t=1}^{T-1} \ln(w_t), \]

(11)

where the \( y_t \)'s contained in \( Y(\lambda) \) may be expressed in terms of \( w_1, ..., w_{T-1} \) and \( g \) as

\[ y_t = gw_t, \quad t = 1, ..., T - 1, \quad y_T = g \prod_{t=1}^{T-1} w_t^{-1}. \]

(12)

Finally, the probability density of \( (w_1, ..., w_{T-1}) \) can be obtained from \( t(\beta, \sigma, \lambda; w_1, ..., w_{T-1}, g) \) by integrating out \( g \) :

\[ t(\beta, \sigma, \lambda; w_1, ..., w_{T-1}) = T(2\pi)^{-T/2} \sigma^{-T} \prod_{t=1}^{T-1} w_t^{-1} \int_0^\infty \exp\{- (Y(\lambda) - X\beta)'(Y(\lambda) - X\beta)/(2\sigma^2)\} dg. \]

(13)

Clearly, this likelihood function is quite different from the usual Box–Cox likelihood function (where \( g \) would be taken as nonrandom). As mentioned above, on the hypersurface defined by

\[ \prod_{t=1}^{T} w_t = 1, \]

we have :

\[ t(\beta, \sigma, \lambda; w_1, ..., w_T) = t(\beta, \sigma, \lambda; w_1, ..., w_{T-1}). \]

(14)

IV. A LARGE–SAMPLE INTERPRETATION OF GEOMETRIC MEAN RESCALING

It appears that an alternative way of interpreting the Box–Cox–Spitzer approach of rescaling by the sample geometric mean might avoid the above complications. It would consist in considering that the original model has been scaled not by the stochastic geometric mean \( g \) but by a constant term that takes on the specific value \( \Xi = \text{plim} \ g \), where \( \text{plim} \) refers to the probability limit as \( T \to \infty. \)

One would then obtain :

---

3 Clearly, we assume here that \( \text{plim}(g) \) exists. Whether \( \Xi \) coincides with the actual geometric mean of the population or not is not relevant for our purpose.
\[ z_t^*(\lambda) = X_t \psi + \zeta_t, \quad t = 1, \ldots, T. \] (15)

where \( z_t = y_t / \Xi, \psi_k = \beta_k \Xi^{\lambda} \) for \( k = 2, \ldots, K, \psi_1 = (\beta_1 + 1/\lambda) / \Xi^{\lambda} - (1/\lambda) \) and \( \zeta_t = \xi / \Xi^{\lambda} \).

If \( \Xi \) were known, a consistent estimator of \( \psi \) could be obtained by maximizing the likelihood function associated with the \( z_t \)'s. Given the properties of ML estimators, the ML estimates of the \( \psi_k \)'s would satisfy the following equations:

\[
\hat{\psi}_1 = (\hat{\beta}_1 + 1/\hat{\lambda}) / \Xi^{\hat{\lambda}} - (1/\hat{\lambda}), \quad \hat{\psi}_k = \hat{\beta}_k / \Xi^{\hat{\lambda}}, \quad k = 2, \ldots, K. \] (16)

Note that the ML estimate of \( \lambda \) would be the same for the original model and the model scaled by \( \Xi \). Now, the \( \hat{\gamma} \) estimators proposed by Spitzer (1984) could be seen as alternative computable consistent estimators of the \( \psi_k \)'s, since

\[
\text{plim} \hat{\gamma}_1 = \text{plim}((\hat{\beta}_1 + 1/\hat{\lambda}) / \hat{\lambda} - (1/\hat{\lambda})) = \psi_1, \] (17)

\[
\text{plim} \hat{\gamma}_k = \text{plim}(\hat{\beta}_k / \hat{\lambda}) = \psi_k, \quad k = 2, \ldots, K. \] (18)

This interpretation of \( \hat{\gamma}_k \) as a computable estimator of \( \beta_k \Xi^{\lambda} \) avoids the difficulties encountered in Section II and preserves the meaning of the tests discussed by Spitzer, since each null hypothesis \( \beta_k = 0 \) is equivalent to \( \psi_k = 0 \), for \( 2 \leq k \leq K \).4 However, adopting this alternative viewpoint also has its drawbacks, as pointed out in the next section.

V. THE ASYMPTOTIC COVARIANCE MATRIX ESTIMATOR

If one adopts the interpretation discussed in the previous section, the expression shown in equation (12) of Spitzer's (1984) paper may be considered as an estimator of the asymptotic

---

4 A somewhat different interpretation suggested by Berndt, Showalter and Wooldridge (1993) would be to assume that the data is generated not by the original equation (1) as is usually done, but directly by equation (15) and that the observed Y's are then obtained by multiplying the \( z_t \)'s by an extra parameter \( v \), which corresponds to the population geometric mean. The likelihood function used by Spitzer would clearly not be applicable to this extended model either, since it does not incorporate the extra parameter \( v \).
covariance matrix of the elements of \( \hat{\psi} \). However, given that \( g \) is a random variable, is this estimator appropriate as an estimator of the asymptotic covariance of \( \hat{\gamma} \)?

There is no evidence that the elements of \( \sqrt{T}(\hat{\gamma} - \psi) \) will, in general, have the same asymptotic variances as the corresponding elements of \( \sqrt{T}(\hat{\psi} - \psi) \). This would be the case [Theil (1971, p. 370)] if we had

\[
\text{plim}[\sqrt{T}(\hat{\gamma} - \psi) - \sqrt{T}(\hat{\psi} - \psi)] = 0.
\] (19)

This does not appear to be the case, in general, except when \( \beta_k = 0 \) for \( 2 \leq k \leq K \). Indeed, for \( 2 \leq k \leq K \), we have:

\[
\sqrt{T}(\hat{\gamma}_k - \psi_k) - \sqrt{T}(\hat{\psi}_k - \psi_k) = \sqrt{T}(\gamma_k^\hat{} - \psi_k^\hat{}),
\]

\[
= \sqrt{T} \left[ \frac{\hat{\beta}_k}{\hat{\lambda}} - \frac{\hat{\beta}_k}{\hat{\xi}} \right] = \hat{\beta}_k \sqrt{T} \left[ \frac{1}{\hat{\lambda}} - \frac{1}{\hat{\xi}} \right].
\] (20)

Since \( \hat{\beta}_k \sqrt{T}(1/g^\hat{} - 1/\Xi^\hat{}) \) converges in distribution, as \( T \to \infty \), to a nondegenerate random variable, \( \sqrt{T}(\gamma_k^\hat{} - \psi_k^\hat{}) \) will not in general have the same asymptotic distribution as \( \sqrt{T}(\hat{\psi}_k - \psi_k) \). This would be the case, however, under the null hypothesis \( H_0 : \beta_k = \psi_k = 0 \), since the probability limit of \( \hat{\beta}_k \sqrt{T}(1/g^\hat{} - 1/\Xi^\hat{}) \) then vanishes.

Thus, the t-test proposed by Spitzer for \( H_0 : \gamma_k = 0 \), as well as the corresponding test for the original model, are both asymptotically valid. In fact, it can be shown that under \( H_0 \), as \( T \to \infty \) and \( \psi_k, \gamma_k \to 0 \), the value of the asymptotic t-statistic for \( \sqrt{T}(\hat{\psi}_k^\hat{} - \psi_k) \) does not change with the scaling factor; the proof of this result can be found in the Appendix. However, it must be noted that asymptotically valid confidence intervals could not be established for \( \gamma_k^\hat{} \) using the variance estimator employed by Spitzer (1984) in the denominator of the right-hand side of his equation (15).
Even if the proposed t-test is asymptotically valid for testing \( \gamma_k = \psi_k = 0 \), it does remain, however, as demonstrated by Spitzer, that in finite samples the value of the t-statistic can be altered arbitrarily by changing the scaling factor and that invariant tests should therefore be preferred [for some proposals, see Dagenais and Dufour (1991)].

VI. ELASTICITIES

It is often of interest to evaluate elasticities from an econometric model. To be meaningful, such quantities must correspond to a well-defined population parameter (i.e., a nonstochastic characteristic of the model). In nonlinear models of the form

\[
f(y_t, X_t, \varepsilon_t) = 0, \quad t = 1, \ldots, T. \tag{21}
\]

where \( X_t \) is fixed and \( \varepsilon_t \) is a random disturbance, it is natural to define the elasticity of \( y_t \) with respect to \( x_{kt} \), given \( X_t \), as:

\[
\theta_k = \frac{\partial E(y_t | X_t)}{\partial x_{kt}} \cdot \frac{x_{kt}}{E(y_t | X_t)}. \tag{22}
\]

When evaluated at the sample geometric mean of the elements of \( X \) (say \( \bar{X} \)), this yields:

\[
\theta_k^* = \frac{\partial E(y | \bar{X})}{\partial x_k} \cdot \frac{x_k}{E(y | \bar{X})} \bigg|_{X = \bar{X}}. \tag{23}
\]

Spitzer (1984) suggests computing elasticities in a Box-Cox regression as:

\[
\theta_k^* = \left[ \frac{\partial y(\lambda)}{\partial x_k} \cdot \frac{x_k}{\lambda} \right]_{X = \bar{X}} \tag{24}
\]

or, for the scaled model,

\[
\Gamma_k = \left[ \frac{\partial w(\lambda)}{\partial x_k} \cdot x_k \right]_{X = \bar{X}} = \gamma_k \bar{x}_k. \tag{25}
\]
However, it appears more meaningful, for most applications, to define the elasticity in terms of proportional changes of the variable of interest (namely \( y_t \) in the case at hand) rather than in terms of proportional changes of a power function of this variable (such as \( y_t^{(\lambda)} \)). A more important drawback of defining the elasticity as in equations (24) or (25) is that this is a random variable which conveys little information unless a confidence interval is also supplied.\(^5\)

Clearly, the true elasticity defined by equation (23) is a fixed number, given \( X \). It will, in general, only depend on the unknown coefficients of the model. But to evaluate the elasticity, the unknown coefficients must be replaced by estimates.\(^6\)

VII. CONCLUSION

We have tried, in this paper, to clarify a number of questions raised by Spitzer's (1984) paper. In particular, we have pointed out that the coefficients of Spitzer's scaled model are random coefficients and we have derived explicitly the likelihood function of the scaled model. We have also suggested a reinterpretation of Spitzer's approach, in which the coefficients of the scaled model would correspond to fixed parameters. We have then established that the variance estimators suggested by Spitzer for the parameter estimates of the scaled model are inconsistent, except under the null hypothesis of a zero coefficient. We have also pointed out that elasticities should be defined in terms of expected values.

Because of the pitfalls involved in the interpretation of the scaled model, we conclude that there is definitely no advantage from a statistical viewpoint, in using this type of approach. Nor do we believe that scaling each variable by its sample geometric mean would produce scale invariant \( t \)-statistics in regression models with Box–Cox transformations. Clearly, if all practitioners agree, when using regression models with Box-Cox transformations, to adopt a uniform scaling factor (such as the geometric or the arithmetic mean), the results of all experimenters using the same sample will be exactly similar, including the \( t \)-ratios of the linear coefficients. However, this uniformity of results, which would arise from the adoption

\(^5\) Furthermore, if the elasticity is defined as in equation (25), testing hypotheses such as \( H_0 : \Gamma_k = 1 \), where \( \Gamma_k = \gamma_k \hat{x}_k \), would involve a contradiction, since \( \gamma_k \) is stochastic. A more meaningful null hypothesis would be \( \gamma_k \hat{x}_k = 1 \).

\(^6\) For examples of the estimation of such elasticities in regression models with Box-Cox transformations, see Dagenais, Gaudry and Liem (1987).
of a similar scaling factor, does not render the statistics invariant to changes in measurement units. Note that, as pointed out by a referee, researchers may be only interested in testing the linear model ($\lambda = 1$) against the loglinear model ($\lambda = 0$), rather than in performing a full nonlinear estimation of the model with continuous possible values of $\lambda$. Within such a framework, scaling by the geometric mean is not an issue since the asymptotic $t$-tests for $\lambda$ are scale invariant. Such a procedure, however, would be affected by the biases associated with pretest estimators [Judge et al. (1985)].

---

7 As pointed out earlier, scaling the dependent variable by its geometric mean may still be resorted to as an intermediate computational technique to obtain the maximum likelihood estimates of the $(\beta, \lambda)$ vector of parameters. However, given the efficiency of the presently available hardware and software, the usefulness of this algorithmic device is no longer very significant.
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APPENDIX

The matrix of second derivatives of the likelihood function of the original model [equation (10)], evaluated at the ML parameter values, may be expressed as follows:

\[
M = \begin{bmatrix}
\frac{\partial^2 L}{\partial \lambda^2} & \frac{\partial^2 L}{\partial \lambda \partial \beta'} & \frac{\partial^2 L}{\partial \lambda \partial \sigma_e^2} \\
\frac{\partial^2 L}{\partial \beta \partial \lambda} & \frac{\partial^2 L}{\partial \beta \partial \beta'} & \frac{\partial^2 L}{\partial \beta \partial \sigma_e^2} \\
\frac{\partial^2 L}{\partial \sigma_e^2 \partial \lambda} & \frac{\partial^2 L}{\partial \sigma_e^2 \partial \beta'} & \frac{\partial^2 L}{\partial \sigma_e^2 \partial \sigma_e^2}
\end{bmatrix}
\]

\[(\lambda, \beta, \sigma_e^2) = (\hat{\lambda}, \hat{\beta}, \hat{\sigma_e^2})\]  \hspace{1cm} (A.1)

\[
M = \begin{bmatrix}
\frac{\partial^2 L}{\partial \lambda^2} & \frac{1}{\hat{\sigma}_e^2} Y_{\hat{\lambda}} X' & \frac{1}{\hat{\sigma}_e^2} \sum_{t=1}^{T} \ln y_t \\
\frac{1}{\hat{\sigma}_e^2} X' Y_{\hat{\lambda}} & \frac{1}{\hat{\sigma}_e^2} X'X & 0 \\
\frac{1}{\hat{\sigma}_e^2} \sum_{t=1}^{T} \ln y_t & 0 & -\frac{T}{2(\hat{\sigma}_e^2)^2}
\end{bmatrix}
\]

\[(\lambda, \beta, \sigma_e^2) = (\hat{\lambda}, \hat{\beta}, \hat{\sigma}_e^2)\]  \hspace{1cm} (A.2)

where \(Y_{\hat{\lambda}}\) is a \(N \times 1\) vector with typical element \(y_{\hat{\lambda}}\) and \(y_{\hat{\lambda}} = [y_t \ln y_t - y_t(\hat{\lambda})y_{\hat{\lambda}}].\)

Partitioning \(M\) so as to isolate the element of the first row and first column, the negative inverse of \(M\) may, in turn, be expressed as:

...
\[-M^{-1} = \begin{bmatrix}
\hat{\mathbf{\nu}}(\hat{\lambda}), & \hat{\mathbf{\nu}}(\hat{\lambda}) \, \hat{\xi}'
\end{bmatrix} \]

\[
\hat{\nu}(\hat{\lambda}) \hat{\xi}, \quad \hat{\sigma}_\epsilon^2 (X'X)^{-1} + \hat{\xi} \hat{\nu}(\hat{\lambda}) \, \hat{\xi}',
\]

\[
2\hat{\nu}(\hat{\lambda}) \sum_{t=1}^{T} \ln y_t (\hat{\sigma}_\epsilon^2 / T), \quad 2 (\hat{\sigma}_\epsilon^2 / T) \sum_{t=1}^{T} (\ln y_t) \hat{\nu}(\hat{\lambda}) \hat{\xi},
\]

\[
2 \hat{\nu}(\hat{\lambda}) \sum_{t=1}^{T} \ln y_t (\hat{\sigma}_\epsilon^2 / T)
\]

\[
2 (\hat{\sigma}_\epsilon^2 / T) \sum_{t=1}^{T} (\ln y_t) \hat{\nu}(\hat{\lambda}) \hat{\xi}
\]

\[
[4 (\hat{\sigma}_\epsilon^2)^4 / T^2] \hat{\nu}(\hat{\lambda}) (\sum_{t=1}^{T} \ln y_t)^2 + 2 (\hat{\sigma}_\epsilon^2)^2 / T
\]

(A.3)

where \(\hat{\nu}(\hat{\lambda})\) is a scalar, \(\hat{\xi} = (X'X)^{-1}XY_{\hat{\lambda}} = \hat{\alpha} - \hat{\omega}\)

with \(\hat{\alpha} = (X'X)^{-1}X'(Y^{\hat{\lambda}} \ln Y) / \hat{\lambda}, \quad \hat{\omega} = \hat{\beta} / \hat{\lambda},\)

\((Y^{\hat{\lambda}} \ln Y)\) is a \(T \times 1\) column vector with typical element \(Y^{\hat{\lambda}}_{t} \ln y_{t}\), and \(Y^{\hat{\lambda}}\) is a \(T \times 1\) column vector with typical element \(Y^{\hat{\lambda}}_{t}\).

The asymptotic covariance estimator of \(\sqrt{T}(\hat{\beta}_k - \beta_k)\) may therefore be expressed as :

\[
\hat{\nu}(\sqrt{T}(\hat{\beta}_k - \beta_k)) = \hat{\sigma}_\epsilon^2 [(X'X)/T]^{-1}_{kk} + \hat{\nu}(\sqrt{T}(\hat{\lambda} - \lambda)) \hat{\sigma}_\epsilon^2
\]

\[
= \hat{\sigma}_\epsilon^2 [(X'X)/T]^{-1}_{kk} + \hat{\nu}(\sqrt{T}(\hat{\lambda} - \lambda)) (\hat{\alpha}_k + \hat{\omega}_k - 2 \hat{\alpha}_k \hat{\omega}_k)
\]

where \([(X'X)/T]^{-1}_{kk}\) is the \(k\)'th diagonal element of \([X'X]/T\)^{-1}, \(\hat{\xi}_k, \hat{\alpha}_k\) and \(\hat{\omega}_k\) are the \(k\)'th elements of \(\hat{\xi}\) and \(\hat{\alpha}\), and \(\hat{\omega}\) respectively.
The probability limit of the above variance estimator is

\[
\text{Plim}\{\sqrt{T}(\hat{\beta}_k - \beta_k)\} = \sigma^2 \varepsilon \left[\text{lim}(X'X/T)\right]_{kk}^{-1} + \text{Plim}\{\sqrt{T}(\hat{\lambda} - \lambda)\}\left(\alpha_k^2 + \omega_k^2 - 2 \alpha_k \omega_k\right) \tag{A.4}
\]

where \(\alpha_k = \text{Plim} \hat{\alpha}_k\) and \(\omega_k = \text{Plim} \hat{\omega}_k\).

If one now considers a scaled model such as that defined by equation (20) with scaling factor C, where \(C\) is an arbitrary constant term that may, among other values, take the value \(\Xi\), one obtains:

\[
\text{Plim}\{\sqrt{T}(\hat{\psi}_k - \psi_k)\} = C^{-2\lambda} \sigma^2 \varepsilon \text{lim}[X'X/T]_{kk}^{-1} + \text{Plim}\{\sqrt{T}(\hat{\lambda} - \lambda)\}\eta_k^2 \tag{A.5}
\]

where \(\eta_k\) is the \(k\)'th element of \(\eta\).

\[\eta = \text{Plim} \hat{\eta}\]

and \(\hat{\eta} = (X'X)^{-1}X'\{(Y/C)^\hat{\lambda}\ln(Y/C)} - (Y/C)\hat{\lambda}\).

The above expression may also be written, for \(k = 2, ..., K\), as:

\[
\text{Plim}\{\sqrt{T}(\hat{\psi}_k - \psi_k)\} = \sigma^2 \varepsilon C^{-2\lambda} [\text{lim}(X'X/T)]_{kk}^{-1} + C^{-2\lambda} \text{Plim}\{\sqrt{T}(\hat{\lambda} - \lambda)\}\{\alpha_k^2 \}
\]

\[+ (1 + \lambda \ln C)^2 \omega_k^2 - 2 \alpha_k \omega_k(1 + \lambda \ln C)\} \tag{A.6}
\]
This last expression is derived from the fact that

\[(X'X)^{-1}X'[((Y/C)^{\hat{\lambda}} \ln(Y/C)) - (Y/C)^{\hat{\lambda}}] \hat{\lambda} = C^{-\hat{\lambda}} \hat{\alpha} - C^{-\hat{\lambda}}[1 + \hat{\lambda} \ln C] \hat{\omega} - \hat{\theta} \tag{A.7}\]

where \(\hat{\theta} = (X'X)^{-1}X'[C^{-\hat{\lambda}} - 1]/\lambda + C^{-\hat{\lambda}} \ln C]\hat{\lambda}\)

and i is a \((T \times 1)\) unit vector. Note that \(\hat{\theta}\) is the OLS estimator obtained by regressing the constant vector \(i[(C^{-\hat{\lambda}} + 1)/\lambda - C^{-\hat{\lambda}} \ln C]\) on the variables contained in the \(X\) matrix. Since the first column of \(X\) is a unit vector, the elements of the \(\hat{\theta}\)-vector will all be equal to zero, except for the first element.

Comparing (A.6) with (A.4), one sees that if \(\beta_k = \psi_k = 0, \omega_k = 0\), \(\text{Plim} \{\sqrt{T}(\hat{\psi}_k - \psi_k)\} = C^{-2\lambda} \text{Plim} \{\sqrt{T}(\hat{\beta}_k - \beta_k)\}\).
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