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RESUME

Cette étude s'intéresse ay comportement des séries chronologigues du taux d'intérét réel
ameéricain de 1961 3 1986. En utilisant la méthodo)ogie d'Hamilton (1989), la modélisation
statistique des séries se fait en postulant troig régimes possibles attectant la moyenne et Ia
variance de cellgs-ci. Les. résultats suggérent que e taux dintérét réel ex-post est
essentiellement un processus non correlé et centré sur une moyenne qui diftére pour les
périodes 1961-1973, 1973-1980 o 1980-1986. La variance dy processus est aussi ditférente
POur chacune de ces péricdes, étant plus élevée dans les sous-périodes 1973-1980 et
1980-1986. Les séries du taux d'inflation sont aussi analysées a la lumiére de ce modéle & trois
régimes et les resultats traduisent encore un comportement intéressant de celles-ci, avec des
changements dans ia moyenne et la variance. Ditférents tests de spécification sont utilisés et
des séries, & la fois du taux d'intérét réel ex-ante et de l'inflation anticipée, sont construites,
Enfin, it est montre comment ces résultats peuvent expliquer centaines conclusions récentes de
la litérature.

Mots~clés : séries non stationnaires, taux d'inflation, racine unitaire, changement structurel.

ABSTRACT

is different for the periods 1961-1973, 1973-1980 and 1980-1986. The variance ot the process
is also different in these episodes being higher in both the 1973-1980 and 1980-1986
sub-pericds. The inflation rate series is also analysed using a three-regime framework and,
again, our results show interesting patterns with shifts in both mean and variance. Various
model selection tests are run and both an ex-ante real interest rate and an expected inflation
series are constructed, Finally, we make clear how our results can explain some recent findings
in the literature.

Key words: nonstationary series, inflation rate, unit root, structural change.
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Is the ex-ante real interest rate constant? The consensus among economists is that it is not,
although they do not agree on the source of its fluctuations: some favor monetary policy, others
fiscal policy. Empirically, in the United States, the hypothesis of a constant ex-ante real interest
rate is generally rejected for most periods, except perhaps the 1953-71 period chosen by Fama
(1975) 10 test the efficiency of the Treasury Bill market', Recently, Rose (1988) asked another
question: Is the ex-ante rea interest rate stable or is it characterized by a univariate process with
a unit root? For many periods and countries, he fajled 1o reject’ the presence of an integrated
component in the ex-post real interest rate, as did Walsh (1987) for various sample periods in
the United States.

Potential nonstationarities of the ex-ante real interest rate have important implications not
only for determining the effects of monetary policy or fiscal policy, but also for some issues that
are central to financial theory, The widely used Black-Scholes’ formula for pricing options is
based on an assumption of a constant ex-ante real interest rate. Also, as argued by Rose (1988),
the nonstationarity of the real interest rate could lead to the rejection of some equilibrium asset
pricing models such as the consumption CAPM. Therefore, it seems important 10 assess if the
ex-ante real interest rate is constant, at least over some long enough periods, or if iy exhibits a
nonstationary behavior,

To conduct this assessment, our empirical analysis uses the €x-post real interest rate, that
is the difference between the nominal interest rate (1,) and the inflation rate (=), r, = IS

Except for independent forecast errors, this is equivalent, under the assumption that agents use

available information efficiently, 10 analyzing the ex-ante real interest rate, defined as -7

where x; is the market’s expectation of inflation. Our goal is to provide a statistical description

of the time path of the €x-post real interest rate that allows nonstationarity in the form of
infrequent changes in mean and variance. As noted by Perron (1990), such structural changes
can be important factors in characterizing the €x-post real interest rate. To allow for an arbitrary
number of changes occurring at unknown times, we use the Markov switching model proposed
by Hamilton (1989). For the time span covered by our study, 1961-1986, we show, with two
different data sets, that such a statistical description is appropriate when three states are allowed.

The first data set consists of qQuarterly series ( 1961:1-1986:3) at annual rates drawn from the



Citibase data bank. h uses the U.S. 90-day Treasury bill rate for the nominal interest rate and
a quanterly inflation rate series constructed from the U.S. CP! non-seasonally adjusted®. We will
also use for comparative purposes a monthly data set used in Mishkin (1990) that covers the
period 1961:1-1986: 12. The major difference is that the inflation rate series is calculated from
a CPI| series with proper adjustments for treating housing cosis on a rental-equivalence basis
throughout the sample®. We concentrate OR the quarterly version of this data set obtained by
extracting the end-of-quarter figures from the monthly series. Figures 1.a and 1.b contain a
graph of the various series considered. Since the nominal interest rate series is basically the
same in both data sets, the difference in the inflation rate series will be directly reflected in the
ex-post real interest raie series.

Our results support Fama’s original characterization of the ex-ante real interest rate as
essentially constant with, however. the crucial difference that the mean of the series is subject
10 occasional shifts. The endogenously determined shifts in the level of the series occur at the
beginning of 1973 and in the middle of 1981. This characierization of the ex-ante real interest
rate contrasts with Huizinga and Mishkin's (1986) study which identifies October 1979 and
October 1982 as shifts in the ex-ante real interest rate 10 argue that monetary policy has
important effects on this variable, since these dates correspond 1o the well-documented changes
in the Federal Reserve’s operating procedures. The dates of our shifts are more in line with the
sudden jump in oil prices in 1973 and with the rise of the federal budget deficit in the later part
of 1981 and the beginning of 1982. Moreover, we argue that it is precisely because of these
shifts that the unit root hypothesis could not be rejected in the various tesis performed by Walsh
(1987) and Rose (1988).

The three-state specification selected for the ex-post real interest series is obtained after
a thorough testing procedure. The identification of the number of regimes in Markov switching
models cannot be done through the usual likelihood ratio, Lagrange multiplier, or Wald tests
since their asymptotic distribution is non-standard. Although some partial results are available
(Hansen (1992), Garcia (1992)), no general solution exists to this testing problem. We therefore
use a battery of tests that address the problem in various ways. All tests concur in selecting the
three-state specification.

Although the endogenously dated shifts can be given an economic interpretation by
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associating them with coinciding economic events, our statistical characterization of the €x-post
real interest rate series should not be interpreted as a structural model whereby policy makers
could manipulate real interest rates over long periods. It could be viewed however as a reduced
form equation coming from the first-order condition of an equilibrium asset pricing model. For
example, Bonomo and Garcia (1991) propose an exchange economy asset pricing model in which
the exogenously determined endowment process represented by real consumption growth follows
a three state Markov switching model. In such a model, the equilibrium real interest rate is also
characterized by a three state process. Shocks to the real consumption growth rate coming from
either the monetary side, through inflation, or the fiscal side, through nominal consumption, are
therefore transmitted to the real interest rate, and it is such stylized features that our
characterization is trying to capture.

Since our results imply a Markov switching model with transition probabilities near the
boundaries, with each state occurring only once in all series analyzed, they should not be
viewed, from a statistical perspective, as providing a model of the €x-post real rate that would
be particularly appropriate for medium and long term forecasting, They indicate the presence
of three segments with different means, but the possible appearance of a fourth or fifth "regime*
in the future cannot be ruled out. The results provide, however, an ex-post characterization of
the statistical properties of the real rate that could be useful in directing attention to specific
classes of models for future research, such as models involving a noise component with mean
and variance shifting at random times and with a random magnitude of change. In brief, our
results allow us 10 state a series of facts about the number of segments present in the horizon
covered, the magnitude of the mean and variance in each segment, the nature of the dynamics
in the noise component, and the timing of the changes in regime, all facts that are helpful in
interpreting several results already available in the literature.

Since the ex-post real interest rate is the difference between the nominal interest rate and
the inflation rate, it is informative to identify where the shifts occurred in these series using the
same Markov switching models. Since Hamilton (1988) used a wo-state Markov model 1o
characterize the nominal interest rate’, we will limit ourselves to modeling the inflation rate.,
Our three-state Markov switching model for the inflation rate over the period 1961-1986 points
1o some important regime shifts in the mean and the variance of the series. Our results show that
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during the 1973-1980 period both the mean and the variability of the inflation rate were high,
supporting Okun’s (1971) and Friedman's (1977) views. Therefore, our results seem 1o stand
in contrast with Engle’s (1983) rejection of a link between the mean and the variance of inflation
using an ARCH methodology.

The paper proceeds as follows. Section | presents the statistical methodology used 10
characterize the ex-post real interest rate and the inflation rate, as well as the estimation method.
Section 11 discusses the estimation results for the two models, emphasizing their implications in
1erms of unit root issues and monetary versus fiscal policy effects for the ex-post real interest
rate, and of the mean-variability debate for the inflation rate. Section 111 derives the associated
ex-ante real interest rate and the expected inflation series. Within sample forecasts are also
compared 1o the forecasts obuained from a random walk model and a fourth-order autoregressive
model for the ex-post real interest rate and the inflation rate. In Section 1V, various tests and
sensitivity analyses are conducted 1o justify the number of regimes specified and 10 explore the
general robustness of the results. Section V concludes. Additional rechnical material on the

testing procedures is provided in an Appendix.
1. The Model and the Estimation Method

To describe both the ex-post real interest rate and the inflation rate, we us¢ the following

autoregressive specification of order 2:
y! - “(Si) ='¢llyl-l - “(S|-l)] * ¢21yl~7-"‘(sl-2)] * 0(51)(1 ’ (l)

where the mean g and the standard deviation o of the process depend on the regime at time t,
indexed by §,, a discrele valued variable, and {¢} is a sequence of i.i.d. N(0,1) random
variables. Given that Perron (1990) rejects the unit root hypothesis for the Citibase quarterly ex-
post real interest rate allowing for one change in regime in 1980:3, we specify that the roots of
(1-¢,2-$,2%) = O are outside the unit circle. A similar result holds for the Mishkin quarterly real
interest rate series’.

To make model (1) tractable, the economelrician must specify a stochastic process for

the variable S, Hamilton (1988, 1989, 1990) proposes to model S, as the outcome of an
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unobserved discrete-time, discrete-state Markov process, building on an original idea by
Goldfeld and Quandt (1973). With a three-state, first-order Markov process, where S, can take

the values 0, 1 or 2, we can write the transition probability matrix as:

Pw Po Py
P = P Py Pt , @
Pw Py Py

2
where: p = Pr[S, - JIS,., = i] with Zp” = 1 for all i. .
0

The state-dependent means and variances are specified linearly as:

u(S,)=aO*a,S"*o?Sh ’ 3)
o(S) =wyew,S, *w,S,

where S, takes value 1 when S, is equal to i and 0 otherwise. The choice for the number of
regimes and autoregressive parameters is based upon a series of tests presented in Section v,

Equation 1 can therefore be written as:

Y= opraS a8, 0z, , 4)
Z = d)‘l,,,"ﬁ,Z.,z‘(wo‘w‘s,,*%s,,)f, .

If the sequence of states {S.} from 0 10 T were known, it would be possible to write the
Joint conditional log likelihood function of the sequence {y.} as:

#

T k! v
51;1 27 ‘Eﬂ:{ln a(S) W)

where v =z, - Bz - $2,, = a(S)e,

10g (y1,¥,181,8,.,,)

with o(S) given by equation (3). Since we do not observe §,, but only y, from time 0 10 T, a
way must be found to make an optimal inference about the current state based on the history of
the observed values for Y. This is the idea of the non-linear filter proposed by Hamilton. In

a recursive fashion similar 1o the Kalman filter, it gives as a by-product the likelihood function
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of the y,'s:
.
(ygren¥d) = “n,f()’-"Y.m)’xm-wYo)- )

Hamilton (1989) proposes an algorithm 10 estimate the parameters a, o, é and p, given
a specified number of states. In the three-state case, for the construction of the probability
structure of the first 2 observations, we use the limiting unconditional probabilities for each state
10 start the algorithm. These are given by (Chiang(1980), p. 154):

A,
X e, i=0,1,2

N 2
> A

i

©)

where A, is the ii* cofactor of the matrix A= 1-P, with T the 3x3 identity matrix and P as
defined in (2). As a by-product of the algorithm, we also obtain a sequence of joint conditional
probabilities p(S,,S._,,S._,}y.,y,‘,,“.‘y(,), which are the probabilities that the series is in state i, J,
kG,5, k=0, 1, 2) at times 1, t-1, and -2 respectively, conditional upon the information
available at time t. By summing these joint probabilities, one can obtain the so-called filter
probabilities, which are the probabilities of being in state 0, 1, or 2 at time 1, given the

information available at time t. They are given by:

2

7
PS, = 1¥Yo¥d) = L P = 0r S 2 i Sy = KiYeYopeyo  i=123 )

is0 %

The filter probabilities provide information about the regime in which the series is most likely
to be at every point in the sample. They are therefore very useful for dating the various
switches. One can also compute similar probabilities with information available at time t-+1,
t+2, until T. The probabilities using the information up to the end of the sample are called
smoothed probabilities (see Hamilton, 1989) and are more accurate since they are based on more
information. Since in our case the smoothed probabilities and the filter probabilities are almost

identical, we report only the filter probabilities.
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I1. Empirical Results and Discussion

Table I presents the estimation results for the quarterly ex-post real interest rate and the inflation
rate for both data sets. We discuss primarily the results obtained with the Citibase series. and

stress the main differences with those obtained with the Mishkin data set.

A. The Ex—Pos{ Real Interest Rare

To make the discussion of the results easier, we label the states as high, middle and jow
with respect to the value of the mean. The parameter o, then denotes the mean for the low
state, ap+a, the mean for the middle state, and finally ay+a, the mean for the high state.
Correspondingly, Wor Wyt w;, and wy+w, denote the standard deviations for the Jow, middle. and
high states. The filter probabilities, shown in Figure 2, indicate the probability of being in the
different states at each point of the sample. The probabilities show that the series is in three
persistent states over the sample: from 1961 to 1973, the series is in the middle state with a
mean of 1.4%; from 1973 o the middle of 1981, the mean is negative (-1.8%) for the Citibase
series, while it is close to zero (-0.38%) and not signiﬁcamly different from it (standard error
of 0.32) for the Mishkin series; finally, from mid- 1981 until the end of the sample, the mean
of the series for both data sets is close 105.5%.

The dating of the shift in the middle of 1981 is of importance in light of the altemative
explanations offered for the high level of the real interest rate in the 80s. As mentioned by
Walsh (1988), two explanations prevail: the first attributes the rise in the real interest rate 1o a
restrictive monetary policy and identifies the last quarter of 1979 as its starting point, the second
10 current and expected federal budget deficits, especially since the 1981-1982 recession. The
dating provided by the three-regime model points in the direction of the second explanation,

The presence of these shifts in the mean of the €x-post real interest rate, and especially
the large one in 1981, is critical for assessing other properties of the stochastic process
describing the real interest rate. As shown by Perron (1990, the presence of a regime shift in
the mean of a series might make it very difficult 10 reject the hypothesis of a unit root, using
conventional procedures, even if the series is characterized by i.i.d. innovations around this

shifting mean. The shifis identified in the series can therefore explain why Walsh (1987) and
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Rose (1988) could not reject the unit root in the real rate'.

Concerning the volatility of the ex-post real interest raie, ouf results show that the
variance is about the same in the low and high states, but is significantly smailer in the middle
state. Hence, volatility increases afier 1973, irrespective of the jevel of the real interest rate.
The same pattern carries through to the Mishkin data set, but the variance i smaller across
regimes. This heteroskedastic behavior of the series contrasts with the results obtained by
Bollerslev (1988) over the period 1951:1 - 1987:2. He shows, using an ARCH methodology,
that the ex-post real raie exhibits no significant heteroskedasticity since the stochastic trend in
variance present in the nominal interest rate and the inflation rate is common 1o the IO series.
It is to be remembered, however, that his model, like all ARCH models, rests on a chosen
specification for the conditional mean. His conclusions depend on the autoregressive
specification in first differences chosen for the nominal interest rate and the inflation rate. This
choice is based on the non-rejection of a unit root in both series. The same argument made for
the non-rejection in the ex-post real interest rate can be made for the nominal interest rate and
the inflation rate if important changes in mean occur in these series during this period. Also,
Lamoureux and Lastrapes (1990) showed recently, based on Monte-Carlo simulations, that
GARCH measures of persistence in variance can be affected by not taking into account structural
shifts in the unconditional variance. Indeed, in our case, both the mean and the variance of the
nominal interest rate and the inflation rate exhibit such structural shifts.

To conclude the analysis of the real interest rate, it is important to note the absence of
autocorrelation in the series once the shifts in mean and variance have been taken into account.
The parameters &, and ¢, are both close to zero with high standard errors in both data sets.

These results are of substantial interest in two respects. First, they show that the ex-post
real interest rate is a random process around a mean which exhibits infrequent but important
changes. This isin accord with Fama’s (1975) characterization of the ex-ante real interest rate
as a constant, when viewed within each regime. The i.i.d. process for the real interest rate
within regime also supports the presence of the Fisher effect in each regime, but not over the
whole sample. Therefore, the movements in the nominal interest rate contain little information
about the movement in the real interest rate, an important result for policy purposes. To see this,

note that the Fisher effect asserts that the coefficient b should be 1 in a regression of the form
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i = ¢ « bal » u,. Under this hypothesis this is equivalent 10 the requirement that

3
r,=i,—1'=C*(r,'-1r,)<u,=v, » an uncorrelated process under the assumption of rational expextations.
Our results indicate that the real rate is indeed uncorrelated within regime and the Fisher effect
can be said 1o hold if its definition is extended to allow for infrequent changes in the constant
¢. Second. the results are also of interest in light of the serial correlation present in the nominal
interest rate (see Hamilion (1988)) and the inflation rate (1o be discussed below) even when
changes in regimes are accounted for. This situation is an interesting example of whai Granger
and Lin (1990) label as a conjugate process. A conjugate process describes two series which
individually exhibit a dynamic structure but which add up to white noise. The real interes rate
being the difference between the nominal interest rate and the inflation rate, one can characterize
the latter two series as being conjugate.

In Section IV, we conduct various sensitivity analyses (o test for the robustness of the
chosen specification: tests for the number of states, split-sample and monthly estimations,
allowance for different autocorrelation structures in the various states, tests for remaining ARCH
effects, and direct tests for two structural changes. All tests tend 16 confirm that the ex-post real
interest rate series is better described as a random sequence with three different means and two

different variances.

B. The Inflation Rare

For labeling the states, we keep the convention used for the ex-post real interest rate. Our
results (see Table I and Figure 3) document that the U.S. inflation rate went from the low state
starting in 1961 (with a mean of 2.7% and a standard deviation of 2.6%) 10 the high state near
the beginning of 1973. The mean in this high state is almost 9%, but more importantly, the
standard deviation is 3.4%, almost three times its pre-1973 level. In the early eighties,
according 10 the inferred filter probabilities, the series seems to oscillate between the middle
State and the low state, except at the very end of the sample. This uncertainty regarding the
prevailing state in the later part of the sample parallels the debate among economists and policy
makers during that period, some claiming that inflation had subsided, others that the threat of

high inflation was stil] present. In this regard, note that the mean of the low state is almost
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identical to the pre-1973 level, bul that the variance is much higher.

we mentioned in the introduction that Huizinga and Mishkin (1986) identified two shifts
in the ex-ante real rate which coincided with changes in the Federal Reserve’s operating
procedures in October 1979 and October 1982. Walsh (1988) argued that the shift in October
1982 was in factdue 02 shift in the inflation rate process. The filier probabilities indicate that
the inflation rate switched from the high swae 10 the intermediate state (with a probability of
0.62) precisely in the fourth quarter of 1982, providing some support 10 Walsh's argument.

For the Mishkin inflation series, the values of the means and variances differ from the
Citibase series: the means for the low, middie and high states are 271%, 4.1%, and 7.5%
respectively. while the corresponding standard deviations are 1.5%. 0.7%. and 2.1%. The
classification of the points in the various states (see figure 3) is also different: after being in the
low state until 1966, the series goes into the middle state until 1973, jumps into the high state
until 1983 (but with a 0.63 probability of being in the low staie in 1982:4) and alternates
between the low and middle states until the end of 1986.

Our results also bring some new evidence in the debate over the relationship between the
jevel and the variability of inflation’.  Okun (1971) and Friedman (1977) argue thal high
inflation is costly because it raises inflation variability, generating relative price distortions and
wealth redistributions between creditors and debtors, adding risk in long-term contracting, and
causing other welfare costs associated with a high variance of inflation. Okun (1971} and 2
series of ensuing studies'® presented some empirical evidence about the positive correlation
between the mean and the variance of inflation. However, using an ARCH model, Engle (1983)
did not find any significant correlation between the level of inflation in one period and the
variance of unanticipated inflation in the next period. Recently, Ball and Cecchetti (1990)
attempted 2 reconciliation of the conflicting evidence by drawing the distinction between short-
term and long-term inflation uncentainty (variance of unanticipated changes in inflation). Their
main result is that the level of inflation has a stronger effect on inflation uncertainty at long
horizons. This is what the earlier studies had measured, while Engle (1983) measured the short-
term effect of the level of inflation on inflation uncertainty. Our results in both data sets show
unequivocally that the high mean state is also the high variance state. Moreover, since the

probability of staying in the high state once it is reached is close to one, it is the Jong-term effect
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on the variability of inflation that we measure. In that sense, we confirm the empirical evidence
brought forward before Engle (1983). To really compare the results of our model 1o Engle’s
results, we need to construct a one-period ahead forecast for the level of inflation. This is done
in the next section,

As we argued for the ex-post real interest rate, the presence of regime shifts in the
inflation rate might explain why one cannot reject in general the unit root hypothesis for the
inflation rate!’. Finally, it should be stressed that, unlike the €x-post real interest rate,
substantive autocorrelation remains even after taking the shifts into account. This last result
supports the claim advanced earlier that the nominal interest rate and the inflation rate are
conjugate processes in the sense that each has a noise component that is correlated, yet the

difference is uncorrelated when structural changes in mean are 1aken into account.
HI. Ex-Ante Real Interest Rate and Expected Inflation

The ex-ante real interest rate is of utmost importance, since it is the rate upon which economic
agents base their savings, investment, and portfolio decisions. Some authors have in the past
consiructed ex-ante series for the real interest rate, €.g. Mishkin ( 1981) and Antoncic (1986).
The recent history is of particular interest because of the turbulence experienced in the 70s on
the inflation front, which s alleged to have pushed the ex-ante real interest rate 10 negative
levels, and because of the fiscal and monetary policy changes of the 80s which are cited as the
sources for its high positive level (see, €.g., Blanchard and Summers (1984)).

Using the parameter estimates of the three-state model shown in Table | for the two ex-
post real rate series, one for each data set, and the corresponding inferred probabilities graphed

in Figure 2, we construct two series for the ex-ante real rate according to the following formula:

2 2
Ely . Hy)l= o + o, gpj,PrIS. = JjHyd) » a,lgiﬁppPr(S. =iy}

* ¢|{y1 -0y - OIPY[S‘ = IHY,}] - (IZPI'IS' = 2”)’;”}
* ¢2{y(.| T ooy - 0|PTIS..| = ”{)’.}1 - szdsg.) = 2:‘:)’;}]} .

where {y,} denotes the past and present history of Y- The two ex-ante real rate series are shown

&

in Figure 4 along with the corresponding ex-post series. As expected, the ex-post real interest
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rate is much more volatile than the ex-ante real interest rate.

In our model, the ex-ante real interest rate is seen as a constant subject 10 occasional
jumps caused by important structural events. Both the negativity of the 70s and the high positive
levels of the 80s are clearly present in these point forecasts. The results with the Citibase and
Mishkin data sets are qualitatively similar, both showing that the ex-anie real interest rate is
constant for sustained periods of time but subject o sudden changes in level. The main
difference is that the mean in the period 1973-1980 is close 1o zero for the Mishkin data series
while it is definitely negative for the Citibase data series.

The smooth behavior of the ex-ant¢ real interest rate contrasts with the series previously
constructed based on linear models. Antoncic (1986) presents estimates of the ex-ante real
interest rate for the period 1965-1984. Her resulls indicate that the real interest rate was nol
significantly different from zero throughout most of the 1970s., and that it increased sharply
1owards the end of 1980 (almost 3% in November 1980 with 2 peak of 7.12% in March 1982).
Although her estimates fluctuate much more than ours, the general conclusions are similar and
point to factors other than the Federal Reserve policy change to explain the rise in the real
interest rate in the beginning of the 1980s.

Using formula (8), we can also construct one-step ahead inflation forecasts using the
parameler estimates of the three-state model and the corresponding filter probabilities. The
expected inflation series for the two data sets are shown in Figure 5. Given this series for
expected inflation, we can tesl directly if the inflation rate explains the variance of unanticipated
. inflation in the next period, and compare Ouf results 10 Engle’s (1983). To do so, we estimale
the following regression:

fe? = By + Bymy * € )]
where fe denotes the forecast error based on the three-state Markov model and * the rate of
inflation. The hypothesis to test is B,=0. The values of B, obtained for the Citibase and
Mishkin series are 0.29 and 0.71 respectively with t-values of 1.86 and 2.16. Our evidence for
the period 1961-1986 seems therefore contrary to Engle’s results, especially with the Mishkin
series for which a strong and significant positive relationship is found between the level of

inflation and inflation uncertainty.
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To further assess our real interest rate and inflation rate models, we compare their
within-sample forecasting ability 10 a simple random walk mode] and 10 an AR(4) model in
terms of the mean-squared error over the entire sample. For the real interest rate series, the
Markov model yields a mean-squared error of 5.58 and 3.36 for the Citibase and Mishkin
quarnterly series, respectively, while the random walk model gives values of 8.97 and 5. 15, and
the AR(4) 5.74 and 3.82. For the inflation rate, the corresponding figures for the Markov mode!
are 7.20 and 3.36, compared 10 8.73 and 4.12 for the random walk and 6.11 and 3.11 for the
AR(4). Therefore, this criterion tends 1o favor the Markov model over the random walk and the

AR(4) models for the real interest rate, but the AR(4) is the winner for the inflation rate.
IV, Sensitivity Analyses

In this section, we perform various tests 1o check for possible misspecifications. First, we verify
whether the series are best characterized by three states, and not by one, two or four states. We
also estimate the various one, two and three-state models at monthly frequencies to check for
the robustness of the specification and coefficient values. The second series of lests concerns
the autoregressive structure. Since we assumed that the autoregressive parameters ¢, and ¢, were
the same in all three states, we allow these coefficients to differ between states. Third, we test
for remaining ARCH effects in the residuals from the estimated three-state models for both the
€x-post real rate and the inflation rate. Finally, we present formai statistical procedures
permitting to detect the presence of two break points at unknown dates in order 10 confirm the

existence of two structural changes and the dates of their occurrence.

A. Testing for the number of states

In the context of Markov switching models, the usual tests (likelihood ratio, Wald , and
Lagrange multiplier) do not have the standard asympiotic distribution. The problem comes from
two sources: under the null hypothesis, some paramelers are not identified and the scores are
identically zero. To clarify these two irregularities, let us take the case where the null hypothesis
is a linear model and the alternative hypothesis a two-state homoskedastic Markov switching
model. The null hypothesis can be expressed as {a;=0}. To see the problem of unidentified
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parameters under the null, note that if {o; =0}, the transition probability parameter p is
unidentified since any value between 0 and 1 will leave the likelihood function unchanged. As
for the problem of identically zero scores, note that if {p=1}, the scores with respect 10 P,
and o, will be identically zero and the asymptotic information matrix will be singular. Hansen
(1992) proposes a bound test that addresses these problems, and Garcia (1992) derives
analytically the asymptotic null distributions of the likelihood ratio test for some two-state
Markov switching models. However, none of the computed critical values apply strictly 0 the
linear models considered as the null hypothesis below, such as an AR(4). For Markov switching
models with more than two staies, no critical values currently exist.

we must therefore rely on different tests that try 1o overcome these problems. The first
two, the Davies’ (1987) bound test and the Gallant’s (1977) test, described in the Appendix, start
with the idea of giving a range of values to the parameters under ihe alternative hypothesis, thus
avoiding the problems of estimating them, and construct some statistics based on the value of
the objective function obtained with these given parameter values. For the Davies test, one
obtains an upper bound for the significance level of the likelihood ratio statistic under the null
hypothesis consisting of the model with the lower number of states. Gallant’s procedure,
suggested by Hamilton (1990) but to our xnowledge never applied, consists in calculating the
estimated values of the dependent vaniable associated with given values of the unidentified
parameters. These constructed variables (or a few principal components) are added 1o the model
with the lower number of states and their significance is judged according 10 a F-test.

Finally, contrary to the previous approach, one might still decide 0 estimate the model
with the larger number of states and run tests for non-nested models (Davidson and MacKinnon
(1981)). We apply the so-called J-test which uses a t-test on 3 in the regression:

y, = (1-8)((B) + 8, » v, (10)
where f,(8) represents, in our case, the forecast of y, based on 2 model with the lower number
of states and §, represents the forecast of y, obtained by using the estimated model with the

larger number of states.
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Al Test Results for the Ex-post Real Imterest Rate

To assess whether the €x-post real interest rate is best characterized by a three-regime
model, we follow a progressive estimation and testing procedure starting with a one-state
autoregressive specification and building up 10 a test for the possible presence of four states.
In the one-state model, based on an analysis of the estimated residuals for remaining serial
correlation, we opt for an AR(4). Over the sample. the series exhibits a relatively high
persistence, the sum of the autoregressive coefficients being .871.

In the next step, we estimate and test a two-state Markov model with state-dependent
means and variances. The estimation revealed the presence of a number of local optima, a likely
indication of misspecification. Although some of the local optima seem 1o correspond 1o
important economic events such as the change in the Federal Reserve operating procedures
between the end of 1979 and 1982 or the rise in inflation in 1973, the global minimum does not
have any ready economic interpretation. The transition probabilities are noticeably smalier, and
the filter probabilities identify all the extreme points as belonging 10 state 1 by attributing to that
state a very large variance. As documented in Boldin (1989), this feature may result from the
presence of a large autoregressive order. Boldin shows that a series generated by a two-state
Markov model can be mistaken for an AR(1) process if only one state is allowed. Going one
step further, it could also be the case that significant autoregressive terms in a two-state model
are due to the fact that a three-state model is correct. In small samples, spurious autoregressive
lerms can appear, since the algorithm wiil artificially increase the value of the function by
changing states frequently to closely follow the ups and downs in the series. One diagnostic of
this problem is to look at the value of the transition probabilities p and g which fall in our case
t0 0.246 and 0.446. This spurious effect seems to be supported by the fact that in a model with
2 states and 2 lags, the global minimum is now associated with high transition probabilities
(persistent states) and the filter probabilities point to a change in the third quarter of 1973, the
series remaining in this highly variable state until the end of the sample.

These results seem 1o indicate a misspecification of the two-state, four-lag Markov model,
but more likely in the direction of a three-state model since all model selection tests favor the
two-state model over the AR(4) (see Table II). The quick rule for the Davies test {see Appendix
A) leads 10 a probability close 10 zero (~ .3%) for the likelihood ratio test statistic to be greater
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than 17.53. The Gallant test was calculated by adding 10 the one-siaic AR(4) model the fitted
value of the dependent variable based on a two-state model with values of the parameters drawn
randomly'. We repeat the procedure four times and compute each time the corresponding p-
value. We then compute the p-value of this multiple test by a=min, W£5 -PP. where P, . P,
are the ordered p-values corresponding to the four tests, based on Hochberg's (1988) inequality
related 1o multiple hypothesis testing. The test strongly rejects the null hypothesis of a fourth
order autoregression with 2 single regime. The J-test was calculated using the parameter
estimates from the model corresponding 1o one of the local minima to construct the variable
in (10). The esumale of the associated coefficient 5 is 0.998 with a standard error of 0.03,
therefore concurring with the rejection of the two other tests.

We also estimated the two-state Markov specification for the Mishkin series at both
quarterly and monthly ¥ frequencies, and tested it against the AR(4) specification. The results
generally confirm the rejection of the AR{(4) linear model”. ’

Given the results obtained with the two-state model with four autoregressive parameters,
one might suspect the presence of a third regime. As a step to assent the presence of such a third
state, we split the sample into two sub-samples: 1961:1-1979:4 and 1973:1-1986:3 and run the
two-state algorithm for each sub-sample. The results are shown in Table 111, For the Citibase
series, both sub-sampies exhibit two persistent states. In the first, the mean turns negative (-2%)
starting in 1973 until the end of the sub-sample with an associated higher variance. In the
second sub-sample, the mean rises from -1.8% for the period 1973:1-1979:4 10 5% from 1980:1
until the end of the sample. Note, however, that the variance is not significantly different in
both states. These results are quite close to the previous three-siale estimation results for both
series. Note that the evidence about the presence of two regimes in both sub-samples might
explain the difficulty encountered by Walsh (1987) 10 reject the random walk hypothesis over
the two subperiods 1961:1-1979:3 and 1970:1-1985:3.

Finally, we formally test the two-siaie, two-lag specification against the three-state, two-
iag model. The test results are shown in Table 11. For the Citibase series, all three tests reject
ihe 2-state model against the 3-state alternative.

For the Mishkin series, the estimation results for the threg-state model at monthly
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frequency are very similar except, of course, for the auloregressive parameters. The
corresponding filier probabilities (not reported) locate the jump from a low state to a high state
at the beginning of 1981, but there is more uncertainty about the starting point of the low state
{more toward the end of 1973} and there are many switches between the low and the middle
states until 1981, The test results (see Table 1I) also strongly support the three-state specification
both for the quarterly and the monthly models.!*

To sum up, the various model selection tests performed on the ex-post real interest rate
seem 1o strongly support the three-state specification. As a final check of our specification, we
looked for evidence of a fourth state by applying the three-state algorithm to the 1961:1. 1979:4
and 1973:1-1986:3 sub-samples of the Citibase series, These experiments provided no evidence

for the presence of a possible fourth state.

A2. Test Results for the Inflation Rase

For the inflation rate, we limit ourselves 10 estimating and testing the two-state model
against the three-state maodel, both at quarterly and monthly frequencies. The test results, also
shown in Table 11, are rather mixed. While the Davies quick rule fails to reject the two-state
model at any significance level, both the Galiant test and the J-test strongly favor the three-state
model. Given our current ignorance about the size and power of these differen: tests, we cannot
say much more than state the conflicting results,

Considering the results of the tests, let us comment briefly on the two-state estimation
results. According to the estimates of the filter probabilities, both the Citibase and the Mishkin
series exhibit a switch 10 a high mean-high variance state in the third quarter of 1973 which
persists until the end of the sample. Given this structure, we find the results of the three-state
maodel richer and more appealing from an economic point of view even if the test results are not
all conclusive, The monthly estimates with the Mishkin data set give a higher mean to the high
state, but show the same pattern for the variances as the quarterly estimates.

B. Differen:t Auioregressive Structures in Different Regimes for the Real Interest Rare
In our three-state, two-lag model for the real interest rale, we constrained the

autoregressive parameters %, and &, 10 be identical in all states. In this section we investigate
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whether this assumption is stringent or not by proceeding in two ways. First, we specify 2
Markov model where the autoregressive parameters depend on the states. This model (model
1) will have four more parameters than our previous specification, for a total of 18. Another
approach (model 2) consists in adding lagged inflation to the original model with fixed
autoregressive parameters, since this variable is correlated with the real rate as shown by
Mishkin (1981). Therefore, if the autocorrelation differs between regimes, this variable might
be able to capture it. The estimation results for both models are shown in Table IV,

In mode! 1, the estimates of the autoregressive parameters are nol significantly different
from zero at conventional levels of confidence for both the Citibase and Mishkin series. Note
that the introduction of these state-dependent autoregressive parameters Jowers by some 2% the
estimates of the means in the various states, but does not affect much the estimates of the
standard deviations or the transition probabilities.

For model 2, the estimates for both the Citibase and the Mishkin series are almost
identical 1o those of the model without lagged inflation, and the coefficient of this latter variable
is not significantly different from zero. Based on these results, we feel confident that there does
not remain any significant autocorrelation in the ex-post real interest rate once the changes in
means and variances have been 1aken into account. The residuals are not however white noise
since there remains some heteroskedasticity due to the different variance allowed for each
regime. So, a final check on the model would be to see if there remains some autoregressive

conditional heteroskedasticity after this state-dependent heteroskedasticity has been accounted for.

C. Remaining ARCH effects

To assess the presence of any remaining ARCH effects in the residuals from the three-
state real interest rate model, we run two regressions: first, we project the squared residuals on
the filter probabilities 10 account for the state-dependent heteroskedasticity, then we add to the
previous regression a fourth-order autoregressive structure for the squared residuals. A F-statistic
is computed for the joint significance of the lagged squared residuals. The results are shown in
Table V. The value of the F-statistic is 0.83 for the Citibase series and 1.34 for the Mishkin
series. Therefore, in both cases, one cannot reject at conventional levels of confidence the

absence of any remaining ARCH effects. We can therefore conclude that the real interest rate
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can be characterized as a white noise process once the shifts in mean and variances are
accounted for. Running the same test for the inflation rate, we can reject the absence of

remaining ARCH effects at the 5% level but not at the 1% level.

D. Direct Tests and Dating of Changes with Two Breaks

To provide additional evidence about the existence of structural changes (and the dates
of their occurrences) in the level of the €x-post real interest rate and inflation rate series, we
present formal statistical procedures permitting to detect the presence of two break points at
unknown dates. The test considered extends earlier work by Banerjee, Lumsdaine, and Stock
(1992) and Andrews (1993) who considered tests for a one-time structural change based on the
maximal value of an appropriate Wald test over all possible break points. The OLS regression
at the basis of the test is the following:

Yo= 2 BIASNT) + 81a>NT) « ¢ (1)

where l(l$)\,T) = 1if 1>AT and 0 otherwise (i=1,2). We assume that AL N)E A, where
A= NN O<e<h <, 0<e<h, <I-¢ and EINOE (12)

Denote by Fi(A\ 7)) the Wald test for testing the hypothesis that 5,=6,=0 for a given pair

(\.\). The test considered is given by:

.2 «d

3, a;

— sup Fo= % gy FrA\)

TS onkyea T 43

T

where 63=T"[é,’, and S7 is a consistent estimate of the so-called long-run variance of the
1

errors. The estimator S? considered in the application is that of Andrews (1991) which uses the

quadratic spectral kerne! and an automatic procedure 10 select the bandwidth. We considered two
versions of this automatic precedure. One is based on an AR(1) approximation for the residuals

{&}. and the resulting statistic is denoted Sup F(1). The other is based on an ARMA(1,1)
approximation and the resulting statistic is denoted Sup F(2). Details can be found in Andrews

(1991). In both cases, the tests are constructed using the OLS residuals {8} evaluated at the pair
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(A, hy) that maximizes the Wald test. “The truncation ¢ in (12) 15 set 10 0.05. The limiting
distribution of the test and the construction of the associated critical values are discussed in the
Appendix.

The results of the test are shown in the top panel of Table VI. Consider first the case of
the ex-post real interest rate. For the quanerly series, the results are the same for the Citibase
or Mishkin series. For both versions of the Sup F test, the p-value for the null hypothesis of no
structural breaks is less than 1%, indicating a strong rejection. The date of the first change in
mean is 72:3 and the date of the second change is 80:1. The results for the monthly series are
similar with the first break jocated at 72:11 and the second at 80:9. The rejections of the null
hypothesis of no structural change and the implied dates for the breaks lend strong support for
the results obtained above using the Markov-switching methodology.

For the inflation rate series, \he lests show a rejection of the null hypothesis of no
structural change at the 1% significance level of lower except for the Citibase quarterly series
using the ARMA( 1L appmximation 1o construct the automatic bandwidth. The dates of the first
break are, somewhat strikingly, exactly the same as those for the ex-post real interest rate. The
dates of the second break tend, however, 10 occur rather later, the estimaies ranging from 80:4
for the Citibase quarterly series 10 81:9 for the monthly Mishkin series. Though the rejections
are less striking than for the ex-post real interest rate, the results again corroborate strongly
those obtained with the Markov switching methodology. For all series, either method suggest

convincingly the presence of three states OCCUrmng each once in the sample.
V. Conclusion

The presence of a random walk component in {he real interest rate is an important issue, both
for public policy concerns and for its theoretical implications. If the real interest rate does not
follow a random walk, then shocks 10 it are temporary in nature and there is a tendency for the
real interest raie 10 revert o some average value, What we have shown in this paper is that this
average value is subject 10 occasional jumps caused by important structural events. One such
jump is concomitant with the sudden rise in the oil price in 1973. The dating of the second jump

in the middle of 1981 is more in line with a federal budget deficit explanation than with the
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change of monetary policy that occurred in the end of 1979. Whatever their causes may be,
these important jumps in the real interest rate series could well explain the systematic
non-rejection of the random walk hypothesis in the recent tests performed by Wajsh (1987),
Bollerslev (1988), and Rose (1988).

The theoretical implications of the presence of either a unit root or a jump in the real
inlerest rate series are important. Rose (1988) explored the implications of a unir ro0t in the
€x-ante real interest rate on the consumption capital asset pricing model (CCAPM). The CCAPM
implies that the time series properties of the growth rate of consumption and the rea) interest rate
should be similar. Since for the U.S. data this is not verified, he questions the validity of the
CCAPM. The presence of Jumps in the real interest rate series is also very imporiant for
financial theoretical models, as demonsirated by Ahn and Thompson (1988). In particular, they
find that jump diffusion processes in the underlying state variables tend to invalidate standard
capital asset pricing models. The evidence we presented for the constancy of the ex-ante real
interest rate over reasonably lengthy periods of time should also be of some comfort to financial

theorists, who are often forced for the sake of model tractability 10 assume that it js constant.
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FOOTNOTES

1. Mishkin's (1981) thorough study rejects strongly the hypothesis of a constant real interes! rate
for both the 1953-1979 and 1931-1952 periods, attributing Fama's results to the insufficient
variation in the real interest rate over the period 1953-1971, as noted previously by Shiller
(1980). For the debate over the constancy of the real interest rate, see Neison and Schwert
(1977), Garbade and Wachtel (1988), and Fama and Gibbons (1982).

2. The results of Rose (1988) have recently been criticized by Gokey (1990). He argues that
Rose used incorrect inferential procedures. With the correct procedures, he shows that both the
nominal interest rate and the inflation rate are integrated of order one. Such a result does not
imply anything about the time series behavior of the real inierest rate, which would depend on
whether or not the inflation rate and the nominal rate are cointegrated. As argued below, there
appears 10 be no such cointegration (with a unit cointegrating vector) since one cannol reject,
using standard test procedures, that the ex-post real interest raie is integrated.

3. We also estimated the various models presented below with seasonally adjusted data. The
results were qualitatively similar and the conclusions unchanged.

4. This adjustment for the inflation series was first used in a study by Huizinga and Mishkin
(1984). The nominal interest rate is the three-month Treasury bill rate obtained from the Center
for Research in Security Prices (CRSP) at the University of Chicago.

5. Hamilion (1988) identifies a persistent change in regime in the nominal interest rate between
October 1979 and October 1982, 3 period which corresponds to the changes in the Federal
Reserve's operating procedures. We did verify that the results obtained with our data sets are
very close to Hamilton's results. We also estimated a three-regime model for the nominal
interest rate series. The results (not reported) show an important jump in the mean and variance
of the series from 1979:4 until 1982:4.

6. Using the procedure described in Perron (1990) with a break in 1980:3, the t-statistic for a
unit root is -7.31 (k=0) allowing a rejection al less than the one percent level, with k denoting
the number of first differences added in the regression. Note that to perform these tests, not all
breaks need to be taken into account. Taking into consideration the largest one may be sufficient.

7. To carry out the maximum likelihood estimation of the various models, we used the DFP and
GRADX methods in the OPT and CONOPT subroutines of the GQOPT package. The routine
OPT was used for the AR and 2-state models, while CONOPT (a routine for optimization under
constraints) was used for the three-state model. The covariance matrix of the estimates was
obtained through the OPTMOV option, which gives the numerically computed negative inverse
of the Hessian of the log-likelihood function evaluated at the optimum.

8. Similar results are obtained using our data sets. The Dickey-Fuller (1979) t-statistic to test
for a unit root are -1.51 (k=3) for the quarterly Citibase series (see Perron (1990)); 2.17(kk=2)
for the quarterly Mishkin series and -1 .85 (k=8) for the monthly Mishkin series. The procedure
followed 10 select the truncation lag parameter X, described in Campbell and Perron (1991), uses
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a test of significance (10% Iwo-tailed t-test) on the coefficient of the last lag in the estimated
autoregressions. This is performed in a recursive way starting with a maximal value k=10 and
eliminating lags until the last one is significant.

9. See Logue and Willen (1976), Foster (1978), Fisher (1981), and Taylor (1981) among others.

10. See Bollersiev {1988) and Gokey (1990). Similar results hold for our data set. Using the
procedure described in footnote 8, we obtain the following t-statistics for the unit root hypothesis
(the 10% critical value being -2.57): -2.25 (k=35) for the quanierly Citibase series; -1,82 (k=2)
for the quarterly Mishkin series. For the monthly series, a large number of lags is needed 10
make the residual white noise, yet none of the statistics with k greater than 2 are significant at
the 10% level.

11. We generated the means o according 10 a normal distribution with mean u and standard
deviation w#w, where # was drawn from a uniform distribution over a certain interval and  from
a gamma distribution, » being a scaling factor. For example, for the Citibase real interest rate
1 versus 2 states test, we drew #o and u, uniformly over the interval (-0.5,1.9) and (1.9,4.3)
respectively, i.e. between the mean of the series minus or plus one standard deviation for the
low mean state and the high mean state. Then a and o, were drawn from two normal
distributions, N(u,,0.1w) and N(,‘,,O.Iw,) respectively, where w, and w, are Gamma deviates
of integer order 2, scaled by the factors 0.35 and 0.7 respectively. The ws 50 generated served
also for the standard deviations in the two states. The probability parameters were drawn
uniformly over the (0.1) interval. We limited the autoregressive structure 1o two lags, the
parameters ¢, and ¢, being drawn uniformly within the stable triangle (-0.8,0.8).

12. The monthly estimates should be viewed as a check for the robustness of the quarterly
results in terms of the number of states. A more appropriate monthly model would include 3
richer autocorrelation Structure, but this would increase the number of parameters and the
computational burden, which is already high in a three-state Markov model with 14 parameters
and 312 observations.

performance of the tests we are using, it might be useful 1o compare the results we obtained 1o
the results we would have obtained had we used the critical values of the likelihood ratio
distribution given in Garcia (1992) for a null hypothesis of a random walk against the alternative
of a heteroskedastic two-state Markov switching model, even if they do not apply strictly
because of the presence of the AR(4) noise structure, The 1% and 5% critical values are 17.38

14. Since the single-state AR(4) was not always rejected against the two-state model for this data
set, we also calculated statistics to test the single-state AR(4) null hypothesis against a three-state
two-lag Markov alternative. The results strongly reject the AR(4) specification.
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Appendix
L. Davies’ (1987) Bound Test

The procedure proposed by Davies applies when a vector v of dimension q, contained
in some parameter space {1, is present only under the alternative hypothesis. Define the
likekihood ratio statistic as a function of 4:

(A1)
LR(y)=20n Lity)-In L) ,

where L‘(‘yg) denotes the likekihood value of the objective function evaluated at Y, (@ given
value for 4) under the alternative hypothesis, and Ly" the maximized value obtained under the
null hypothesis (where Y i5 not present). Let 7" be the argmax of L,(y) and denote the
likelihood function under the alternative evaluated at v" by L,". Then SUP,eq LR(y) = 2(InL," -
In Ly"). Denote by M the empirically observed value of 2(In L - n L)) Davies derives the
following upper bound for the significance of M:

q-1 M 27
Prisup LR(y)>Mjs Prixe>M]+VM Texp 7 27 ,

where I'(.) denotes the gamma function and V is defined as:

¥

7 9LR(y)?
V=] |25,
Y, d‘)‘

1 H 1 1 1 1
=JLR<v,)’—LRw.)’lotLR(y,)LLR(w.)’h = +]LR(¥)?-LR(y,)?] ,

where y;, vy, ..., v, are the turning points of LR(y). A quick rule is obtained upon making the
assumption that the likelihood ratio has a single peak. In that case V reduces to 2M2, Qur
testing procedure uses this quick rule and estimates the model under the alternative hypothesis
to obtain L,” (and therefore M and V) to calculate the significance Jevel,

“A-1-
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2. Gallant’s Test Procedure
Consider the following models under the null and altermative hypotheses:
Hy oy, = 8(xe¥) * &,
H iy = glx ) + 7 d0x¢) € -
Let z, be a given vector of variables which do not depend on unknown parameters. If
7o, the true value of 7, is equal 10 0, the least squares estimator of & in the following regression;

y, = Bx¥) + T e A

is estimating the null vector. Let B = (gg, 01 @7, Wo. Wi W2 Py (i,j =0.1,2)) be the vector of
parameters in the three-state model (in the two-state model the vector is defined similarly without
ay, wy, and p,; (1] =7)). The Gallant procedure applied 10 determining the number of states in
a Markov switching model follows four steps:

i) For a given set of values for B (say m) indexed by i, calculate the fitied values §, for the
model with the larger number of states.

ii) If the matrix Y = (¥y, - ya) is 100 big, extract a few principal components, say d, (or the
first few vectors of the orthogonal matrix in a singular value decomposition of Y).

iii) Add these principal components (call them z, a vector of dimension d) to the model with the
lower number of siates, i.e. estimate (A.3) where the function g(x,, ¥) represents the model with
the lower number of states.

iv) Compute the following residual sums of squares:
H; a’:é(y,-g(x,,e)-&‘)? ,
Hg a’::}:l(yl-g(x‘,&))’ .
The likelihood ratio test, with size o, rejects the null hypothesis if:
& dF,

D>
A

where p is the number of parameters estimated under the null hypothesis, d is the dimension of

the vector z, and F, denotes the o percentage point of a F(d, T-u-d) distributed random variable.
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3. The Limiting Distribution of the Sup F Test with Two Breaks

We describe in more detail the two-break Sup-F 1est applied in Section IV.D. Let
R = (r,r), L= (0.L0), 1, = ©,0,1); b = (;1.3;.3,), the vector of OLS estimates from
regression  (11), X = (X,,X,,X,) with X, = (%X Y, =1, x, = 1a>X\T) and

k
Y= HO>AT). Also 67 = TS & We then have: Fr\ ) = ROYR(X'X) 'R 'RE/E. The
3

test considered is given by: sup Fr = sup Fr(A\,A,). We derive the limiting distribution
1Ay
of sup F; under the null hypothesis of no structural change allowing substantial heterogeneity

and correlation in the data. More precisely, under H,, we suppose that: y, = usv, | where v,

satisfies the conditions for the application of a functional central limi theorem, namely

rry
T“”Zv‘aoW(r) where W(r) is the unit Wiener process defined on C[0,1] and
1e}

T T
7 = lim,_ T E (83), with S, = Lv,. Wealsoassume of = lim, _ T'Y E(v}). Under these
i1 i

conditions we have:

Sup Fy = ZSupF = % sup RS b

a, o (4,

W) -WOP IMWO\,)')\,W(M)]?
vh . F )\ ,}\ = +
e PO = =y XN R)

standard arguments and is omitted. To provide a statistic that is asymplotically free of nujsance

. The proof of (A.4) follows

parameters, we consider the following rescaled version:

22
a,
—Sup F, = Sup FQ\ A)
? ToaNER ! (A-3)

T
where 57 = T-'Té&! is a consistent estimate of o} under the null hypothesis, and Slisa
H

consistent estimate of o°,
To obtain asympiotic critical values, we simulate directly the asymplotic distribution
L]
expressed in (A.5). To that effect, we approximate the Wiener process W(r) by the partial sums N Ty

jot

with uj~i.i.d. N(0,1). We yse N=1,000 steps. The number of replications is 10,000. The
critical values obtained are presented in the bottom panel of Table V1.
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‘FABLE 1 ¢ Estisnation Results ; 3-State Mudels.

Heal Interest Rate

inflation Hate

Citibase  Mishhkin Mishkin Citibase  Mishkin Mishkin
{Quartetly) {Monthiy) {Quarterty) {Monthly)

oy ~1.78) -4.37% -1.80% 2 48 2.303 3.596
(wAg2)  (0.316) (0486 (1580)  (n780)  (0.639)

o, 3.161 2.243 2.925 0.578 1.787 1.458
{0.516) (0 349) (0.417) {1.654) (0 704) (0.297)

oy 7.260 6.050 6.789 6028 5.217 6.593
(o6u1)  (oso5)  {0.7H) (1o86)  (1o47)  (0.955)

Wy 2.521 1.873 1.28¢ 2.561 1.513 0.392
uaae)  (o2is)  {0.198) 37y sy (0103)

wy ~1 251 -0.723 ~0.461 -1 256 -0 774 0.687
a67)  (v:263)  (0201) (759 (0322)  (0.098)

wy 4.336 £.0001 0.047 1.823 0.640 0.942
(0.856)  (0068)  (9.221) @) w3 (0562)

¢‘ ~4).02¢ 0.029 1.169 4.301 1283 1.262
[GRIRY] (0.107) {0.054) {o.6) (1.112} {0.056)

¢2 0.013 -.043 -0.414 9.324 0182 -0.358
“ qone)  (0a03)  (0052) (aR)  (u123)  (0.054)
P 0.968 0.867 0.835 0.935 n87l 0.908
(oo24)  (00285)  (0.00) (voos)  {uv26)  {0.010)

Py 0.013 0.000 0.165 0.025 0.090 0.090
o) (owo)  (0001) sy (ebe2)  (0004)

P10 0.011 0.U15 0.033 LALLY 0110 0.010
(oovo)  (0.023)  (0.000) (wove)  (0072)  (0.016)

Py 0.988 0.985 0.962 0.987 0.890 0.986
(0000}  (0.002)  (0.001) @os) (0073} (0.018)

Yo 0.000 0.000 0.000 0.03}) 0.000 0.000
fovooy  (ooe)  (0-000) o) (owoo)  {0.000)

gy 0.017 0.048 0.011 0.0y 0.043 0.346
{(voow)  (0001)  (0.005) (oom)  (0.138)  (0.088)
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TABLE

1i: Test Hesulta (p-vatues 1epot e )

Uitibase Data Set

{61°1-86:3)

Mishkin Data St

Quarterly (61:1-86:1) Monthly (61:1-86:12)
e T PR

Fa-post Neal Interest Rate; 1 versun 2 states:

Pavies - PILR > 17583 = gu3
J-test: 6= 0.008 (03

Galtant © pevalpe < 01

PILR > 6.9) = 25 VLR > 38 5] 2 00
&= 998 (.011) A= 053 ( 146)

p-value < .01 " pevalue < py

For-past Neal interest Hate; 2 ccrsus 3 states:

Davies PlLR > 21 04 = pu2
J-test §= 1050 (.175)

Gallant - pevalye < [iA]

tnllation Rate; 2 versys 3 states
Davies PlLIR > 272~ 100
J-lest 4= 9909 { no03}

Gallant p~value < 0]

PILR > 30.62) = oo PILR > 16 84) = 013

5= 1415 (.136) 8= 1476 (074)

p-value < {1 povabu < gy

PILRU > 5.46] = g.80 PR > 03] = 17
= 1.79 (.052) b= 1234 ( 275)

p-value < 0] - value < 0
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‘v ABLE 111: Fstimation Hesnlts; Ex-—l‘osi Heal Interest Hate, 2-stale model.

Split-Sample Nesulta {Standard Enors in Partnthesos)

Citibase Data Set Mishkin Data Set
e —
Quatertly Munthly

[ bkl A e e
G -84 T3 1863 61:1-79'4 73:1-86.4 61 1-T912 73 1-86:12

oy 1.336 ~1.842 1.775 ~0.579 1.682 -0.080
(0 262) (0 774) (0.202) {0.254) (0.207) (0 741)

o -3 A6 6974 ~2.448 5.087 ~2.37) 4212
{1,598} (1 (0.358) {0.450} {U.387) (0.944}

wy 1.261 2237 1239 1.6U6 0786 1.135
(142} (0.354} {1 165) (0.246) (1.4054) {0.134)

w ot U 553 0.461 0.351 0 A2 v 307
(t.342) (U 539) (n.311) (0.996) (0 12n) (1.233)

¢, B 0.254 0.016 0.151 1 Re 1108
[CREL] {0143} (0.123) (U.145) (.78} (v 079)

*, 04 -0.174 -0.198 -0.321 IRt -.358
(o 11R) (v 141} (V. 140} {0.152) (1R} (1.131)

§. -0 012 y.247 ~5.075 ~0.087 i} 589 -4.207
(0 116) (0.141) (v.138) (0.143) (1 UR2) {0.128}

~,b4 0.256 0.U58 0.076 -0.173 ~0.273 0.27%
(0.117) {0.139) (0.133) (0.174) (0.069) (0.086)

p 0.983 1.000 0.984 0.978 0.995 0.990
(U,U’Zl) (0.000) {0.021} (0‘0‘28) (U‘IKW) (0.0H)

" 0.986 0.965 0.985 0.981 0.996 0.982
(0.016) (0.036) (0.019) (0.023) (11006} (0.015)
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TABLF 1V: Extimation Results; ¥

A= pokt Heat beterent Hate

F-a1ate muriedn with state-dependent autmcgrentior passoeteny {Mended 1)
d

A
agged inflation as an additionat sariable {Mewded 7)

Citibase Data Set {61:1-86:3) Miskkin Data i1 1-86-4)
RS e SR S,
Maoddet | Model 2 Mundet 4 Mirndet 2
" -~ 1808 ~Luar UK RARL
{1440} {1 134) {6 15} {1 702}
" 2.248 2.153 LB x1) 2.665
(1.816) {0.508) {161} (1 .563)
- 4084 £ 808 s 228
{1 19y {t1 Bua) {1 16y {1 HR5Y
"y 2516 2.4 tRET 1 838
(.24} {0.4u6} i )
wy -1.265 - 1432 MRy BURAT
(nasi) {9.436) {2y {u2rny
w, 827 74 o RUNT-3
{uhi9) (1.684) {1 any) {1 361}
1\“' LRALY -8 1M HaEg n e
{8 175) {u 170 {rigy) {1 126}
4\” ~2458 - i -
(1.830) {8 ART)
*q -2y - oy -
{1 845} )
¢7“ -# 162 ~0.940 L2 -1 853
{0.188) {n.120) (n.177) [CRT 3}
#21 1,808 - "RGY -
(n 228) [CRELS)
»f72 1Lb81 - LR H -
(0 574) {n.358)
o{-1) - ~0.114 - v.107
(0.136)° (v 102)
Pay 8.965 0.962 0.066 0.967
{0.u2¢) (0.034) {0.026) (1.128)
Pyy o.000 0.000 AL 1.0
(0.000) {0.000) (0.001) (v.000)
i LA EE ool s LRIL
{0.0u8) (0.015) (0.018) {v.016)
Py 0.889 0.989 0.985 0.986
(0.008) (0.015) {0.015) (0.018)
Pag 8.008 0.000 f.000 0.000
{0.000} {0.00u) {n.bon) {v.000)
Pag 0.018 0.615 #0560 4040
{0.023} (0.020) {0.041) (0.043)




TABLE V: Tosts fo

» Remaining ARCH Effccts; Ba-post iteal Intesont Rate.

Citibase Data Set (61:1-86:3)
e

Mishkin Data Set (61:1-86:4)
e

(1 {2 (1) (2)

constant 7.99 5.90 . 310
(1.28) (1.96} {u 61} {0.89)

Pr{Se=1]ty) -2.06 1.4 0.32 0.29
(1.68) (1.78) (0.83) (0.84)

)‘r(S‘-.-'z"h) ~G.35 —4.83 -2.1% -2.13
{1.56) (1.97) (0.81) {0.91)

e « 07
(-11) (10}

e, -04 21
(.10) (.10)

(?%.3 AT 00
(.10) (10)

el 08 -10
(.10) (-10)
w2 165 193 120 166

F 83 1.34




TABLE VI Yests for structural changes with two broaks

Series - T} Tu(2) Sup F(1)' pevalue  Sup F{2)  p-value

Ex-post Heal laterest Nate

H Citibase, Quatiesly  72.3 8u:t 81.90 <u 8302 <01
% Mishkin, Quatterly  72:3 80:1 82.74 < §7.52 <01
: Mishkin, Monthly 211 809 Wil <w wor <

Inflation Nate

Citibase, Quartely 23 804 2147 Rl 1593 08
Mishkiv, Quarterly 723 811 26.39 <l 2108 01
Mishkin, Monthly 2 819 21.90 A 26,47 <01
e

Asympiotic Critical Vatues.

1% 21.54 ; 2.5%: 19.68 ; 5%: 17.88; 10%: 15.76

Notes: #°Ty{1) and T(2) ate the estimates of the two break dates associated with the pairs
(Al, ,\2) which maximizes the Wald test FT(’\l' )?). ? The sup F{1} test is constructed
using an AR(1) approximation for the ertors in calculating Andrews {1992) automatic
specteal density estimnator at frequency 0. The Sup F(2) test uses an ARMA({1,1)
approximation.
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Figure 1.a Ex-Post Real Interest Rate
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Figure 3: Filter Probabiliies
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Ex-Ante Real Interest Rate
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Figure 5.a: Expected Inflation Rate
(Citibase Data Set)
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