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Abstract 

For practitioners, the use of single-case experimental designs (SCEDs) in the research literature 

raises an important question: How many single-case experiments are enough to have sufficient 

confidence that an intervention will be effective with an individual from a given population? 

Although standards have been proposed to address this question, current guidelines do not appear 

to be strongly grounded in theory or empirical research. The purpose of our paper is to address 

this issue by presenting guidelines to facilitate evidence-based decisions by adopting a simple 

statistical approach to quantify the support for interventions that have been validated using 

SCEDs. Specifically, we propose the use of success rates as a supplement to support evidence-

based decisions. The proposed methodology allows practitioners to aggregate the results from 

single-case experiments in order to estimate the probability that a given intervention will produce 

a successful outcome. We also discuss considerations and limitations associated with this 

approach.  

Keywords: empirically supported treatments, evidence-based practice, external validity, 

replication, single-case experimental designs 
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Using Single-Case Experiments to Support Evidence-Based Decisions: 

How Much Is Enough? 

 Ever since its formal definition in the field of medicine by Sackett, Rosenberg, Gray, 

Haynes, and Richardson (1996), the concept of evidence-based practice has gradually become 

one of the dominant issues in the fields of psychology and education in the 21st century 

(American Psychological Association [APA], 2005; Chwalisz, 2003; Kazdin, 2008; Slavin, 

2002). Evidence-based practice aims to promote the use of effective and empirically supported 

interventions by practitioners (e.g., psychologists, educators, behavior analysts, allied health 

professionals) that best meet the needs of individuals receiving their services (e.g., clients, 

students, patients). To meet this objective, practitioners must integrate research evidence, their 

expertise, and the person’s personal values to provide the most effective intervention possible 

(Sackett et al., 1996; Spring, 2007). Even though there has been some debate as to whether 

expertise and personal values should be integrated within its definition, practitioners, researchers, 

and professional associations generally agree that evidence-based practices should be based on 

empirically supported assessments and interventions (Spring et al., 2005). 

 The use of evidence-based practices thus leads to an important question for the fields of 

psychology and education: How can a practitioner reliably identify empirically supported 

interventions? To this end, various groups have developed criteria and guidelines that assist 

practitioners and researchers in the identification of empirically supported interventions from 

studies that employed group designs (e.g., Briss et al., 2000; Chambless & Ollendick, 2001; 

Hadorn, Baker, Hodges, & Hicks, 1996; Harbour & Miller, 2001; Southam-Gerow & Prinstein, 

2014) and single-case experimental designs (SCEDs; e.g., Horner et al., 2005; Kratochwill et al., 

2010). This paper will focus on guidelines for SCEDs. 
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 Single-case experimental designs involve using repeated measurements and within-

subject replications of the effects of interventions for individual participants (Barlow, Nock, & 

Hersen, 2009; Kazdin, 2011). Because SCEDs evaluate changes in individuals and are often less 

costly than between-group alternatives (e.g., Bulkeley, Bundy, Roberts, & Einfeld, 2013; 

Hawkins, Sanson-Fisher, Shakeshaft, D’Este, & Green, 2007), many researchers have adopted 

their use to provide empirical support for interventions used by practitioners. In this vein, 

researchers and practitioners have recently called for more extensive training with SCEDs for 

graduate students in clinical sciences, psychology, and education (e.g., Onken, Carroll, Shoham, 

Cuthbert, & Riddle, 2014; Shoham et al., 2014; Smith, 2012).   

The application of SCEDs in education, psychology, and related health-service disciplines 

has expanded considerably in the past decade (e.g., Kazdin, 2011; Novotny et al., 2014). 

Focusing just on psychology, Smith (2012) has identified 409 studies that used SCEDs in the 

PsycINFO® database and were published between 2000 and 2010. Surprisingly, Smith’s search 

did not include commonly used descriptors of SCEDs such as reversal design, ABAB design, and 

multielement design. In 2008 alone, Shadish and Sullivan (2011) identified 113 studies involving 

single-case experiments when using a more comprehensive set of keywords. As such, it is likely 

that the number of SCED studies identified by Smith was a substantial underestimation.  

During the past three years, at least four journals have dedicated special issues to SCED 

methodology. Specifically, articles published in Journal of Applied Sport Psychology (Barker, 

Mellalieu, McCarthy, Jones, & Moran, 2013), Journal of Behavioral Education (Burns, 2012), 

Neuropsychological Rehabilitation (Evans, Gast, Perdices, & Manolov, 2014), and Journal of 

School Psychology (Shadish, 2014) address topics such as the experimental merits of SCEDs, 

statistical analysis of data collected within SCEDs, and meta-analysis of results from multiple 
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SCEDs.  In addition, a recent issue of Remedial and Special Education (Maggin & Chafouleas, 

2013) published several commentaries on the What Works Clearinghouse (WWC; Kratochwill et 

al., 2010) criteria (also known as the 5-3-20 criteria [see below]; Kratochwill et al., 2013, see 

also Horner et al., 2012) for determining evidence standards for SCEDs to inform the 

development of policy and practice in education and psychology.  

In addition to documenting the number of published SCEDs studies, Smith (2012) 

summarized various standards for evaluating and consolidating results from SCEDs, including 

those from the APA Divisions 12 and 16 task forces, the National Reading Panel, and WWC. 

Although the Division 12 criteria may be the most cited, the WWC criteria are arguably the most 

specific for studies employing SCEDs. To be categorized as “well established” based on the 

Division 12 Task Force, an intervention must have empirical support from at least two 

independent research teams for a total of nine successful experiments (Chambless et al., 1998). 

Chambless et al. (1998) did not specify a minimum number of studies, but we may infer a 

minimum of two as they required two independent research teams. Moreover, the demonstrated 

effects in these studies must be superior to a placebo or at least equivalent to other well-

established interventions. The studies must also rely on treatment manuals and clearly specify the 

population sample.  

By comparison, Kratochwill et al. (2010, 2013) proposed that a given intervention had 

“strong evidence of a causal relation” when five or more studies published by three or more 

independent research groups contained 20 or more successful experiments (i.e., the 5-3-20 

criteria). Kratochwill et al. (2010) provided more specific guidelines regarding the demonstration 

of experimental control with each type of SCED than Chambless et al. (1998). Both articles 

emphasize detection of effects via visual analysis. In addition, there are at least two published 
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scales with guidelines for evaluating the quality of individual SCED studies: one in pediatrics 

(Logan, Hickman, Harris, & Heriza, 2008) and another in neuropsychological rehabilitation 

(Tate, Perdices, McDonald, Togher, & Rosenkoetter, 2014). However, neither scale directly 

informs practitioners about the number of successful experiments required to determine if an 

intervention has sufficient evidence to be implemented with a specific person with a given 

problem. 

While a reasonable argument can be made for (a) outlining specific criteria for 

experimental control with each SCED and (b) requiring two or more independent studies with 

multiple successful experiments, there appears to be neither a theoretical nor empirical basis for 

the number of successful experiments recommended in the criteria above. This issue raises an 

important question for evidence-based decision-making: How much is enough? To address this 

question, we propose the use of success rate as a supplement to the aforementioned criteria. Our 

proposed approach provides a quantitative model for the number of successful experiments and 

addresses the need to consolidate both the positive and negative findings when determining 

whether a given intervention has sufficient empirical support. What follows are our guidelines 

and rationale for using success rate with SCEDs to support evidence-based decisions. 

Guidelines to Support Evidence-Based Decisions 

To support practitioners, we propose specific guidelines to inform decision-making based 

on single-case experiments. The purpose of these guidelines is to assist practitioners in 

identifying interventions that have sufficient support from the research literature. When aiming to 

use an empirically supported approach, practitioners should consider interventions that have been 

the subject of studies meeting the following guidelines: 
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1) These experiments are well-designed (see Kratochwill et al., 2010), the characteristics of 

the participants are provided, and the description of the procedures allows their 

replication. 

2) Two or more independent research teams have observed clinically or socially significant 

changes (i.e., replication across more than one site and research team). 

3) A sufficient number of SCEDs were conducted so that the observed success rate can be 

estimated with a confidence interval (CI) range of 40% or less. 

4) The aggregated results indicate that: 

a) the success rate is higher or falls within the CI of other available interventions 

meeting guidelines 1 to 3 (if available); 

OR 

b) the lower bound of the CI falls within the minimal acceptable success rate for the 

practitioner given the target problem (if other interventions are not available). 

The previous guidelines should assist practitioners who must make informed decisions 

about intervention selection in applied settings. However, practitioners must understand the 

assumptions underlying these guidelines in order to apply them proficiently. To this end, we 

provide detailed explanations for the adoption of the proposed guidelines in the subsequent 

sections.   

Characteristics and Analysis of Well-Designed Single-Case Experiments 

Although a full review of SCEDs is beyond the scope of this paper, it is important to 

examine the characteristics and analysis of well-designed experiments. Commonly used SCEDs 

include multiple baseline designs (across participants, behaviors, or settings), reversal designs, 

multielement or alternating treatments designs, changing criterion designs, and combination 
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designs (e.g., multiple baseline across participants with embedded multielement design for each 

participant; see Kazdin, 2011 for a review). Within these designs, the experimenter 

systematically introduces, withdraws, or modifies the parameters of the intervention to 

demonstrate that the effects are indeed due to the intervention and not to some extraneous 

variable. By carefully and systematically manipulating the presence of the intervention or its 

parameters, the experimenter can attribute the observed changes to the intervention itself.  

For each type of SCED, experimental control of a dependent variable by the independent 

variable (i.e., intervention) is determined via three demonstrations of a predicted effect at three 

points in time within the design (Horner et al., 2012; Kratochwill et al., 2010, 2013). For 

example, the demonstration of experimental control requires at least three phase changes (e.g., 

ABAB) for reversal designs, at least six data points (i.e., three baseline and three intervention 

sessions) for multielement designs, and at least three parameter changes for changing criterion 

designs. In each of the previous designs, a single participant is sufficient to demonstrate 

experimental control.  

Consistent with this “three-point” guideline, many researchers have suggested using at 

least three tiers (i.e., participants, behaviors, or settings) to demonstrate experimental control 

when using multiple baseline designs (Christ, 2007; Kazdin, 2011; Kratochwill et al., 2010; 

Novotny et al., 2014). When using multiple baseline designs, a single demonstration of 

experimental control can be made with as few as one participant, as with a multiple baseline 

design across three or more behaviors or settings, and with as many as three or more participants, 

as with a multiple baseline design across participants.  In this way, a SCED may demonstrate 

experimental control with one participant, but may require three or more.  By demonstrating the 

effects within or across participants three or more times, the experimenter minimizes the 
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likelihood that the results were produced by extraneous variables (e.g., maturation, history, 

anecdotal event). Thus, the number of demonstrations of experimental control is not necessarily 

synonymous with number of participants in SCED studies. The extent to which experimental 

control is demonstrated via visual analysis in each SCED is categorized dichotomously (Horner 

et al., 2012). That is, a given SCED either does or does not depict experimental control of a 

dependent variable by an independent variable (i.e., intervention). 

When using structured visual analysis or statistical analyses methods, many recent studies 

have shown that well-designed SCEDs produce Type I error rates below .05 and have power 

values above .80 (e.g., Bartlett, Rapp, & Henrickson, 2011; Fisher, Kelley, & Lomas, 2003; 

Heyvaert & Onghena, 2014; Manolov, Sierra, Solanas, & Botella, 2014; Parker, Vannest, & 

Davis, 2011; Solomon, 2013; Shadish et al., 2014; Solmi & Onghena, 2014; Swaminathan, 

Rogers, & Horner, 2014). Hence, the internal validity and statistical values yielded by well-

designed SCEDs are increasingly accepted in the fields of medicine, psychology, and education 

(Hawkins et al., 2007; Horner et al., 2005; Lillie et al., 2011; Tate et al., 2014). The primary 

concerns with SCEDs are the generality or generalizability of the results.  For practitioners, the 

problem is thus determining how many single-case experiments from how many published 

studies are enough to have sufficient confidence that an intervention will be effective with an 

individual from a given population.  

Using Success Rate as a Decision-Making Tool 

For practitioners, the purpose of identifying empirically supported interventions is to 

increase confidence that a given intervention implemented by trained professionals will generally 

produce desirable effects with individuals who share common characteristics with the sample 

population (Chambless & Hollon, 1998; Chambless & Ollendick, 2001). A discussion of what 
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participant characteristics should be considered when determining whether an intervention is 

appropriate for a given person is beyond the scope of this paper; however, recent articles by 

Maggin and colleagues address this issue to some extent (e.g., Maggin & Chafouleaus, 2013; 

Maggin, O’Keeffe, & Johnson, 2011). When practitioners are attempting to select an intervention 

in an applied setting, they are asking themselves, “What is the likelihood that this given 

intervention will solve this person’s problem?” The answer to this question is a matter of success 

rate. For practitioners, knowing the percentage of similar individuals with whom an intervention 

has been effective in the past is important.  

Completion of a series of successful experiments by two or more independent research 

teams may provide a percentage of individuals with whom the intervention produced observable 

and desirable changes (i.e., success rate). Although there is growing interest in statistical analyses 

of data sets within SCEDs (e.g., Kazdin, 2011; Manolov et al., 2014; Shadish, 2014; Smith, 

2012), it is likely that visual analysis remains the primary tool for SCED researchers and 

practitioners (e.g., Fisher & Lerman, 2014; Manolov et al., 2014; Ninci, Vannest, Willson, & 

Zhang, 2015). As a whole, SCEDs are generally best at evaluating moderate-to-large changes 

that are evident via visual analysis (Barlow et al., 2009; Cooper, Heron, & Heward, 2007; 

Kazdin, 2011). By contrast, their sensitivity is somewhat restricted with visual analysis when 

detecting small changes in the dependent variables (Fisher et al., 2003; Kazdin, 2011). This 

characteristic of SCEDs is actually an advantage when attempting to identify success rates 

because the designs will tend to detect primarily large changes with individuals who clinically or 

socially benefited from the intervention. Hence, the use of SCEDs will tend to yield fairly 

conservative values of success rates.  
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Using binomial statistics, we can readily compute the CIs for success rates observed for 

interventions validated using SCEDs1. The practitioner can be confident that the actual success 

rate falls within the CI, which makes it a useful tool for decision-making. Based on this 

approach, there are three important issues for identifying empirically supported interventions: the 

definition of what constitutes a successful experiment, the minimum success rate threshold at 

which an intervention should be categorized as “empirically supported”, and the minimum 

number of experiments necessary to draw useful conclusions about the generality of the 

intervention effects.   

The notion of what constitutes a successful experiment is central to calculating a success 

rate for a given intervention. In general, practitioners aim to produce socially or clinically 

important changes in clients, students, or patients (Baer, Wolf, & Risley, 1968; Jacobson, 

Follette, & Revenstorf, 1984). From a clinical standpoint, an intervention is a success when it 

produces changes that have a meaningful impact on the person’s health, functioning, or 

integration. Practitioners are typically concerned with identifying interventions that will produce 

these socially or clinically important changes, which is why any definition of success should take 

into consideration this parameter. To determine whether a change is socially or clinically 

significant in a given experiment, we suggest that the practitioners use their goal or objective for 

the person as a benchmark. For example, a practitioner aiming to reduce a person’s behavior to a 

specific target may only consider experiments that achieve this target as successful. 

 For the purpose of the guidelines, we propose considering an experiment as successful 

when (a) experimental control is demonstrated over the target, (b) the change is in the desired 

                                                 
1 Note that at least seven methods are available to compute confidence intervals for binomial distributions 

(Newcombe, 1998). As recommended by Brown, Cai, and DasGupta (2001) for small sample sizes, we used the 

Wilson score method (Wilson, 1927) at a 95% confidence level to compute all the intervals reported in the current 

paper. Because manually calculating the Wilson score confidence interval can be complex, we recommend that 

practitioners use online calculators or spreadsheets to compute specific values (e.g., Herbert, 2011; Lowry, n.d.). 
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direction, and (c) the observed change is socially or clinically significant. Any experiment not 

meeting these criteria would be categorized as unsuccessful. As mentioned previously, the 

number of participants necessary to demonstrate experimental control varies based on design. 

For studies using multielement and reversal designs, each participant counts as a success if the 

aforementioned criteria are met. In contrast, at least three participants will be necessary to 

produce a single successful experiment for multiple baseline designs across participants.  

The second issue that arises is one of setting a success rate at which we would consider an 

intervention to be sufficiently supported. For example, an intervention that increases the survival 

rate (i.e., success rate) of individuals with a life-threatening disease by 5% may have sufficient 

support to be implemented on a large scale, particularly if other empirically supported options 

are not recognized (Rosenthal, 1990). However, a behavioral intervention to reduce stress that is 

effective with only 10% of individuals with whom it is implemented would most likely not be 

recommended. Any value set will invariably depend highly on the type of intervention being 

evaluated. The acceptable success rate will also be relative to other interventions available in the 

research literature. For example, let’s assume that the most effective intervention for a given 

problem has a success rate of 30%. In this case, an intervention with a success rate similar to or 

above 30% would probably be considered as empirically supported. In contrast, if a relatively 

new intervention had a success rate of 60%, but that the most effective known intervention for 

the same population had a success rate of 80%, the former would probably not be recommended 

by practitioners and researchers. Using this relative approach, an empirically supported 

intervention is defined based on the evidence available for interventions for the same problem 

within a similar population (e.g., Slocum, Spencer, & Detrich, 2012). This approach ensures that 

practitioners consider interventions that are most likely to produce beneficial changes first. 
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The third issue with using success rates is the minimum number of experiments required 

to have confidence in the generality of the collective results. As mentioned previously, SCEDs 

have strong internal validity; researchers and practitioners can have high levels of confidence 

that changes observed during well-designed single-case experiments were the result of the 

intervention and not extraneous variables. In order to control for potential bias, the experiments 

should have been conducted by two or more independent research teams, with each team 

conducting at least one successful experiment (i.e., an experiment that produces clinically or 

socially significant changes). However, having few experiments will produce a disproportionally 

large CI range. Let’s assume that two research teams have each conducted two experiments (four 

total experiments) and three of these experiments produced improvements. In this case, the 

success rate would be 75%, but the CI would range from 30% to 95%. That is, the range would 

cover most of the possible success rates. In this situation, the extent to which the findings from 

the three experiments will be applicable to similar individuals with a comparable problem is not 

clear. 

Within the context of service delivery, we argue that to be considered useful, the CI range 

should be narrower (i.e., 40% or less). As part of our guidelines, we propose a maximum range 

of 40% because it is narrow enough to provide a useful estimate to practitioners selecting 

interventions in applied settings in which there is often considerable variability in treatment 

success while also ensuring that the lower bound of the estimate will never fall below 30% (for 

success rates of 50% or more). That said, practitioners needing more accurate estimates of 

success rates may set the maximum range at a lower value. It should be noted that the range is a 

proposed maximum: As more successful experiments are reported in the literature, the CI will 

generally narrow so that the estimates of success rates become more precise (Brown et al., 2001; 
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Newcombe, 1998). This method establishes a minimum number of replications across 

experiments that are necessary for an intervention to be considered empirically supported. One 

particularity of computing CIs based on the binomial distribution is that, given a constant sample 

size, the closer the observed value of the success rate is to 50% (i.e., the probability of the 

intervention success and failure is equivalent), the larger the CI range. When the observed 

success rate is 100%, only six single-case experiments are necessary to reduce the range of the 

CI to acceptable levels (i.e., 40% or less). In contrast, the minimum number single-case 

experiments that will produce a CI of 40% or less regardless of success rate is 20.  

Table 1 shows the minimum number of single-case experiments to achieve a success rate 

of at least 50% with a CI range of 40% or less. Practitioners may use this Table to rapidly 

identify interventions that have a success rate above 50% and an adequate CI range (i.e., 40% or 

less). For example, if 11 of 12 experiments published on a particular intervention were 

successful, the estimate of success rate (i.e., 92%; CI [65%, 99%]) would be sufficiently accurate 

for the practitioner to be able to recommend and implement it with an individual with similar 

characteristics. If only 6 of 12 experiments were successful (50%; CI [25%, 75%]), the margin of 

error on the success rate would be too broad to draw useful conclusions about the generality of 

the intervention effects. In the latter case (i.e., success rate of exactly 50%), it would require at 

least 20 experiments for the range to be sufficiently narrow for the practitioner to have adequate 

confidence in the success rate predicted by the experiments. Table 1 also shows that if the 

number of successful experiments is above 12, the margin of error will always be 40% or less. It 

should be noted that the practitioner should look up the exact CI as more successful experiments 

are available, the narrower it will be (for success rates above 50%). 
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As an example of convenience (both authors conduct research on vocal stereotypy), we 

applied the guidelines stated above to SCED studies on using noncontingent matched stimulation 

to reduce vocal stereotypy in children with autism spectrum disorders (ASD). Noncontingent 

matched stimulation consists of providing continuous access to music or toys that produce 

auditory stimulation (Rapp, 2007). After reviewing the literature, we found 13 studies (Anderson 

& Le, 2011; Carroll & Kodak, 2014; Lanovaz & Argumedes, 2009; Lanovaz, Rapp, & Ferguson, 

2012; Lanovaz et al., 2014; Lanovaz & Sladeczek, 2011; Lanovaz, Sladeczek, & Rapp, 2011, 

2012; Love, Miguel, Fernand, & LaBrie, 2012; Rapp, 2007; Rapp et al., 2013; Saylor, Sidener, 

Reeve, Fetherston, & Progar, 2012; Taylor, Hoch, & Weissman, 2005) published by multiple 

independent research groups that included at least one well-designed single-case experiment, 

which examined the effects of noncontingent matched stimulation on vocal stereotypy in children 

between 4 and 12 years old. Across studies, there were 38 experiments for which 32 (from five 

independent research groups) successfully reduced engagement in vocal stereotypy for children 

with ASD. By using an online calculator (e.g., Herbert, 2011; Lowry, n.d), we can readily 

compute that the success rate for noncontingent matched stimulation is currently 84%, CI [70%, 

93%]. As predicted by Table 1, the CI range is 40% or less as the number of single-case 

experiments exceeds 20. Based on these results, practitioners can be fairly confident that 

noncontingent matched stimulation will reduce engagement in vocal stereotypy for a majority of 

children with ASD between the ages of 4 and 12 years with whom it is correctly implemented. 

Based on the previous guidelines, the notion of empirical support is not absolute but 

rather dependent on the state of the knowledge at any given point in time. For example, an 

intervention with a 45% success rate may be deemed as empirically supported at first, but may 

eventually become obsolete if another intervention is eventually shown to have a success rate of 
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75%. From a service delivery perspective, this approach ensures that individuals are receiving 

the intervention most likely to improve their condition in relation to their problem as more 

evidence becomes available. When the lack of other interventions prevents comparisons, the 

practitioner should use clinical judgment by considering the nature and severity of the problem. 

As discussed earlier, interventions with lower success rates may be adequate for life-threatening 

conditions, but would not be recommended for psychological, behavioral, or educational 

conditions. The nature and impact of the person’s problem is thus central to setting a minimum 

acceptable success rate by the practitioner.  

Other Important Considerations 

Success rate is not the only variable that practitioners should consider when identifying 

potential interventions for an individual. If two interventions have similar support, practitioners 

should also integrate other variables such as side-effects, cost, preference, and expertise (e.g., 

Kazdin, 2008; Logan et al., 2008; Sackett et al., 2006). Interventions that produce fewer side-

effects, are less costly, are preferred by the individual or in which the practitioner holds expertise 

should be recommended before others given similar success rates within populations with similar 

characteristics. Adopting this approach will guide practitioners in offering the best potential 

interventions for their clients, students, or patients. As recommended by Wilcynski (2012), “even 

when efficacious [empirically supported] interventions are selected, the only way to know if the 

intervention is effective for a given client is to collect data…using one of the many different 

single-subject [case] research designs….” (p. 308). 

We emphasize that the guidelines are recommended for practitioners attempting to 

determine whether one intervention should be used for a particular individual. As such, it should 

not replace the use of meta-analyses in the research literature, which are generally more 
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comprehensive but also more complex, time consuming, and impractical for practitioners (e.g., 

De Los Reyes & Kazdin, 2009; Ma, 2009; Rosenthal, Rosnow, & Rubin, 1999; Shadish, 2014). 

That said, systematically presenting success rates with CIs in meta-analyses would provide 

important information for practitioners identifying empirically supported interventions while 

guiding researchers for future investigations.  

Conclusions 

 Using success rate as a decision-making tool for identifying empirically supported 

interventions is a potent alternative to using a one-size-fits-all criterion (e.g., nine experiments) 

when relying on single-case methodology. Depending on success rate and its CI, the minimum 

number of experiments necessary will vary between 6 and 20 to provide an estimate precise 

enough to support practitioners. Interestingly, these recommendations fall within the range of 

other standards and guidelines for single-case experiments (e.g., Chambless & Ollendick, 2001; 

Horner et al., 2005; Kratochwill et al., 2010).  

 One limitation of inferring success rates from single-case experiments is related to the 

publication bias. For example, a recent study by Sham and Smith (2014) found that effect sizes 

of single-case experiments published in peer reviewed journals were higher than those produced 

when other types of publications (i.e., thesis and dissertations) were included in the analyses. Put 

differently, it is possible that well-designed SCED studies that produced weak or negative 

outcomes are less likely to be published. Relatedly, SCED researchers may be less inclined to 

submit papers containing weak or negative findings for review. This problem is not limited to 

single-case experiments; it affects other types of designs and has been omnipresent in multiple 

fields of study (Easterbrook, Gopalan, Berlin, & Matthews, 1991; Ferguson & Brannick, 2012). 

One solution for practitioners is to also search for unpublished sources, but we believe that this 
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would be impractical and too time consuming. As such, this problem may remain until peer 

review journals accept more failures to replicate within their publications.  

A similar concern is that not all practitioners involved in the selection of interventions 

have access to peer-reviewed journals and specialized abstract databases (e.g., PsycInfo®) within 

their workplace. One potential solution is to use freely available databases such as PubMed® or 

Google Scholar ® to search abstracts and then access the articles through local university 

libraries. Professionals should also check with their licensing or certifying agency as some 

provide free access to certain journals and databases to members (e.g., Behavior Analyst 

Certification Board, 2014). If these options are not viable, we argue that it is an ethical obligation 

for psychologists, behavior analysts, and other allied health professionals to remain informed of 

the latest research literature. Therefore, these practitioners should advocate for access to peer-

reviewed journals and specialized abstract databases in their workplace. Finally, our guidelines 

are based on the premise that SCEDs are best at identifying moderate-to-large improvements 

(Fisher et al., 2003; Kazdin, 2011). The proposed methodology may not be well suited to detect 

small changes in behavior. Because the practitioner’s purpose is generally to produce noticeable 

improvements in functioning, it seems reasonable to aim for producing moderate-to-large 

changes; inclusion of potentially small changes in the success rate statistics would likely have a 

negligible impact on decision-making.  

The current paper focused on the use of SCEDs for improving clinical and educational 

practices. For practitioners, knowing with how many individuals the intervention was successful 

is probably as, if not more, important than knowing the mean effects. Considering the importance 

of estimating the probability of successful outcomes for practitioners, using success rate to 
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support decision-making tool has the potential for improving the quality of services provided to 

individuals who receive psychological, behavioral, and educational services.  
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Table 1 

Minimum number of successful experiments required to achieve a success rate of at least 50% 

and a CI range of 40% or less.  

Total number of experiments Minimum number of successful experiments  

6 6 

7 7 

8 8 

9 9 

10 9 

11 10 

12 10 

13 11 

14 11 

15 12 

16 12 

17 12 

18 12 

19 12 

Note. Beyond 19 experiments, the CI range is always 40% or less regardless of success rate. The 

values in the table are based on a 95% confidence level using the Wilson score method without 

continuity correction and based on rounding to the nearest integer.   
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