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Sommaire

La demande élevée de bande passante pour accéder aux différents types d’application,
en particulier les applications multimédia, & partir d’'une station mobile tout en satis-
faisant une certaine qualité de service correspond au nouveau visage des réseaux sans
fil de troisitme génération. Le besoin accru en ressources de la part des applications

multimédia, attire I'attention sur les outils de dimensionnement.

Le but de ce mémoire de M.Sc. est la généralisation d’un modeéle mathématique
développé dans la thése de M.Sc. de C. Voisin pour le dimensionnement de réseaux
3G en ce qui concerne les aspects de routage. En effet, I’objectif est d’étudier 'impact
d’une politique de multi-routage versus une politique de mono-routage sur le coiit de

dimensionnement.

Le modeéle généralisé correspond & un programme mathématique linéaire mixte en
variables 0-1. La validation et les expériences informatiques comparatives ont été faites
sur divers exemples de trafic avec différentes caractéristiques. Bien que des expériences
alent été faites seulement sur des réseaux de taille limitée, il est déja possible de mettre

en évidence un avantage clair du multi-routage en comparaison du mono-routage.

Mots clés : Réseau 3G, CDMA2000, Dimensionnement, Multi-routage, Contréle
d’admission, Soft handoff, Capacité radio, GdS, QdS.



Abstract

The high demand of bandwidth for access to different kinds of applications, especially
multimedia applications, by a mobile station, while satisfying their requested Quality
of Service, is the new face of third generation of networks. The need of multimedia

applications for high bandwidth, convey the researches to dimensioning tools.

The purpose of this M.Sc. Thesis is the generalization of a mathematical model
developed in the M.Sc. Thesis of C. Voisin for the dimensioning of 3G networks with
respect to the routing aspects. Indeed, the objective is to study the impact of a multi

versus a mono routing path policy on the dimensioning cost.

The generalized model corresponds to a linear mixed mathematical program with
0-1 variables. Validation and comparative computational experiences have been per-
formed on various traffic instances with different characteristics. Although experiments
have been performed on a network with limited size, there is already a clear advantage

of multi-routing over mono-routing.

Keywords : 3G Network, CDMA2000, Dimensioning, Multi-routing, Call Admission
Control, Soft handoff, Radio capacity, GoS, QoS.
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Chapter 1

Introduction

1.1 Motivation

Communication has always been an essential part of every kind of human society. So
far, many technologies have been developed for this purpose. Among these, mobile com-
munication has been one of the most important technologies that man has ever used.
The abilities of the second generation telecommunication systems, such as GSM (Global
System for Mobile Communication), are limited to digital wireless voice traffic. These
systems have been designed for voice communications with low-bit-rate data services.
Any enhancement or addition of new services also affects the service. Growing demands
for transferring high quality images, video and wireless Internet access with high data
rate (up to 2 mbps) and needs for data-rich, multimedia services accessed instantly over
mobile handsets forced the technology to move to Third Generation Telecommunication
Systems (3G) and Fourth Generation Telecommunication Systems (4G).

Every telecommunication operator, developer or vendor in the world is affected by this
technology since telecommunications evolve toward a new generation of networks, ser-
vices and applications. The third and fourth generations of networks are the new faces
of wireless network technologies, which have been significantly improved in terms of

system capacity, voice quality, and ease of use.



In Japan, telecommunication systems are very close to 4G, based on WCDMA, whose
main advantage over 3G is the availability of higher bandwidth. While in North Amer-
ica, the technology is still with 3G. Among the 3G standards, WCDMA (Wide-band
Code Division Multiple Access) and CDMA2000 are the most used third generation air
interfaces. 3G combines high-speed mobile access with Internet Protocol (IP) based
services but it does not concern a super fast connection of mobile communications.

3G is expected to support enhanced multi-media such as voice, data, video and remote
control in all known modes such as cellular telephone, e-mail, fax, videoconferencing,
web browsing and other services.

The demand of bandwidth is obvious for all kinds of applications. The fixed network
can handle the high data rate, but not the Quality of Service (QoS) demands for the
new multi-media applications. The goal of the first applications over Internet, such as
FTP (File Transfer Protocol), was to have a reliable connection without considering the
delay. The best effort connection cannot satisfy the QoS demands of each application
either. The new real-time multi-media applications such as videophone, not only need
a high data rate but are also very sensitive to delay. Therefore, we need mechanisms
to provide the requested Quality of Service for each type of applications. The need for
a high data rate and QoS in radio links is another challenge for 3G networks. This
is why in 3G networks the Code Division Multiple Access (CDMA) technology which
diversifies the bandwidth on the radio links has been used.

In order to satisfy multi-media applications demands, more base stations and advanced
equipments are needed. Considering the high prices of these equipments, the use of
dimensioning tools with multi-routing strategies are necessary. Therefore, developing
mathematical models for network dimensioning that minimize the cost of link capaci-
ties in the core network as well as the equipments in the radio network under different
routing strategies are the objectives of this project. For each requested session from the
mobile station, there may be several potential base stations which are ready to support
this session and are connected to different Base Station Controllers (BSC). In addition it
is assumed that there may be different routing paths between a given pair of origin and

destination. This means multi-routing, which is a complex subject with sophisticated



routing protocols versus mono-routing.

1.2 Plan of the thesis

We start this study by describing the concept of 3G networks, particularly the mech-
anisms that influence dimensioning in Chapter 2. Then, in Chapter 3, we concentrate
on the studies that have already been conducted on dimensioning core and radio net-
works. In Chapter 4, we present the assumptions under which we worked for the traffic
modeling, core and radio networks management modeling as well as the parameters to
be considered for the dimensioning strategies.

A mathematical optimization model is formulated in Chapter 5. It is both an improved
version and a generalization for multi-routing of a first model developed by C. Voisin
in her M.Sc. thesis [1], see also [2]. In this chapter, we explain all the variables and
constraints as well as the objective function. The first part of Chapter 6 describes the
details of an implementation of the proposed mathematical model and the parameters
used in generating the traffic instances. We then briefly introduce the CPLEX-MIP
software which is used to solve the mixed linear problem corresponding to the mathe-
matical model that has been built in Chapter 5 and discuss the options that are available
to solve the mixed linear problem using a branch-and-bound method. We also present
some valid inequalities that can be used to reinforce the strength of the linear relaxations
of the mixed linear problem. At the end of this chapter, we validate the model using
different traffic instances. While respecting the overall Grade of Service, we compare the
results of multi-routing and mono-routing on different traffic instances under different
assumptions on the number of divisions in the planning period and on the length of the
sessions. A conclusion based on the results that have been obtained and perspectives

on future work completes the thesis.



1.3 Contributions

An optimization model for the dimensioning of the 3G networks has been proposed by C.
Voisin in [1], where for each requested session there is always only one path between its
source and destination. In the model of [1], all potential base stations which can serve
a session are assumed to be connected to the same base station controller. In addition,
the soft handoff can happen only between two potential base stations. However, in
practice there are always several possible routing paths between two different nodes
and depending on the geographical position of each session it can be served by base
stations which are connected to a unique or different base station controllers. On the
other hand, when a session is accepted in soft handoff, the serving base stations are not
necessarily limited to two. These arguments motivate our new developed mathematical
model, generalizing [1] with the removal of the above assumptions.

In the model proposed in this thesis the routing path for each requested session will be
chosen among a set of possible paths by an optimization model in order to minimize
the objective function. Moreover generalizing the model proposed in [1], a session can
be served by base stations connected to more than one base station controller.

Hence, in the scope of this study:

» A mathematical model which supports multi-routing in the third generation telecom-

munication systems is proposed.

» Different effective mechanisms for dimensioning such as, multi-routing, call ad-
mission control, Quality of Service and soft handoff between two or more base

stations are considered.

» The proposed model, which provides a dimensioning tool that concentrates both

on core and radio networks at the same time, is developed.

» The profit of multi-routing over mono-routing while supporting multi-services and
optimal dimensioning with various traffic instances is tested, validated and evalu-

ated.



Chapter 2

Architecture of the CDMA2000
Networks and Multimedia

Services

In this chapter, we start with a general overview of CDMA (Code Division Multiple
Access), the background technology of 3G networks. We go on with the description of
the general concepts that will be further used and discussed in Chapter 4 and integrated
in the mathematical model in Chapter 5. Indeed, in Chapter 4, we will clearly state the
assumptions and the choices that will be made for the mathematical model with respect
to those general concepts. Therefore, we will first discuss the concept of third generation

mobile communication often called 3G as well as its requirements and services.

After talking about the 3G networks and CDMA technology, we will next focus
on the CDMA2000 network architecture, which is based on CDMA technology as it
corresponds to the main technology choice in North America, see [3]. In particular, we
will discuss the soft handoff concept, different types of services, as well as integrated
services and their specifications. At the end, some classical packet scheduling policies

are presented.



2.1 Why 3G and a short history

With the appearance of data communication on the fixed network with World Wide Web
(WWW), everybody expects the same ability from mobile network. That means using
data services on mobile devices so we will be able to support both voice and data traffic.
For a while, the Internet and mobile communications have grown separately, but they
join together in 3G networks. Hence, a challenge for 3G is to bring the best features of
mobile communications and the Internet together. Third generation telecommunications
combine mobile radio with Internet technology to provide consumers with a new world
of rich multi-media services via their mobile phones. 3G enables mobiles to carry videos,
graphics and data, as well as it goes on carrying voice. It promises to deliver anytime,
anywhere and anyway access for mobile users. For this reason, the existing 2G systems
are replaced by the 3G systems. The first 2G systems were launched in the early 1990s
with Global System for Mobile communications (GSM) and Code Division Multiple
Access one (cdmaone). The evolution of the communication networks is illustrated in
Figure 2.1. GSM, which is used mostly in Europe, provides a circuit-switched data
service and is the most widely adopted mobile standard in the world. With over 578
million subscribers in 400 networks in 171 countries, more than 1 in 10 people on the
planet used GSM technology in 2000 [4]. At the beginning the available data rate was
around 9.6 kbps and then it reached 14.4 kbps. However, these range of data rates
cannot support the high-speed access required for web browsing or email services. In
addition, circuit-switched connections, in which a channel is dedicated to a single user,
are not very efficient. GSM uses a combination of Frequency Division Multiple Access
(FDMA) and Time Division Multiple Access (TDMA) to support multiple access. On
the other hand, cdmaone, used in North America, is the first generation of CDMA and
as its name indicates, it uses the CDMA technology to support multiple access by users.
The data rate is about 14.4 kbps in this system. Next, in 2.5G networks, its data rate
reached 64 kbps.

The requirements for third generation systems can be listed as below, see [5] for more

details:



> Bit rates up to 2 mbps for stationary users, 384 kbps for pedestrian users and 144

kbps for vehicular users.
> Multiple simultaneous services.

> Multiplexing of services with different quality requirements on single connection,

such as speech, video and packet data.

> Quality requirements from 10 % frame error rate to 1078 bit error rate (core

network).

> Symmetrical and asymmetrical data transmission support (radio network), e.g.,

web browsing causes more loading to downlink than to uplink.

> Global roaming across networks.

The 3G network has a layered architecture and is divided in two different parts (core
and radio parts), which enables an efficient delivery of voice and data services. A layered
network architecture, coupled with standardized open interfaces, makes it possible for
the network operators to introduce and roll out new services quickly. These networks
have a connectivity layer at the bottom providing support for high quality voice and data
delivery. Using IP, this layer handles all data and voice connections. The layer consists of
the core network equipments like routers, switches and transmission equipments. The
application layer on top provides open application service interfaces enabling flexible
service creation. The user application layer contains services such as e-commerce and

GPS (Global Positioning System), for which the end user is willing to pay.

2.2 What is CDMA Technology?

A central base station strategy is used in all cellular networks. A link between a handset

and a base station is referred to as uplink or reverse link (UL), while a link between



1G 2G (1990)
GSM Digltal Volce+low rate of data
Analog Volce 9.6 Kbps
cdmaone Digital Voice+data 14.4 Kbps
1S-85 CDMA

2.5 G (1993) 3G (1999)
GPRS Digital Based on GSM WCDMA/UMTS Digital Based on GSM
Volce+data 171.2 Kbps Voice+data 384 Kbps ~ 3 Mbps
cdmaone Digital Based on IS95 cdma2000 Digital Based on cdmaone
15958 Voice+data 84Kbps Volce+data 153 Kbps ~ 3 Mbps

Fi1G. 2.1: Evolution of the communication networks

the base station and handset is called downlink or forward link (DL). These are broad-
casting channels in which each communication is assigned a unique frequency, a unique
time slot or a unique code. The first is known as Frequency Division Multiple Access
(FDMA), the second as Time Division Multiple Access (TDMA) while the last corre-
sponds to the Code Division Multiple Access (CDMA), see Figure 2.2.

The cellular systems based on FDMA, such as Advanced Mobile Phone System (AMPS),
have several disadvantages like the need for guard bands between signals, which reduce
the available bandwidth. Meanwhile, a strong signal may capture the whole band for a
long time.

TDMA offers the ability to carry data rates of 64 kbps to 120 mbps (expandable in
multiples of 64 kbps), however, it is not without difficulty. Users moving from one cell
to another are not assigned a time slot. Thus, if all time slots in the next cell are
already occupied, a call might be disconnected. Likewise, if all the time slots in the cell
in which a user happens to be in are already occupied, he will not receive a dial tone. In
addition, TDMA is less robust to multi-path effects [6]. A signal coming from a tower
to a handset might come from any one of several possible paths. It might have bounced
off several different obstacles before arriving, which can cause interferences.

To reach a network, which is able to support wireless data services and applications



such as wireless email, web browsing and digital picture taking/sending, the wireless
networks are asked to do much more than a few years ago and will be asked to do
more in the near future. Here, CDMA fits and provides sufficient capacity for voice and
data communications allowing lots of users to connect at any given time. CDMA is the
common platform on which 3G technologies are built. This technology was first used in
military applications since it was difficult to jam, hard to interfere with and not easy
to identify as it looks like noise.

CDMA is a spread spectrum technology and divides the radio spectrum into channels
that are 1.25-MHz wide-band. Unlike FDMA and TDMA, where user signals never over-
lap in either the time or the frequency, CDMA allows many users to occupy the same
time and frequency allocation in a given band/space (for more information see [7]). As
its name implies, it assigns unique random codes to each communication to differentiate
it from others in the same spectrum. The number of unique codes in CDMA is equal
to the number of users. At the receiver, this code is detected and used to extract the
user’s information. The process of modulation of the signal by unique code is called a
spreading code, spreading sequence or chip sequence.

CDMA supports two basic modes of operation: Frequency Division Duplex (FDD) and

P : Power

CDOMA FDMA TOMA

Fi1G. 2.2: CDMA - FDMA - TDMA

Time Division Duplex (TDD). In the FDD mode, separate carrier frequencies are used
for the uplink and downlink respectively, whereas in TDD only one is time-shared be-
tween uplink and downlink. CDMA does not accept a large propagation delay between
a mobile station and a base station as it causes sender-receiver collision. CDMA is
considered to have numerous advantages over TDMA and FDMA. CDMA may deliver
more information than FDMA and TDMA in a given time period (up to 4 to 6 times).
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It supports soft handoff and the problem of using the same frequencies for communi-
cations within different cells (frequency reuse) does not occur in CDMA. There is also
no hard limit on the number of users that we can allow on the system. Each time a
user is added, the noise for the other users will be increased a little. Another advantage
is that CDMA fights multi-path fading due to the fact that the signal is spread over
a large bandwidth, and that each path can be tracked separately at the receiver’s end
(7). CDMA is used in 2G, 2.5G and 3G networks. 2G CDMA is also called cdmaone
and includes IS-95. 2.5G CDMA which is based on IS-95 is named IS-95B, while in 3G,
CDMA2000 is the most famous 3G service based on CDMA.

2.2.1 CDMAZ2000 and UMTS

UMTS, originally developed by ETSI, is designed as an evolution from GSM toward
WCDMA. The standard for this technology is developed by the 3rd Generation Part-
nership Project (3GPP). CWTS (China), ETSI (Europe) and TTA (Korea) are coop-
erating with 3GPP. The offered data rates are 144 kbps vehicular, 384 kbps pedestrian
and 2 mbps when the user is not moving, see [8]. It uses the already existing GSM
infrastructure. The core network of UMTS can use the current 2G networks for serving
voice and packet data.

CDMA 2000, developed by Qualcomm and the TIA in North America as a 3G evolution
from the existing 2G CDMA system called cdmaone, originally from the IS-95 systems.
The standard for this technology is developed by 3GPP2. CDMA2000 allows the si-
multaneous transmission of voice and data with a data rate of 2 mbps and uses the
same equipments as cdmaone. It protects operator investments in existing cdmaone
networks and causes a simple and cost-effective migration to 3G services. Comparing
the two technologies the system capacities are more or less the same, with a little ad-
vantage of UMTS, but migration from 2G toward 3G is smoother and cost-effective
through CDMA2000. Table 2.1 illustrates the technical differences between these two
technologies based on [8], [5] and [9].
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r Air Interface Parameters CDMA2000 I UMTS ]
Carrier Spacing (bandwidth) Nx 1.256 MHz (N=1,3) 5 MHz
Synchronization between cell sites Synchronous Asynchronous
Chip rate N % 1.2288 Mcps (N=1,3) 3.84 Mcps
Frame size 20,40 and 80 msec for physical layer | 10 msec for physical layer
Modes FDD FDD and TDD
Multiplexing techniques MC-CDMA DS-WCDMA

TaB. 2.1: CDMA2000 and UMTS comparison

In both UMTS and CDMA2000 the efficient use of available resources such as band-

width and serving different types of services are the most important issues.

2.3 Architecture of the CDMAZ2000 access networks

CDMA2000, which is said to have a 2 mbps data rate, is a true 3G technology based on
CDMA technology. It provides higher flexibility compared to the second generation of
networks. In CDMA2000 a Mobile Station (MS) can have access to a service provider
network such as Internet. It includes two separate parts called Radio Access Network
(RAN) and Core Network (CN).

RAN manages the radio links and soft handoff. Actually RAN is not all radio, there
exists a wired part where the base stations are connected to their corresponding Base
Station Controller (BSC). To understand better the functionalities and responsibilities
of each part we first discuss about their elements. As shown in Figure 2.3, RAN contains
Base Station (BS) and Base Station Controller (BSC), while the CN contains Packet
Data Serving Node (PDSN), Mobile Switching Center (MSC), Authentication, Autho-
rization and Accounting (AAA) and Home Agent (HA).

e Base Station (BS): Base stations are physical units of radio transmission/reception
in cells. A cell is a place which is under cover of a BS. A BS has usually three

antennas each covering an angle of 120 degrees. BSs can support both TDD
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Core Network Radio Access Network
F1G. 2.3: CDMA2000

and FDD modes. They relay the calls to and from the mobile stations located
in their coverage areas (cells). In other words, they provide the radio resources
and maintain radio links to mobile stations. There is also a fast power control
algorithm implemented in each base station. It plays a crucial role in softer handoff
when the mobile station is placed in the overlap of two sectors of the same base
station and asks for a session (Section 2.5.2). At this point the involved base
station combines the two uplink signals received from both sectors. It is important
to mention that each base station is connected to only one BSC and has all the

necessary functions for its own management.

Base Station Controller (BSC): BSCs are equipments used as interface with the
core network. BSCs control the BSs as well as received and sent radio pack-
ets. They perform other radio access and link maintenance functions such as soft
handoff and user mobility in a 3G wireless network. They also perform voice
compression. BSCs contain two different components each with specific function-

alities.
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— Packet Control Function (PCF): PCF component selects and establishes the
connection to the PDSN and forwards the information to it and vice versa.
In the soft handoff cases, the serving PCF sends its information to the target
PCF to regenerate the packet data session to the PDSN.

— Radio Resource Control (RRC): The RRC supports authentication and au-

thorization of the mobile stations for their radio access.

As well as a base station, a BSC, has all the necessary functions for its own

management.

Packet Data Serving Node (PDSN): PDSN is another component in CDMA2000
architecture and acts as a foreign agent. It performs two basic functions. It has
the ability to relay the packets to the mobile stations through the Radio Access
Network. Vice versa routing and relaying of the packets to the other IP networks
is another responsibility of the PDSN. It provides foreign agent supports and
also initiates acts as an Authentication, Authorization and Accounting (AAA) for
the users. It also manages the Point to Point Protocol (PPP) with the mobile

terminal.

Mobile Switching Center (MSC): This is an interface between Public Switched
Telephone Network (PSTN) and wireless system. This server is responsible for
verifying the authentication and authorization of the mobile station in the RAN
since it stores the authentication and authorization information for the Radio

Access Network.

Authentication, Authorization and Accounting (AAA): The AAA servers interact
with the PDSNs (foreign agents) and other AAA servers to perform the functions
in a secure mode. AAA provides user profile, Quality of Service (QoS) and keeps
track of who, what, when and where the sessions are coming from and destined to
(Accounting). The AAA server, also contains the data of users who are registered

on the network.
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e Home Agent (HA): It maintains user registration information and directs IP pack-

ets to the PDSN.

2.4 Core Network

The core network in CDMA2000 is based on the Mobile Internet Protocol (MIP) and
connects to the Public Switched Telephone Network (PSTN) or other networks and also
manages the routing. In a Mobile IP, each mobile station has a constant IP address and
keeps its address even if it moves around from one point to another. This constant IP
address is called home IP address. When a mobile station leaves its home network, a
router named Home Agent (HA) (see Section 2.3), sends all corresponding IP datagrams
to that mobile station [8].

The mobile station will use a Foreign Agent, which is a PDSN, while visiting a foreign
network. It registers itself in the Foreign Agent and asks for a new address (temporary
address). Then, the Foreign Agent sends that address to the Home Agent. Therefore
in the case of sending a datagram to that mobile station, the HA encapsulates that in
an [P packet. The destination address of this IP packet is the temporary address of the
mobile station. This packet will be sent to the Foreign Agent. Then, the Foreign Agent
decapsulates the IP packet and sends it to the mobile station. This method is the one
which is used in the current core networks.

In both uplink and downlink choosing the proper path among the existing paths is
another concern of the core network. In most networks, between all possible paths the
shortest path will be chosen.

The network architecture used in this thesis contains the core network and is explained

in Section 4.1.1.
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2.5 Radio Access Network

In a Radio Access Network, in order to serve a request of a mobile station two steps
should be considered: first, allocation of radio resources and second, establishment of
a PDSN link and PPP session [10]. While a session is asked by a mobile station, a
message with the required packet-data service is sent to BSC. Then the BSC sends a
message to MSC in order to ask and authorize a radio traffic channel. If the answer is
positive (means that the mobile station is an authorized user of the network) the BSC
allocates sufficient resources for the session. Now the mobile station is authenticated and
has enough resources to go on. At this point, the BSC contacts PCF (Packet Control
Function) which is responsible to establish a data session with the PDSN. The PCF
sends back a message based on fail or acceptance of the session to BSC. Meanwhile,
a Point to Point Protocol (PPP) places between the mobile station and the PDSN to
set up a packet data call. Once a mobile station has placed a PPP connection to the
PDSN, it remains connected to the network.

As it can be seen in Section 4.1.1 the network architecture used in this model contains

the Radio Access Network and its components.

2.5.1 Cell splitting

In order to increase the capacity of the network and decrease the co-channel interfer-
ences, the idea of cell splitting was conceived: instead of broadcasting a signal over a
vast area we allow to reuse frequencies in each cell. This idea involves the base sta-
tion segmentation into sectors, where there is a separate antenna for each. The most
common and used cell splitting is the three sectored cell, Section 2.3. The cell is split
into three sectors, with each antenna radiating a 120 degree coverage area, instead of
an mono directional antenna. Each sector plays the role of a base station. There is the
advantage of a stronger and clearer signal received by mobile station. Note that cell

splitting is not considered in the model developed in this thesis.
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2.5.2 Handoff

When a mobile station is involved in a session, it is connected to a base station via a ra-
dio link. One of the advantages of a mobile station is its mobility. To solve the problem
of mobile stations getting far from the transmitting base station, handoff is introduced.
Handoff occurs when the mobile station is placed in the area covered by two or more
different base stations (hard/soft handoff), or when the mobile station is located in an
area covered by two antenna sectors of the same base station (softer handoff).

The handoff procedure should be completed while the mobile station is in the overlap
area of two or more base stations or the two antennas of a same base station. The
strength of the signals and the quality decrease as the MS (Mobile Station) reaches the
edge of the coverage area. The connection should be delivered to the new BS or new
antenna before the disconnection of old BS or antenna from the mobile user. Otherwise

the call is lost [11].

Handoff detection: Making a decision for a handoff should be based on measure-
ments of the links at the MS and at the base station position. Since the execution of
handoff costs enormously, the unnecessary handoffs should be prevented. Therefore the
handoff criteria must be chosen properly. However, if the criteria are too strict, then

the call may be lost before the handoff occurs [5].

Hard /Soft handoff

In this case the mobile station is located in the overlap of two or more base stations. It
may happen for up to 20 or 40 percent of mobile stations. There are two possibilities

in hard/soft handoff [9:

e Micro diversity: The base stations are connected to the same BSC.
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e Macro diversity: The base stations are connected to different BSCs.

In soft handoff, Figure 2.4, the communications between the base stations and the
mobile station is based on one radio channel for each base station in the downlink
direction. Consequently, the mobile station receives two or more signals. In the uplink
direction the mobile station sends its signal. The signal will be received by base stations
involved in soft handoff. Each base station sends the signal to its corresponding BSC. In
micro diversity case the BSC chooses the best received signal while in macro diversity
the BSCs communicate together and then choose the best. While the mobile is moving,
if the mobile station leaves the overlap zone both the new and old base stations take
care of the session for a certain period of time. This improves the transmission quality
of wireless channel and prevents disconnection.

On the contrary, in hard handoff the link to the prior base station is terminated before
or as the user is transferred to the new cell. This means, at any given time a mobile
station always communicates with one base station and the old and new radio channels
cannot co-exist.

Obviously, soft handoff is advantageous over hard handoff because the mobile does
not loose contact with the system as it avoids interruptions and frequent switching.
Nevertheless, soft handoff decreases channel availability since a mobile station may use

multiple radio channels at the same time.

Softer handoff

In this case, the mobile station is located in the overlap of two sectors of the same base
station, see Figure 2.5. It may happen for 5 to 10 percent of the mobile stations in a cell.
Therefore, each sector uses a radio channel simultaneously. As the mobile station should
be able to distinguish between the signals coming from the two sectors of a base station
in the downlink direction, each signal has its unique code. Mobile station receives both
signals and extracts the information. Only the soft handoff will be modeled in Section

5.4.8. The details of the soft handoff technique will be discussed in Section 4.1.3.



18

(=g

§
ff
$
52

é

B
Fic. 2.5: Softer handoff

2.6 Quality of Service

With the arrival of the wireless packet-switched services in the 3G cellular networks,
the dream of supporting multimedia applications, audio, video and data started to be-
come true. One of the most important obstacles is the need for high bandwidth links.
Recently, thank to improvements in coding, the need for high bandwidth is reduced and
the speed of links is also increased. However, even with these changes packet-switched
networks cannot fulfill the needs of multimedia as another obstacle rises which is the
time of delivery.

Our concern is mostly about real-time applications such as voice and video, which are



19

more sensitive to time as they ask for on time data arrival. Therefore, the best effort
model that has been designed for non-real-time applications, and in which the network
tries to deliver data but makes no promises, is not satisfying for them.

The need for a new service model where some kind of applications ask the network for
higher assurance than others has become very significant. For instance, this model im-
plies that some packets receive a particular share of bandwidth of the links or they never
have delay more than a certain amount of time. QoS guarantees service requirements
such as bandwidth, packet loss rate and delay. A network with these specifications is
said to support Quality of Service (QoS).

We should not confuse the QoS with call service quality. The notion of service quality
refers to the delivery of the service in the interaction between the user and the provider,
while the QoS concerns the study of the communication services. Obviously, during
the connection of two end-users we pass through several networks. At this point, the
main issue is to allocate enough resources along the entire path. That is what we call

End-to-End QoS.

The delay and required QoS for each type of applications are discussed more in
details in Chapter 4 and Chapter 5. In this study both non-real-time and real-time
applications are taken in account. Therefore, it is important to have a look at these two

types of applications.

2.6.1 Non-real-time application

Non-real-time applications let the user to have an interactive communication with a
server or one direction communication to another user or machine. Non-real-time ap-
plications, named also traditional data applications, like telnet and email are not so
sensible to time. They can also be accepted and still be usable even with long delays

and throughput is the performance goal for them.
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2.6.2 Real-time application

Real-time applications such as voice and video allow communications between users on
a real-time basis. Time is highly critical for those applications. It does not necessary
mean that it has to be amazingly fast, it means that the tasks must be finished in a
predefined time. In the real-time applications, data become digital by an analog to
digital converter. Normally data are gathered at a specific rate, then they are placed in
a packet and will be sent to the destination. It is at this point that the data should be
played back with the appropriate rate. It seems that each part of data has a play back
time. Data is useless if it arrives after its appropriate play back time. That may hap-
pen because of the delay in the network or because of possible errors and corresponding
retransmission of data.

There exist different ways of dealing with this problem. One is to buffer some amount
of data on receiver level. Therefore we will always have packets waiting in the buffer to
be played back. It means that we have added a constant offset to the play back time
of each packet, so if the packet arrives with a short delay it waits in the queue to be
played back but if it arrives with a long delay it does not wait too much in the queue.
Meanwhile, the offset time is much more critical for audio applications. It should not
pass the 300 ms (as the partners cannot wait more than that to follow the conversation)
unless the packet should be discarded. Even the real-time applications have different
sensibility to loss of the data. For example, comparing audio to FTP application, loss
of one bit may make the file completely wrong and useless.

The developed transport protocol by IETF to meet these requirements of real-time appli-
cations is Real-time Transport Protocol (RTP), which is rather different than Transmis-
sion Control Protocol (TCP) and with more functionality than User Datagram Protocol
(UDP). It has been designed so flexible to support variety of applications, and new ap-

plications can be developed without revising this protocol.
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2.7 Service Classes

The services differ in their level of QoS strictness, which describes how tightly the service

can be bound by specific bandwidth, delay, jitter and loss characteristics [12].

Conversational: Conversational class is a subset of real-time applications and is
strongly delay sensitive. It is always between two or more persons under the form

of voice or video.

Streaming: This class of service is again a subset of real-time applications but is less
delay sensitive than conversational class. It is always between a person and a data
server. Transfer of data is from server to the user and can be either audio streaming or

video streaming.

Interactive: Interactive class is a non real-time service where the resources are re-
served dynamically. Like the streaming class it is between a person and a data server
but the connection is in two directions one from human to server (request) and the other
from server to human (answer). This class is delay sensitive as well as error sensitive.

The transfered data should not be changed under any condition.

Background: The background class, such as mail, is a non real-time service. It is not
at all delay sensitive, since the sender of the request never asks for a rapid answer in a
fixed period of time. On the contrary, this service class is strongly error sensitive and

data integrity is an important issue.

Table 2.2 illustrates a summary of service classes specifications. All the mentioned
service classes are considered in the traffic instances used in the Chapter 6 in order to

test and validate the proposed model.



22

Category Characteristics Application
Conversational delay sensitive, real-time Voice, Video-conference
Streaming delay sensitive, real-time Video
Interactive error free, delay sensitive, non-real-time Web-browsing
background error free, not delay sensitive, non-real-time E-mail

TAB. 2.2: Service classes

2.8 Integrated Services

In traditional networks, point-to-point best effort delivery was done on the model of IP.
However, with the appearance of multimedia communications and real-time applications
(3G in short), best effort is not an answer due to the sensitivity of the application to
delay. In the context of a network with integrated services, different kinds of isolations
are needed. At this point, the need for an enhanced QoS (with regard to bandwidth,
packet queuing delay, routing and loss) where each individual packet asks for adequate
QoS shows itself. This is what is called Integrated Services (IntServ). This Quality of
Service architecture developed in the IETF around 1995-97 and often associated with
Resource Reservation Protocol (RSVP). The following mechanisms are needed in order

to satisfy the QoS:

» Flow specification.

» Routing.

» Resource reservation.
» Call Admission Control.

» Packet scheduling.

2.8.1 Flow specification

While sending a packet over a best effort service, we can just mention its destination.

However, in the IntServ the network and different data flows need to communicate more
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information in terms of traffic characteristics of the flow and specifying the quality of
service delivered to the flow. Thus, maybe the most important component of this ar-
chitecture is the flow specification called as flow spec. This name comes from the idea
that a set of packets of an application are referred as a flow and describes both the
characteristics of the traffic streaming and the service requirements from the network.

Describing the flows traffic characteristics is in order to give the network enough infor-
mation about the bandwidth used by the flow and to let the call admission control take
the right decision. The bandwidth varies for different applications and even during an
application, such as video, the bandwidth is not a fixed amount.

In Chapter 6 the amount of required bandwidth in radio and wired links for all kind of

applications are mentioned in Tables 6.8, 6.9, 6.10 and 6.11.

2.8.2 Routing

The decision of choosing a path from a source to a destination or destinations in case of
multi-cast is called Routing. Routing is one of the most important aspects in the QoS
for IntServ. The most used protocols in the current networks are Open Shortest Path
First (OSPF) and Routing Information Protocol (RIP) which are based on a shortest
path strategy. The shortest path can be calculated by an arbitrary metric such as
number of links in a path. In a multi-service network, the priority of the sessions and
their requirements are different, therefore choosing the shortest path strategy selects
the shortest path for all sessions with different priorities.

According to integration of the different metrics of QoS such as delay and delay jitter
the existence of an optimal routing protocol seems essential but on the other hand this
protocol needs to adapt itself with the instabilities in the network. Until now there is
no existing protocol which offers a compromise between stability and the coming traffic.
In addition the problem is more complex when it reaches to “inter-domain” routing,
where we have different administration rules and different routing policies. In this case
the choice of path for a session cannot be just under the influence of its corresponding

domain.
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Another problem which affects the QoS and routing is the asymmetric routing. For
instance the path in uplink may be different from the path in downlink and the metrics
may also vary for each direction. In one it may be delay while in the other it may be
delay jitter. This affects especially the real-time applications such as video and voice.
Briefly, in QoS Routing, routing associated with QoS is a mechanism in which the path
for a session will be chosen both by considering the available resources and required
QoS of a session. We will discuss more this topic in the next chapter.

In this study, for each requested session the serving path will be selected among a set
of possible paths between the source and destination of that session. In addition, the
selected path in downlink is not necessary the same which is selected in uplink. This

has been discussed more in Section 4.3.

2.8.3 Resource reservation

The existing Internet Protocol (IP) in the current networks is not reliable and provides
connectionless network layer services which causes the loss or duplication of packets and
delays in router buffers. Since this strategy is just suitable for non-real-time applica-
tions, in the IntServ the reservation of network resources along the path helps to satisfy
the required QoS for real-time applications.

An example for this kind of protocol is RSVP. White [13] has studied the RSVP and
IntServ. It has been shown that RSVP can be used by end applications to select the
appropriate class and QoS level. To make a resource reservation at a node, the RSVP
communicates with call admission control and policy control. Admission control de-
termines whether the node has sufficient available resources to supply the requested
QoS. For this reason the admission control must consider information provided by end
applications. Policy control determines whether the user has administrative permission
to make the reservation. If either check fails, the RSVP program returns an error noti-

fication to the application process that originated the request.
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2.8.4 C(Call Admission Control

Telecommunication networks aim to support IntServ over the low cost wireless services.
For this reason resource sharing is considered as a major issue. Considering requests
for flows with a particular level of service, the Call Admission Control (CAC) mecha-
nism, looks at the flow specification and decides if the requested service can be satisfied
with the available resources while the received QoS for previously admitted flows stay
acceptable.

In other words, CAC algorithm ensures that the QoS of each connection can be main-
tained when a new connection is admitted. It decides whether a call can be admitted
into the network based on the current traffic situation. We consider two types of CAC

for the real-time and non-real-time applications.

» Call Admission Control in wired link

e Call admission Control for Constant Bit Rate (CBR): Since CBR is used for
connections that require a constant amount of bandwidth continuously during
the connection, its call admission control is not that much complicated. A
CBR call will be accepted over a link if the demand bandwidth plus the
current used capacity of the link does not pass the total capacity of that link.
A call which is not accepted in the CAC process will be either routed again
via another path or rejected. There is the possibility in which we can delay
the call till the capacity of the link becomes available.

For CBR applications the proposed CAC policy in Section 5.4.1 is based on
this concept.

¢ Call admission Control for Variable Bit Rate (VBR): Call Admission Control
for the VBR sessions is more complicated compare to CBR, since their packet
rates may be different from their average rates. One way to deal with VBR
sessions is to look at it as a CBR with its peak rate. Consequently, enough

resources will be reserved to satisfy the session. This is the most simple
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solution which reduces the efficiency. There are other proposed methods

which are described below:

1. Worst-case admission control: By using the results of scheduling policy
we guarantee the sufficient bandwidth limit, the worst case delay and
reduce the lost rate. Therefore the resources are reserved based on worst
case scenarios. Since the worst case may seldom happens, it causes the

inefficiency in use of resources.

2. Statistical admission control: Statistical admission control scheme ob-
tains in advance the overflow probability when the new user will be
serviced. The admission is granted if this probability is lower than the
threshold which is previously set.

3. Measurement-based Admission Control: The measurement-based scheme
seeks the maximum residue network bandwidth and the average residue
network bandwidth through repeated measurements. These two kinds
of residue bandwidths are selectively applied to the admission control
through the measurements of the packet loss rate at service time. This
method is very useful when we have no information about the traffic

source.

As it has been explained in Section 4.1.5 the proposed CAC policy for VBR
applications in this study considers an upper and lower bound for the band-

width of each type of applications.

» Call Admission Control in radio link
A control system is so essential in order to balance the load on the radio network
and guaranteeing the QoS of the existing sessions before accepting a new session.
The admission control process will be done in BSC, since we have access to the
information concerning the load of cells in this level. It determines if a base station
can serve a session by calculating the radio capacity. The admission control process
should be done for both downlink and uplink directions separately: a session will

be accepted if both the uplink and downlink call admission controls are satisfied.
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In the case of soft handoff when a mobile moves from one zone to another and
being served by a new base station, the Call Admission Control process helps to
reduce the loss of session and guarantees the same QoS requirements.

Based on this concept we propose a CAC policy on the radio links in Section 4.1.5
and Section 5.4.1.

2.8.5 Packet scheduling

In an IntServ network where we need to support real-time communication services, for
the sake of QoS and a delivery delay bound for each packet, the packet scheduling plays
an essential role. The Call Admission Control strategy also depends on the schedul-
ing policy. Being more general, a scheduling policy influences the performance that a
guaranteed-service receives along the path from the source to the destination. In differ-
ent policies different bandwidth will be allocated to each application. It also affects the
loss rates by considering more or less buffers for different coming sessions.

Depending on the network situation and applications requirements a scheduling policy

may concentrate on one of the following items [16]:

> Kasy and efficient admission control.

> Easy implementation of managing the buffers and queues. Since a packet schedul-

ing policy concerns each packet it cannot be too complex.

> Deterministic and probabilistic guaranteed-performance per session, note that the
first one needs more network resource reservation. There are four main parameters

for performance: bandwidth, delay, delay jitter and loss.
> Protection and fairness for current and coming sessions.
There are other fundamental issues in the scheduling disciplines such as non-work-

conserving or work-conserving and priority levels. A work-conserving discipline is never

idle when packets await service while a non-work-conserving discipline may be idle even
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when packets await service. The non-work-conserving discipline delays the packets and
will make the coming traffic more predictable. Therefore, it will reduce the delay-jitter
and the necessary buffer size but the implementation cost may be the biggest problem.
Each connection has a priority level. Packet is served from a given priority level only if
no packets exist at higher levels. Obviously, the connection with highest priority level
gets the lowest delay. Since the high level packets may always exist there is the possi-
bility of appearance the starvation where the scheduler may never answer to a packet
with low level priority.

In current networks, all packets are served on a best-effort, First-Come-First-Served
(FCFS) basis. This method is implemented using FIFO (First In First Out) queue (add
to tail, take from head) and is a work-conserving discipline. Incoming packets are in or-
der in the queue and a packet will be lost when the queue is already full. The scheduler
cannot distinguish the sessions therefore the QoS requirements for each session cannot
be satisfied. Simplicity is its main advantage, so it is easy to implement and requires
few resources.

For the best-effort connections where we need a max-min fair allocation, General Proces-
sor Sharing (GPS), a work-conserving discipline, is introduced. The packets are placed
in separate logical queues. Since GPS visits queues once in an interval, each queue
has its chance to send its packet on the network. If one queue has nothing to send,
it is skipped and the saved time is divided between other queues. This method offers
protection, but is not at all easy to implement.

Weighted Fair Queuing (WFQ) is used both for best-effort and guaranteed services and
is also a work-conserving discipline. Its aim is to let several sessions share the same
link. WFQ is equivalent to Packet-by-Packet GPS (PGPS). It first computes the time
at which a packet will complete service using GPS and then serves packets in the order
of this time. The current round number and the highest per queue finish number are
two important concepts in this method. The round number is the number of rounds
of service completed by a bit-by-bit round robin scheduler at a given time and may
not be always an integer. By knowing the round number we can calculate the finish

number. In an inactive connection the finish number of a packet is the current round
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number plus the packet size in bits, while in an active connection it is equal to the sum
of the largest finish number of a packet in its queue and the size of the packet in bits.
Comparing the last two methods a connection in WFQ can receive more services than
in GPS. In addition WFQ is fair and provides real-time performance guarantees. It
also performs well with variable size of packets and does not need to know the average
packet size in advance. On the other hand, it is complicated to implement because of

its pre-connection requirements and it also suffers from iterated deletion.

FCFS | GPS | WFQ | WF2Q | D-EDD | J-EDD | RC
Work-Conserving Vv Vv Vv Vv Vv
Non-Work-Conserving - - - - - Vv v
Best-effort Service Vv Vv Vv Vv - - -
Guaranteed Service - - Vv 4 V4 Vv Vv
Bandwidth - - Vv V4 Vv Vv Vv
Delay Bound - - v v Vv Vv Vv
Delay Jitter - - - - - Vv v

TAB. 2.3: Comparison table for the scheduling policies

WF2Q is called Worst-case Fair Weighted Fair Queuing with a work-conserving dis-
cipline. In this method only packets who have a virtual start time that has been passed
are considered for output. It is again another approximation of GPS and has lower
delay bounds but needs even more complicated implementation compare to WFQ.

In the Delay-Earliest-Due-Date (D-EDD) scheduling which is a work-conserving dis-
cipline, a deadline is assigned to each packet. It assigns scheduling deadlines so that
even with all connections at peak rate, worst-case delay in traffic descriptor is met.
Packets are served in order of their deadlines and the admission control makes sure
that all deadlines can always be met. Its advantage over WFQ is that for each session
it provides end-to-end delay bounds independent of the guaranteed bandwidth of that
session. While in a Delay-Jitter-Earliest-Due-Date (J-EDD) scheduling, which is a non-
work-conserving discipline, all packets receive the same delay at every hop except at the

last hop. In order to reduce delay jitter, all packets receive a large delay. This method
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can provide end-to-end bandwidth, delay and jitter bounds.

The last scheduling policy discussed here is Rate Controlled (RC) scheduling in which
the bandwidth, delay and delay-jitter bounds are provided. It can be a work-conserving
and non-work-conserving discipline. The packet will first be placed in the regulator
and after calculating their eligibility time they will be sent to scheduler. At this level
the scheduler selects among eligible packets to send over the network. The last two
methods are suitable for the real-time applications as they bound the delay jitter and
consequently the size of buffer in the destinations. On the contrary, they are both com-
plex to implement. Table 2.3 illustrates a comparison between the mentioned scheduling
policies (for more information see [16]).

In order to calculate the queuing delay in each node we consider the WF(Q scheduling
policy. This has been discussed in Section 4.4.1.



Chapter 3

Literature Review

Different methods and optimization models have been proposed and studied for the
network dimensioning problem. In most of these studies the authors aim at minimizing
the cost of services while providing reliable connections that satisfy as much as possible
the users of the network, i.e. the Quality of Service (QoS) constraints. As mentioned
in the previous chapter, a 3G network is a combination of a core network and a radio
network that communicate together. Hence, both core and radio networks should be
considered in the dimensioning in order to minimize the number of equipments and
satisfy the quality of service at the same time.

An overview of the papers studied on the core network dimensioning specially multi-
service IP network and radio network dimensioning can be found in this chapter. In
most of these papers the core and radio networks are studied individually, therefore we
divide this chapter into core network dimensioning, radio network dimensioning and

core and radio network dimensioning.
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3.1 Core network dimensioning

OSPF (Open Shortest Path First), RIP (Routing Information Protocol) and BGP (Bor-
der Gateway Protocol) are called best effort routing protocols and are currently used
in Internet [14]. They use only the shortest path to the destination, while shortest
path here does not necessarily mean the path with the shortest physical distance. It
may also mean the path with the least cost or fewest hop counts. Current protocols use
single objective optimization algorithms which consider only one metric (bandwidth,
hop count, cost). Thus, all the traffic is routed on the shortest path, even if there exist
some alternate paths. The alternate paths are not used as long as they are not the
shortest ones. The disadvantage is that it may lead to congestion on some links, while

some other links are not fully used.

QoS routing is supposed to solve or avoid the problems mentioned above. It is
the process of selecting a path to be used by a flow based on QoS requirements for
multimedia applications with the efficient use of resources. Obviously, this is not an easy
task as services have different QoS constraints. When there are several feasible paths
available, the path selection can be based on some policy constraints. The motivation of

path selection is to improve the service received by users and the network dimensioning.

There are many proposed QoS-based routing algorithms which are mostly based on
the current best effort routing strategy. That is because these two routing strategies
(best effort and QoS-based routing) must be able to coexist. The routing protocols
which are currently used in Internet are Distance Vector and Link-State algorithms
[14]. While working on the QoS routing we always take in account that the new algo-
rithms should be suitable for the existing Internet architecture, efficient and scalable to
a large network and easy to implement, besides not too complex in order to be efficient

in a real-time environment.

We can classify the quality of service based routing algorithms into 3 strategies [17],



[18].

1.
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Source Routing

In this strategy, each node has a complete information about the network topology
and the state of every link. The best path will be calculated based on this infor-
mation. This method is easy to implement and avoids dealing with distributed
computing problems. Everything is decided at the source level and routers on the
way follow the pre-defined path. Note that the information should be updated
frequently at each node.

. Distributed Routing (hop-by-hop routing)

The path is computed in a distributed fashion. Each router only knows the next
hop toward the destination node. Control messages are exchanged among the
nodes and the information in each node helps to choose the best path. Thus,
when a packet arrives at a given node, the router sends it to the next hop. This
method is also called hop-by-hop routing. This is used by most current “best
effort” routing protocols such as RIP. It decreases the routing time as the routing
computation is distributed among all routers on the way to destination. However,
when the routing state information in different routers is not consistent, for in-
stance the information is updated in a router but not in another, it may cause

some routing loop problems.

. Hierarchal Routing

In this strategy, groups of adjacent nodes are defined and each group is a logi-
cal node in the higher level group. Every node maintains an aggregated global
state, which contains the state information of all nodes within the group and the
information about the other groups. Thus, the routing computation is shared
by many nodes. As a logical node (a group) may contain a large subnet with a
complex structure, this may have a significant negative impact on QoS Routing.

The difficulty increases when multiple QoS constraints have to be taken in account.
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A performance comparison [17] between different studied algorithms is reported in Ta-

ble 4.2, where v is the number of nodes and e is the number of links. The word “generic”

means that a routing framework is proposed, from which we can derive different QoS

constraints.

Routing Strategy

Algorithm

QoS Constraints

Routing complexity

Source Ma-Steenkiste [19] Bandwidth Constraint 0(1)
Gurin-Orda [20] Bandwidth Constraint o(1)

Delay Constraint o)

Wang-Crowcroft [21] | Bandwidth, Delay Constraint o(1)

Chen-Nahrstedt [22] | Bandwidth Cost Constraint 0O(1)

Distributed Cidon et al [23] Generic O(e)
Salama at al [24] Delay Constraint, Least Cost 0(*)

Wang-Crowcroft [21] Bandwidth Constraint O(v)

Chen-Nahrstedt [25] Generic O(e)

Hierarchical PNNI [26] Generic o)

TAB. 3.1: Comparison table

In all cited algorithims, a global state needs to be maintained at every single node. In

addition most of them have considered the routing problem as a shortest path problem

and tried to solve it by Dijkstra or Bellman-Ford algorithm.

In [27] the authors have considered network dimensioning and performance of multi-

service in a 10 node network with dynamic routing. They have assigned different peak

rates to different services while each service has a fixed peak rate during the whole

session. In this study, the length of a path is limited to a maximum of 2 links, therefore

a session can be routed from a source to a destination either on direct path or can pass

through at most one intermediate node.
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The objective is to minimize:

> ceye

fel
where:

L Set of traffic links,
¢¢  Cost of capacity unit on the traffic link £,

ye Required capacity unit on traffic link £.

In comparison with the previous works done on routing which were mostly on single
service cases, this is an evolution. Although, GoS and call admission control are con-
sidered, the study suffers from the limitation in path length, small size of the network

and lack of QoS constraints.

Medhi and Sukiman in [28] worked on multi-service (2 services) dynamic QoS rout-
ing in a circuit communication. A peak rate allocation of bandwidth during a session
which concerns the Constant Bit Rate (CBR) sessions associated with GoS and call ad-
mission control mechanisms are considered in this paper. The bandwidth unit is called
BBU (Basic Bandwidth Unit) and the number of BBUs for each kind of connection is
named SU (Service Unit). Even in this study the restriction on at most 2 links for each
path exists. In this paper an equitable GoS for all services is assumed, e.g., 1% blocking

for all services.

In this model each session should go through the two following phases:

> Call admission control phase,
> Routing phase.
The proposed call admission control is based on the available free capacity on the direct

link if there is any and follows a probabilistic decision scheme. Considering a call for a

service type s arrives for the node pair 4, j: this call is then accepted (not connected
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yet) to the network with a certain probability. If the call is accepted in the admission
control phase, then it goes to the routing phase to determine if the call can be actually
routed using any of the following routing schemes. The admission control can be given

for service s € S for traffic pair ¢, 7 by the following acceptance function:

. By i LG.) <t6,5) - a(i,5) < UG, )

[ 5
[4,]

1 otherwise.
where t(z,7) is equal to the total number of BBUs on link (z,j), a(z,j) is equal
to the number of BBUs on link (¢, ) that are presently allocated to active calls of all
types, L(z,7) and U(z,7) are lower and upper bound, respectively, on free capacity for
probabilistic acceptance and 0 < Pli P <LIf P[f’ = 1, s € S for all traffic pairs, then
no admission control is in the network. Such a call admission control is local and is not

based on a complete network information.

In [28] different routing schemes are studied:

1. Max available capacity routing with periodic update
For each session between each pair of source and destination, the session will be
accepted if there is enough capacity on the direct path, otherwise the first alter-
native path via existing node in the routing table will be examined. If none of
the alternative paths can serve the session, the session is blocked. The necessary
computation can be done in a centralized manner where each switch sends its
updated informations to the central processor in a distributed manner using link-

state management to send the residual capacity information.

2. One-call old routing
The idea is again to try the direct path first, and only one alternative path is
stored. If the direct path is not able to serve the session the stored path will be
tried and meanwhile a new alternative path will be computed. The goal of this

method is to minimize the call setup time for calls. This is done on a per call basis
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and the information available from the last call is first used for the newly coming

call.

3. Force one-call old routing
This method is similar to the previous one with less computation. Some service

use one-call for alternate routing while others use freshly computed.

4. Probabilistic one-call old routing
On the arriving of a session, the direct link is examined first. If the available
bandwidth is not sufficient on the direct link then the decision for routing this call

will be made based on the information about the routes available from last call.

Only 2 services, voice and video, are considered in a 10 node network with a fixed GoS
for all kind of services and the routing paths have at most 2 links. These computations
that are proposed could be quite heavy in the case of larger networks and longer routing

paths.

In [29] the QoS requirements are limited to the number of hops (or cost-based path
requirements) and services that require bandwidth guarantee. There are three steps to

follow:

> A set of possible paths and their storage will be considered.

> This set of paths will be filtered in order to provide a set of QoS acceptable paths.
The order of the routes in the set may change from most acceptable to least ac-

ceptable, e.g., based on path residual bandwidth.

> The best path will be selected among the sorted paths.
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Three types of methods are examined; in one, which supports crankback (this concept
allows a session which is in process to return to the source and try another path), the
direct path to the destination is checked first, i.e. the residual bandwidth on the path
is evaluated. If there does not exist any direct path, another path will be considered.
In the other method, there is no update and the information is what it was on the
beginning. In the third method after doing the first step the whole system tries to find
the path with the most available capacity which causes a high load on the network.

It has been experienced that in a weakly loaded network with heterogeneous services,
inaccuracy in state informations can be compensated by crankback system. Although,
the crankback does not increase flow setup time in a weakly loaded network it can be
a problem in a moderate or high-load network therefore having exact information in
real time leads to an increase of the flow set-up time. In addition, in this study the
end-to-end delay requirements and packet loss rate are not included in the QoS routing
computation.

Jiang and Papavassilious [30] propose an Optimal Least Weight Routing (OLWR) dy-
namic algorithm for QoS routing in high speed networks. This algorithm chooses the
best and optimal path based on calculating the minimum weight parameters for each
available path in the set of candidates.

A uniform distribution of traffic in the entire network has been considered in this paper.

The proposed algorithm has the following steps:

> Traffic classification before entering the network.
> Estimation and calculation of effective bandwidth.
> Choosing the optimal path by considering the effective bandwidth and networks

model.

The performance evaluation is done using the OPNET modeling and simulation tool
and the bandwidths of all links are assumed to be equal. Each session arrives in the

network according with a Poisson process of rate J;.
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With:

b? Effective bandwidth in route R for class ¢ with h hops,
w; Departure rate of class 1,
Ai  Arrival rate of class i,

B; Blocking probability of class 7.

the expected revenue and the carried load ( actual traffic that is accepted by the network)

are defined respectively as follows:

n ;min(h)

Revenue = Z i Ai(1 — By), (3.1)
=1 Tt
. =~ N
Carried load = Z —(1 - By). (3.2)
i1 7

In this model the higher the class, the larger effective bandwidth it requires, therefore

b < bR < ... < bR

This algorithm tries to prevent the acceptance of low priority sessions affect the high
priority sessions and allows routes with more available bandwidth for higher bandwidth
traffic. Within a simulation with 10 calls per second OLWR seems to have an acceptable
blocking probability of the highest traffic class but a very high blocking probability for
lower service classes.

A routing protocol which is not constrained by weight and can be implemented with
modifications in address prefix forwarding mechanism is studied in [31]. This protocol is
based on flow optimization but referring to the article itself “this approach is perhaps not

realistic when it comes to deployment in real networks.” The objective is to minimize:

fly) = Z bgjyfj: (3.3)

t,(i,9)
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Cost on the link (2, j) to the destination t,

yf; Traffic to the destination node ¢ routed through the link (3, ).

3.2 Radio network dimensioning

There are two main directions along which we can dimension a radio network: Area
Coverage and Demand Coverage. The first one focus on providing the best radio signal
for each location of a specified region. This dimensioning objective has been studied in
[32] where the authors consider the minimization of the number of base stations and
their optimal geographical position with a non-linear programming model. The authors
include constraints in order to make sure whether the Signal to Interference Ratio (SIR)
received by a session from the base station is sufficient for a signal to be understood
clearly. If the existing base stations are not able to satisfy the coming sessions then a

new base station will be added to the system.

Demand coverage approach appeared to handle the growing size of radio networks.
Therefore both capacity and needed equipments became crucial to reduce the service
cost. [33] studies such approach and considers the density of users on a specific region.
Assuming a fix number of base stations, the objective is to maximize the proportion of
demand nodes covered by the cells within the permitted range. The authors introduce
the concept of a demand node that represents the center of an area that contains a
quantum of demand accounted in a fixed number of call requests per unit of time. This
leads to the following formulation:

max Z a;y;, (3.4)

JjeJ
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where:
I The set of potential positions for the base stations,
J The set of demand points,
) Number of base stations,
a; Population at demand node j,

N; = {i|f;s £ PL} The set of positions 7 for the base stations while the atten-
uation of signal f;; between ¢ and the demand point j has a
value smaller than the limit value PL which ensures a signal

with enough power on the receiver.

1 if a base station is selected in position <.

0 otherwise.

1 if the demand point j is covered by a base station.
Y; =
0 otherwise.

with the following constraints:

Z Z; 2 Y .7 € Ja (35)
1EN;

dmi=p jEU. (3.6)
iel

Constraint (3.5) implies that the demand node can be covered if and only if one base
station is located within the standard range. This means that if a demand point is
covered, then there is at least one base station which guarantees a minimum SIR.
Constraint (3.6) forces the number of placed base stations to be exactly equal to p. The
coefficient a; is used to consider the different priorities for different demand points. For
instance, airport can be considered as a traffic point with higher priority.

As seen above all these studies are restricted to the selection of base stations location
and all the base stations are assumed to give service to the traffic simultaneously. On
the other hand, the capacity of base stations are not considered explicitly. On this last

point Lee et al. in [34] worked on cell planning in radio network where two types of
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base stations existed. Some base stations are currently in service (active) and some are
new, ready to give the service and be active. The objective of this model is to minimize

the cost of new base stations
Ki1+K>

min Y ckzk, (3.7)

k=Ki+1

where K is the number of already existing base stations, K5 is the number of added
base stations, zi is equal to one if the BS}, is selected and ¢, is the cost of base station
BSj. A tabu search algorithm is used to solve this model which is formulated as an
integer linear problem. Considering the existence of 2500 Traffic Demand Area (TDAs)
in CDMA, the tabu search has been able to reduce the cost around 10 to 20 %. Note
that potential service area of a base station represents the TDAs that can be served

with sufficient quality by that base station.

3.3 Core network and radio network dimensioning

None of the papers studied in 3.1 and 3.2 has considered both radio and core network
dimensioning. They have concentrated either on core or on radio network. While in
[1] dimensioning in both core and radio networks and their impacts on each other has
been studied. The objective is to minimize the used capacity of wired links in both
core and radio networks and the number of activated base stations. The soft handoff
aspect as well as Call Admission Control (CAC), Grade of Service (GoS) and Quality
of Service (QoS) have been considered in this model. However, a static routing strategy
with choosing a random single path for each pair of origin and destination limits the
dimensioning of the core network. In radio network part, a session in soft handoff is
assumed to be served by two base stations. All the potential base stations that can serve
a session are connected to a unique BSC, which is another limitation of this model. The
proposed mathematical model in the current M.Sc. is inspired from the model discussed

in [1}.
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3.4 Conclusion

The real needs of multi-service 3G networks are not considered in the previous studies.
In the core network, most of the works do not consider multi-services. Moreover they
suffer from a small core network or considering just one path or maximum 2 links for
each path. These assumptions are not realistic for the 3G networks. In the models
where the multi-service has been considered, the delay constraint for Quality of Service
is not taken into account, although delay is an important issue for the real-time appli-

cations.

Having a look at what has been done on the dimensioning of radio network, very
few studies have considered multi-service. Most of the studied models have only con-
sidered the voice service. Some papers have focused on covered surface of cells and
the interferences. While these are interesting for the dimensioning, they do not include
guarantees for data rates and Quality of Service for each requested session. The needs of
3G networks lead us to work more on the dimensioning tools which considers different
data rates for different applications. Restricted assumptions made for the analytical
expressions of the capacity of the base stations while considering individual Quality of

Service conditions for each user are the obstacles in this direction of study.

In most of studies done on dimensioning the multi-service 3G networks the core and
radio networks are studied individually. While the most challenging part of a global
dimensioning model for the core and radio networks is to consider them together with

the bottleneck issue of the downlinks in the context of multi-service.



Chapter 4

Dimensioning Strategy and

Network Modeling

In the previous chapters, we presented an overview of the CDMA2000 technology for
the 3G networks and its specifications. We discussed some of the works and studies
performed on 3G networks more specifically with respect to the Quality of Service and
to Routing. The aim of the research project of this M.Sc. is to analyze the impacts
of multi-routing on the dimensioning of a 3G network when we support multi-services.
While talking about dimensioning, we focus on both radio access network and core
network. Our objective is to minimize the number of base stations in the radio access
network and the capacity of the wired links in both the core network and the radio
network. In this section, we present the network model, the dimensioning aspects and

the characteristics of the traffic model.

4.1 Network modeling

In the modeling of a network based on packet communication, we include a Call Ad-
mission Control (CAC) procedure and Grade of Service (GoS) conditions. CDMA2000
includes the following layers of the OSI model:
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e The physical Layer which corresponds to the OSI Physical Layer.

e The medium Access Control (MAC) which corresponds to the OSI Data Link
Layer.

e The link Access Control (LAC) which corresponds to the OSI Data Link Layer.

The signaling, packet and data service which corresponds to the OSI Network
Layer and up.

In both the core and radio networks there are some protocols and technologies
which play key roles in dimensioning. In this model, for core network the IP and RSVP
protocols for IntServ and the WFQ scheduling policy have been assumed. In radio
network the Selective Repeat Protocol (SRP) and the concepts of CDMA are used.

4.1.1 3G network architecture

Let us recall the main features of the radio and core networks that are taken into account

in the mathematical model. Figure 4.1 summarizes those features.

» Core Network (CN):
In 3G networks, the CN part provides the links between the radio network and the
external networks. A telephony network or the Internet are examples of external
networks. A core network is defined by both a set of nodes and a set of wired
links. Nodes of the CN and their responsibilities are discussed in Section 2.3. All
nodes are considered “equal” in our model except for the external nodes which

play the role of destinations for sessions.

» Radio Network:
The radio network includes the mobile stations which play the role of origin nodes
for sessions, the base stations which are connected to BSCs (each base station

is connected to only one BSC) and a set of radio links and wired links. The
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F1G. 4.1: Network model

connections between mobile stations and base stations are of radio type, while
the base stations are connected to their corresponding BSC by wired links. The
BSCs are located at the frontier of the radio network and core network and lead
the sessions to/from base stations and mobile stations to/from the destination,
which is an external node, through the internal nodes. In each BSC there is a
built-in table which contains the list of paths to different external nodes. They
also manage the resources and handle the soft handoff process. A Radio Access
Network (RAN) is defined by a BSC and the set of base stations connected to this
BSC.

An uplink direction defines the connection of a mobile station toward an external

node and a downlink defines the connection of an external node to a mobile station.
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4.1.2 Distribution of the BSCs and base stations

Each network instance is characterized by width and length of a geographical area,
a number of BSCs, a number of potential base stations and the wired links (network
topology). We also know the number of possible sessions requested for a planning
period. First the geographical area is divided between the BSCs, therefore each one has
its own covering area. The potential base stations are uniformly distributed on that
area. Depending on the position of each base station we can find out its corresponding
BSC. Assuming that each base station is connected to only one BSC, the BSC associated
with a base station can be found easily. If a BS is located in the covering area of a BSC
then that one is its corresponding BSC, Figure 4.2. We call them potential base stations

Covered area by BSC1 Covered area by BSC2
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FiG. 4.2: Distribution of BSCs and BSs

as not all of them will be selected in the solution schema corresponding to the minimum

dimensioning cost.

4.1.3 Soft handoff

As discussed in Section 4.1.2, the base stations are assumed to be uniformly distributed
and each of them is connected to a unique BSC. In this model, for each session we

distinguish two sets of potential base stations. One contains the base stations which
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can serve the session only in soft handoff and the other is a set of base stations which can
give service to that session both in soft handoff and non soft handoff. These selections
are based on the distance of the session from each base station. Mobile stations are
assumed to be fixed (no mobility). It means that the geographical position of the
mobile station is fixed during the life time of a session. Cell splitting, Section 2.5.1,
has not been considered, therefore only soft handoff is modeled, not softer handoff. As
mentioned before, soft handoff can happen between two or more base stations which
are connected to the same BSC. However, we do not limit a session to one BSC. Each
potential base station for a session can be connected to a different BSC. Recall from
Section 2.5.2 in the soft handoff process that radio links between mobile station and
base stations work in parallel. Base stations involved in soft handoff provide the same
service for each of the flows with the same bandwidth and frame error rate. In the
uplink direction, the BSC receives the frames coming from two or more base stations in
soft handoff and chooses the best among them to send over the core network. However,
in the downlink direction the task of choosing the best frame among the frames coming
from different base stations that are involved is done at the level of the mobile stations.
The impact of soft handoff on dimensioning is not deniable. A session in soft handoff
occupies the radio capacity on more than one base station. Note that when there is
a soft handoff, the power of the signals which are sent is much weaker comparing to
those sent when there is no soft handoff. This comes from the multiplicity of the radio
links and the action of comparing the received signals in the BSC on the uplink and
in the mobile station on the downlink for choosing the best signal. Consider a mobile
station located at the end corner of the covered zone of a base station which asks for
a connection. It has to send a very powerful signal on the radio link toward the base
station in order to have an acceptable quality. However, if more than one base station
serve this session, it needs a less powerful signal to be sent for the same quality.

Soft handoff has an impact on the radio link capacity on both the downlink and uplink
directions which we call soft handoff profit. Indeed the required ratio of signal energy
per bit to noise spectral density (E,/N;) for a mobile station in soft handoff is less

comparing to non soft handoff. Note that a weak FEy/N; does not let the signal to be
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correctly decoded in the receiver, Section 4.1.4.

4.1.4 Capacity of the radio links

We use the capacity formulas that are established in [5], [35] and [1]. In [5] the
formulas are based on WCDMA which use the CDMA but with a frequency bound of
5 MHz. Moreover, In CDMA2000 the maximum frequency bound is 1.25 MHz. The
formulas of (5] remain valid with some changes in numerical values. Moreover, in this
study we have generalized the soft handoff and allow it not only between two, but also
between three or more base stations. The rate at which the data can be transmitted
over a given communication path, or channel, under given conditions, is referred to as
channel capacity. There is a capacity threshold that determines on whether to accept
or reject a coming session. The calculation is done in two steps: first, without taking in
account the soft handoff and second with the soft handoff profit. At this point we need

to clarify and explain some concepts for better understanding of the capacity formulas.

Radio Access Bearer (RAB)

Radio Access Bearer, RAB, is defined by two parameters, a discrete value for the data
rate and the Frame Error Rate (FER). If we denote a RAB by r then r; corresponds to
data rate and ry. corresponds to its FER. The available RABs on the radio links are
not always the same. We may use different RABs for different types of applications.
For instance, a voice session which does not need a high data rate may use a RAB
T with low r; but less ry... There exist different combinations of RABs. We use the

combinations described in Table 4.1, called RC4 according to [36].

(]EV‘:) Ratio of signal energy per bit to noise spectral density

The ratio of signal energy per bit received at the base station to noise spectral density

per hertz , %, should be powerful enough so the signal can be decoded and therefore
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Data Rate bps I FER. (%) |

9600 05,1,2,5,10
19200 05,1,2,5,10
38400 05,1,2,5,10
76800 05,1,2,5,10
153600 05,1,2,5,10
307200 05,1,2,5,10

TAB. 4.1: RAB combinations in RC4

understandable by the receiver. It is measured at the input of the receiver and is used
as the basic measure of the signal strength. In the uplink direction this ratio will be
checked by the base station while in the downlink this will be done by the mobile station.
If this ratio of the signal has a small value, then the signal decoding is not going to be
possible. Here noise means the sum of thermal noise power spectral density, Np, and
interferences. A value for ratio of signal energy per bit to noise is assigned to each RAB.
This ratio is equal to % (Signal-to-Noise) ratio only when the bandwidth is equal to
the data rate. % ratio depends on bandwidth and data rate but % is independent of
bandwidth and data rate. The bit error rate for digital data is a function of 1%’: As the
bit rate increases, transmitted signal power must increase to maintain a required ,%‘:, an
increase in data rate increases the error rate. The relation between this ratio and the

power of the signal can be seen in the following formula:

(%), = SIRs X ‘;—V (4.1)

where SIR; is the ratio of signal to noise and is equal to —B2Wer of received signal for the session s

W is the spreading bandwidth and r; is the data rate of selected RAB for the session s.

Attenuation factor

For each signal the attenuation corresponds to the loss of energy during its propagation.

Therefore, there is always a difference between the power of sent and received signals.

power of thermal noise and the interferences’
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The relation between these two signals, see [35], is as follows:

hshy
fy;:fg(jirqz, (4.2)

where:
— P : Sent Power.
— P, : Received power.
— hs : The height of sender.
hr : The height of receiver.
— d : The distance between sender and receiver.

For a session s which is being served by a base station BSy, the attenuation factor,

see [35], can be calculated as follows:

Sent Power
Att ti Factor - —8M8M8 —4—. 4.3
enuation ractor Received Power (4.3)

From the equations (4.2) and (4.3) we have:

4

Attenuation Factor = —.
hZh3

(4.4)

In this model the attenuation factor is explicitly considered in the downlink direction.
We consider that the attenuation factor is already taken into account in the powers

received by the base station in the uplink (P;* and Pp") direction.

Notations

The following notations are used in the calculation of a given base station capacity.
— S : The set of sessions taken by the base station.
W : Bandwidth value for CDMA2000.

= Yot (%) associated to a session s served by RAB r in uplink.
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Yor (IEV‘:) associated to a session s served by RAB r in downlink.
A : Inter-cell interferences which is a factor A of intra-cell interferences.

SHG"" : The reduced factor of (%) when the session is in soft handoff in uplink.

-~

SHGP" : The reduced factor of ( %‘*) when the session is in soft handoff in down-
link.
LFy, : Limit load factor of a radio link in uplink.

I

PP : The assigned power to the session s by the base station.
PPt : The sent power to the session s by the base station.

Ppl : Total power received by the base station sent by the mobile stations

attached to the base station.

PPt : Total power sent by the base station to the attached mobile station.
P, ¢ The assigned power to synchronization and control signals.

Pys : Total power that a base station can send.

vs ¢ Activity coefficient of a session.

- N, : Spectral density of the noise.

aso : The attenuation factor between the mobile station s and the involved base

station.

as; : The attenuation factor between the mobile station s and a near base station 2.

w : The orthogonality factor. The code are considered orthogonal to differentiate

the users.

Ring(BSp) : The set of base stations in the neighborhood of the BSy that can serve
the mobile station. As each cell has a hexagonal shape then there are

six other base stations in the neighborhood of each base station.
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Capacity formulas in the uplink direction

The assumptions of the model are:

> Interferences due to the cellular structure are taken into account, including both
inter and intra-cell interferences. Assume a cellular system with users sharing
the same radio bandwidth and using the same base station in each cell, each
base station receives interferences from mobiles in the home cell called intra-cell
interferences, and from mobiles or base stations located in the neighboring cells

called inter-cell interferences. The intensity of the traffic should be homogeneous.
> We assume perfect power control.
> The power allocated to access channels is not taken into account.

> Cells are not sectorized, it means that there is only one sector per cell.

Starting from (4.1) and the definition of ratio of signal-to-noise, the following formula

for the uplink direction is proposed by [5]:

By

( UL W PSUL
N

Jor = [ (14 A)Pgt — vy PYL) + WNp'

(4.5)
where:
Pp* — vg PJ" is the intra~cell interferences caused by other sessions,
— APp" is the strength of inter-cell interferences.

Referring to the ;. explained in the previous part, the value of (%):Lr should reach

Y5y defined as follows:
PUL
s

w
UL — . x . 4.6
Ys,r T ((1 + A) PPt — vsPsUL) +WNy (46)

From (4.6) we can extract P as follows:

'yff;rt(l + A) PPt + ’y;”’;rtWNo = P(W — 'yg;nvs),
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QA+ NPr-+ No
PSUL _ .217“ 1 ’Ya ’_‘ua (4'7)
W

Recalling that PP* = Z vs PY%, we can replace PY" by (4.7) and therefore we will have:

YorrVs
> T
s Ly lere
Ppt = ~ x N
T 1 5 2 0
w 1, "IsE,r‘-'s
s Tt T w

where we have defined the load factor, 7y, as

14+ A 'Yéﬂr"”s
oL —
W + ’Ysr

When 7y;, becomes close to 1, the Pp* approaches to infinity therefore 7y, should be
always less than 1.
The load factor plays a significant role in the capacity formula. We check that the sum
of radio capacity of the sessions which are being served by a base station do not exceed
the load factor. For this reason the authors of [5] suggest a limit up to 60 % of the
capacity load on the WCDMA for UMTS. Using this limit on the load in the uplink

direction, LFy,, we satisfy:

1+ A YeorUs

W + T < LFy. (4.8)
w
According to (4.8) we have :
w ’Yf I;-vs
LFUL X 1_{_—)\ > Z m, (49)
where LFy, X % defines the maximum capacity on uplink direction and ifgm
1‘; W

is the contribution of each session on the capacity.

In the soft handoff case the minimum value of a signal, in order to be interpreted

in the base station, reduces. This reduction will be called soft handoff profit and we
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denote this profit by SHG for the uplink direction. The contribution of each session,

taking in account the soft handoff profit, is equal to:

SHG"vJvvs

SHGUAT. g, *
—w

- (4.10)
1y

Capacity formulas in downlink direction
The assumptions of the model for the downlink direction are:

> We assume perfect power control.
> Both inter-cell and intra-cell are taken into account.
> The traffic distribution is homogeneous.

> The attenuation is based on double reception of the signal, one is the signal which
pass through the direct path from the sender to receiver and the other is the

ground reflection.

> Cells are not sectorized.

In the downlink the inter-cell and intra-cell interferences are defined by Zﬂa;:gp—’m and
DL
> i—)?, therefore as for the uplink direction according to the formula (4.1) and
j€Ring(Bsp) i
the definition of ratio of signal-to-noise we have:

w 2xl
Eb DL Qs,0 Tt 4.11
(F)sr = 7 X ——Fm—wpm 23 : (4.11)
t t wx T —=—4 3 L. 4+ W Ny
s,0 . . Qs,j
jERing(BSsp)

As explained before a signal sent by a session s to a base station can reach the mobile

DL

station only if the (%)sr

of the signal received by mobile station is large enough.

Referring to (4.1.4), let us assume that vsy Will be equal to this value. Therefore we

have: e
W it x _—
,Y;J’I; AR Gs0 Tt (4.12)

PUL_ PDL PDL .
Tt WX _% + S = +WN,
' jERing(Bsg)
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As the total power sent by the base station to the attached mobile station (Pp") is
equal to the sum of the sent power by the base station to the accepted sessions plus the

control and synchronization signal powers (Peopn;) we have:

PRM = "0, PP + Peopy. (4.13)
seS

We extract PP" from the (4.12) formula and replace it in (4.13), then PR is:

VsYeryQs,0
Peont + WNg > AT
PDL B SES T Vs,
(w + > 2_5'2)'"5'7?,1'1'
1 Z i€ Ring(Bsg) "o
w""wv!"’g"r
sES Tt :

(4.14)

As for the uplink direction, we can define the downlink load factor as:
(’U) + Z Lo )vs')’g,l;-

as,0
i€ Ring(Bsp)
o= W
w DL
seS Tt + WUsYs,r

When 7p,, gets close to 1, the system becomes instable and Pp*

approaches infinity.
However, the total power which can be sent by a base station in the downlink direction
to different mobile stations (PP*) should be smaller than the total power that a base
station can send (Pys). Therefore PR < Pys and from (4.14), we deduce:

Noas,0+£v5&( Z a_a£+w)

Qi

i€Ring(Bsp)
Z’Y?,];vs X YL s 1 < Pss — Peont. (415)
ses W+ "

The inequality (4.15) is used to accept or reject a session on the radio link in the

downlink direction, and the contribution of each session s in radio link capacity is:

Nooso+ (¥ 20 4w)

i€Ring(Bsp) ot

DL o

VorUs X T (4.16)
Wt

As for the uplink direction, the minimum power of a signal, in order to be interpreted,
would be reduced in soft handoff cases. We denote this reduction by SHGP" as soft
handoff profit factor in downlink. Therefore the contribution of a session in soft handoff

case in radio link capacity turns to:

P 2
Noas,0+_pf/2( Z a_;%—*'w)
i€Ring(BSp)

SHG yg vs X

(4.17)

YorYs | 1
w + Tt

More detailed explanations can be found in [5], [35] and [37].
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4.1.5 Call Admission Control

Telecommunication networks aim to support integrated services over the low cost wire-
less services. For this reason resource sharing is considered as a major issue. Call
Admission Control (CAC) strategies are used to limit the number of sessions for reduc-
ing congestion and call dropping, as well as satisfying the required Quality of Service
(QoS). In other words, CAC algorithm ensures that the QoS of each connection can
be maintained when a new connection is accepted. It decides whether a call can be
accepted into the network based on the current traffic situation. We consider two types
of call admission control for the real-time and non-real-time applications.

An end to end call admission algorithm is proposed in which the bandwidth of the flow
is constant in the radio link and wired link parts of network during the life of a session.
This algorithm makes its decision based on available resources on both wired links and
radio links. If the needs of a session can be satisfied then the resources will be reserved
on the link between the base station and the BSC and all the way on the path to the
destination.

For each session s we consider a set of possible paths that can serve the session from the
source to the destination which is an external node. The process of generating the set
of possible paths is explained in Section 4.3. The available resources will be tested on
both wired links and radio links in the two directions. If we consider p as the requested
bandwidth for the session s, therefore for each possible path the residual bandwidth
on each link of the path should be greater than p. We also make sure that for each
direction (UL/DL) only and only one path among the paths in the set of possible paths
will be selected. However, the chosen paths for uplink and downlink can be the same
or may be different.

On the radio link the result of the test is positive if a base station can take care of the
session without violating its available power and still being able to decode the signal.
Note that in the VBR case which are non-real-time applications, we have an upper and
lower bound for the requested bandwidth on both radio links and wired links. There-

fore, the residual bandwidth should be smaller or equal to upper bound and greater or
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equal to lower bound. These inequalities turn to equalities in CBR cases. All these test
will be done for each session in radio links and wired links in both downlink and uplink

directions.

Accepting and rejecting decision for a session

As mentioned before, for each session, the above tests should be done. A session may
be accepted if the result of all the tests become positive, but it does not guarantee that
the session will be accepted for sure. It depends at last on the GoS. The optimization
procedure is global and it chooses certain sessions to be accepted. Therefore, if there
exists another session with higher priority we may deny one with lower priority which
has also positive results for the call admission control tests.

The number of rejected sessions should not go over a limit. This is the subject that we
discuss under Grade of Service (GoS). The amount of GoS is defined for each (applica-
tion, priority). The dimensioning procedure should also satisfy the quality of service of

accepted sessions.

4.2 Traffic modeling

As 3G network promises to support various kinds of sevice classes, see Section 2.7, we
are going to consider different types of applications, both real-time and non-real-time
categories. We use a Constant Bit Rate (CBR) for real-time applications. It means that
a real-time session has always the same constant bandwidth. Variable Bit Rate (VBR)
is defined for non-real-time applications, with upper and lower bounds on the possible
bandwidth.

In this traffic model, both interactive and non interactive applications are discussed.
Recall that the interactive applications are the ones with both uplink and downlink
directions since the source and destination interact simultaneously. Voice, videophone

and web browsing are examples of this kind of application. On the other hand, mail and
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video streaming are non iterative since there is only in one direction at a time. Note
that sessions corresponding to video streaming applications exist only in the downlink
direction but mail sessions can be either in the uplink or in the downlink direction.
Another parameter considered in this traffic model is symmetric or asymmetric flows.
A flow is called symmetric when it has the same bandwidth in both directions: voice
and videophone flows have this characteristic. For web browsing sessions, however, the
bandwidth of the flow on the uplink and downlink are not the same and are therefore
asymmetric flows. As an example, the request for downloading a page which happens in
uplink direction (from a mobile user to a server) needs less bandwidth and is much faster
comparing to process of downloading the page that takes place in downlink direction
(from server to mobile user). Table 4.2 describes the applications taken into account in
our mathematical model.

Some new notations are used: the High and Low parameters define the level of requested

Application Category Class Bit Rate | Priority I Flow
Voice Real-time Conversational CBR Gold/Silver UL/DL
Interactive
Symmetric
Videophone Real-time Conversational CBR. Gold/Silver UL/DL
Interactive
High/Low Symmetric
Video Streaming Real-time Streaming CBR. Gold/Silver DL
High/Low Non interactive
Web Browsing | Non-real-time Interactive VBR. Gold/Silver DL or UL
Interactive
High/Low Asymmetric
Mail Non-real-time background VBR. Gold/Silver | DL or UL Non

Non interactive

High/Low Symmetric

TAB. 4.2: Applications in the traffic model

QoS. This mainly concerns the bandwidth and the delay of each application. For an
application such as video streaming in the High case we need to assign more bandwidth

and less delay comparing to the same application in the Low case. Therefore, the
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network supports with a higher priority the sessions with a High specification as their
requested QoS are more sensible in terms of bandwidth and delay.

Each session is assumed to have a priority, Gold or Silver. This has also an effect on the
acceptance or rejection of a session. It means that the chance of rejecting of a session

with Gold priority is less than the same type of session with Silver priority.

4.2.1 Generation of sessions

A session concerns a connection between a mobile user and an external node which is a
fixed node in the external network. The number of requested sessions are known from
the beginning of the simulation time, so the traffic can be placed on the dimensioning
surface. The sessions of the same type and beginning period time, will be placed uni-
formly on the geographical surface. According to the position of each session we define a
set of potential base stations for each session. This set is divided into two subsets. One
which can serve the session only in non soft handoff and the other which can serve the
session both in non soft handoff and soft handoff. The optimization procedure makes
sure that if all constraints are satisfied one or more base stations can take care of a
session from its set of potential base stations.

The corresponding BSC for each session is not predefined. For each individual ses-
sion, we may have different possible paths through different BSC, see Section 4.3. The
traffic load varies during different periods of a day. In one period we may have more
voice sessions while in another, more web browsing sessions are requested. Some pe-
riods are very quiet (during the night) while other periods may be highly loaded (in
the afternoon). That is why the planning time is divided into periods and each ses-
sion covers a given number of periods of the planning periods. The duration of some
sessions, such as mail, is short while others such as web browsing, can be longer. For
example in Figure 4.3 the planning time is divided into seven periods and is equal to
P14+ P2+ P3+ P4+ P54 P6+ PT.

We assume that the beginning and the finish time of each session coincide with those of

the periods, Figure 4.3. It means that the mathematical model reserves the resources
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F1c. 4.3: Temporal sequencing

during the whole period if a session is accepted even if it has not started from the be-
ginning of that period.

In the traffic model the number of sessions, their durations and their beginnings are
assumed to be known. For instance, we know that the first session which is a voice
needs to be served from the first period during 2 periods while the second session which
is a video streaming starts at the second period and lasts for 4 periods. Here the an-
ticipative call admission control test helps to do the network dimensioning task. If the
reservation of resources can be done successfully in both wired and radio links during

the life time of a session, the session is accepted.

Flow generation and their bandwidth for each session

As shown in Figure 4.4 different flows are engaged while a session is requested. The

number of flows depend on the type of the session, interactive or non interactive. In
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general we can divide the flows into two classes:
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> flow from mobile station to external node named uplink, fy..

> flow from external node to mobile station named downlink, fp,.

Fach interactive session, such as voice, would have both classes of flow but non interac-

tive sessions, such as mail, would have either uplink or downlink classes of flows. Both

of these classes are divided again into two different types of flow:
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> uplink flow in wired links, fy._wr.
> downlink flow in wired links, fo; we.
> uplink flow in radio links, fyp_a..

> downlink flow in radio links, foi ar.

We now discuss the assigned bandwidth to each flow of a session. As mentioned before
there are two different types of applications, CBR and VBR, based on the bit rate of
the session during its life time. We discuss the bandwidth of flows in each type one after

the other.

» CBR Applications:

This is the simple case, since the bandwidth on the wired and radio links are
always the same. For each CBR session there are the set of RABs with the same
bandwidth but different Frame Error Rates (FER). The model will choose one of
the sets, based on the priority of the session. The lower the FER, the better to
be chosen for higher priority sessions. It has also the impact on the Quality of
Service as it has an influence on the transmission delay on the radio links.

It seems that this process is not that much complicated as the optimization model

will choose the determined bandwidth with a proper FER.

» VBR Applications:
In the Variable Bit Rate applications the stream is not fix, that is, sometimes the
required bandwidth is low and other times it is high. There are also variable band-
widths on the wired and radio links. However, for each flow the maximum (upper
bound) and the minimum (lower bound) of the bandwidth are fixed. Therefore
the optimization model chooses a bandwidth between the lower and upper bounds

on wired links and a RAB among the set of possible RABs for radio links.
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In addition to this specification we propose some relations between the bandwidth

on wired links and radio links.

On uplink direction, the bandwidth on the wired links fy, w. are greater or
equal to the bandwidth on the radio links fy; . means Data Rate[fy,_w.] >
Data Ra.te[fUL_RL].

On downlink direction, the bandwidth on the radio links fp; g are greater or
equal to the bandwidth on the wired links fp,_w, means Data Rate|fp, A
Data Rate[fDL_WL].

These rules prevent the accumulation of the packets at the base stations level.
The second rule mentions that in the downlink, fo. w. should be smaller than
Sorre. In order to prevent choosing a very small value for f,, w. We propose a
set of discrete values for each RAB r in radio links named R(r;). It means that
for each selected RAB r for the flow on radio link on downlink direction then the
bandwidth on wired link should not be less than a certain value. Table 4.3 shows

the value of R(r;) for each debit of RAB r. For simplicity we show these rules as

Radio Core
RAB throughput FER R(re)
9.6 kbps 1% , 2% .

19.2 kbps 5% , 10% 10 kbps
38.4 kbps 1%, 5% , 10% | 20 kbps
76.8 1% , 5% , 10% | 40 kpbs
153.6 kbps | 1%, 5% , 10% | 80 kpbs
307.2 kbps 5%, 10% 160 kpbs

TAB. 4.3: Table of values for R(r;).
the following inequalities:
Data Rate[fUL_WL] 2 Data Rate[fUL_R_L] (4.18)

Data Rate|[fp, ] > Data Rate[for_wi)] (4.19)
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Data Rate[fpy r] > R(ry) when Data Rate[fp, n] = 7 (4.20)

4.3 Routing

First of all we should clarify the concept of a path or a route in this mathematical
model. A route or a path (we may use one of these words in all the thesis) is a set of
wired links between a BSC and an external node. All the external nodes are mentioned
in the network architecture file as well as the possible paths from each BSC to each
external node. On the BSC level, there is a routing table which gives us the possible
routes to the destination of a session.

The next step is the selection of the list of potential paths among the existing paths
which are destined to the selected external node. For this reason, we have to find out
which BSC or BSCs can support the session. Each session has a mother-BSC. The
mother-BSC for each session is the BSC which covers its geographical position. There-
fore all the paths in the mother-BSC routing table which go to the destination of that
session can be taken as potential paths. Now we check if there is another BSC which
can serve the session rather than its mother-BSC. For this reason, we first find the
potential base stations who can give service to this session in both soft handoff and
non-soft handoff. This is based on the location of the session and the distance between
the session and the base stations. At this point we check the responsible BSC for each
potential base station. If all the base stations are connected to the mother-BSC of that
session ( for instance BSC=1), then it means that only the paths which pass through
BSC=1 to the destination can be in the set of potential paths, see Figure 4.5. On the
other hand, if there are potential base stations which are connected to a different BSC
other than the mother-BSC then the paths which go to the destination and pass that
BSC, will be added to the list of possible paths for that session, see Figure 4.6.

There is a sorting procedure that sorts the set of routes. If the selected routes are with
different lengths we sort the set from the shortest to the longest. Shortest means the
path with less number of links. This means that the shortest path is always at the head
of the set. Note that the first path will be always the one which passes the mother-BSC.
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Then, the next step concerns paths with the same lengths. The position of these routes
in the set will be chosen randomly.

Consequently, for each individual session we determine a set of possible routes, among
all the routes, concerning the destination and the position of the session. With this
routing strategy first the unrelated routes can be avoided to be taken in account in the
mathematical model. Second, considering a set of possible paths that may be able to
fulfill the QoS constraints is much more realistic than considering just the shortest path
or a random path.

The hop by hop IP packet mechanism, for real-time applications, which is currently
used on the Internet is simple and scalable. It leads to the success of Internet but is not
enough to provide QoS. Therefore, it is not suitable for the services in the new genera-
tion of networks. While the proposed model in this thesis fits in 3G and 4G networks.

In this study once a path is selected to serve a session it stays the same during the
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Possible paths { A, B, C}
Mother BSC : BSC 1

F1G. 4.6: Selection of paths II

life of the session. Our reasoning is based on satisfying the demands on 3G networks.
Considering the services which asks for high bandwidth and QoS checking requirements
and RSVP informations, hop by hop processing, makes each router a bottleneck and
violates the QoS. That is the reason that we have mainly focused on the routing on the

same path from the source to the destination.

4.4 Delay

As mentioned in Table 2.2 each type of applications has different sensibilities to delay.
The delay is critical for the real-time applications: they provide an action or an answer

to an external event in a time with predictable manner. It means that the packets
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should get to the destination with a short delay of time after they leave the source.
There is no retransmission in the case of error and a packet with error is discarded.
On the other hand, for the non-real-time applications the integrity of data is much
more important than the arrival time. Actually in the mail, for example, the sender
does not expect any answer back sooner than a certain time, but he does not accept
any alter in his mail. Therefore, these kinds of applications are not delay sensitive but
error sensitive. In addition the rejected or errored packets can be retransmitted over
the network. Note that the retransmission delay on the wired links are negligible and
we have not considered them in the model.

The delay is going to be considered for the radio links and wired links, and each of them
has its own specifications. On both parts, the delay on uplink (DY) and downlink (D2*)
directions would be studied. It means that the delay in the uplink is equal to the sum
of delays both in wired links and radio links in the uplink direction. The same concept
applies for the downlink as well. The maximum transmission delay is considered and
therefore the minimum bandwidths are imposed for different flows. As the bandwidth
is fixed for the CBR applications, delay constraint is taken in account only for the VBR

applications in which the procedure chooses a bandwidth for the flow of each session.

4.4.1 Delay on wired link part

Delay on the wired link is the sum of transmission delay, propagation delay, queuning
delay corresponding to the WFQ policy and delay on the routers (treatment delay) in
both directions.

We can summarize this explanation in the two following formulas:

Do = DYJSRS + DI 4 Difget, 4 pluesing

Dyovw — D + DT + DSt + Dot (4.21)

Transmission delay:

This delay concerns the time that takes a packet to go to a defined destination
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from a defined source. The transmission delay between two nodes is generally

calculated by the following formulas in downlink and uplink:

size of DL packet

Dions — ,
f bandwidth

pirons _ size of UL packet
fo bandwidth

where we consider a fixed size of packet for each application.
Since, in downlink the minimum data rate on the cabled links is the R(r;) and
a packet may pass through several intermediate nodes to reach to the destined

node, the transmission delay formula in downlink direction can be changed to:

maz—trans,r size of DL packet
Dfm"w" = My, X R(’I‘?L) »

(4.22)

where my,, is the number of links on the downlink selected path between the source
and destination nodes. While in the uplink direction the minimum bandwidth on
the wired link has the value of the bandwidth of v/’ and if we consider my,, as

the number of links of the selected path in this direction we would have:

size of UL packet

maz—trans __
D foL-wL : SuL

(4.23)

r*

Propagation delay:
This delay concerns the propagation delay of bits on the links. It depends on the

distance between each node and the speed of light:

pPropag _ distance between two nodes
e speed of light

Like the previous section if we consider the number of links between each source
and destination nodes in downlink as my,, , and in uplink as my,, with an average

propagation time for each link, we would have:
DELRY = my,, X propagation time/link, (4.24)

DEGRY = my,, x propagation time/link. (4.25)
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— Treatment delay:
When a packet leaves a source node toward a destination node it passes through
intermediate nodes which we call routers. The error detection, correction and
routing procedure to the next node would take place on the level of each router.
Obviously, this would cause the treatment delay. Since this delay would not occur
in the source node, we can again use the my, as the number of intermediate nodes

in downlink and my,, as the number of intermediate nodes in uplink direction.

D75%. = my,, X treatment time/router, (4.26)
D}’u‘i&é,. = my,, X treatment time/router. (4.27)

— Queuing delay:

Packet-by-packet Generalized Processor Sharing (PGPS) is the name given to the
method for computing the queuing delay bound in integrated services under WFQ
scheduling policy. The packets are queued in each router on the path which goes
to the destination. Thanks to the [38] with the PGPS when the RPPS (Rate
Proportional Processor Sharing) discipline is used, there exists a maximum limit
on the queuing delay from the source to the destination where we put a leaky
bucket (Appendix A) on the entrance node to wired link part for each session.
Leaky bucket allows the separation of delays to delay in leaky bucket and delay
in the network. [38], [39] have concentrated on providing performance guarantees
on throughput and worst case packet delay in single node case and multiple nodes
case. This delay can be calculated by D* = 0—4-—(’;_& where k is the number of
nodes on the path excluding the destination node ((k—1) is equal to the number of
links on the path plus the link between base station and its corresponding BSC),
L is the size of the packet, p is the data rate of the source and ¢ is the maximal
number of packets which can be in the leaky bucket. Now, we can adopt the
formulas below for uplink and downlink directions:

o+ my, X size of packet

Dfiw™ = . , (4.28)
D%ﬂ‘ving _ T4y, X size of packet. (4.29)

P
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The mobile user does not want to wait. When it asks for a session, that session can
be accepted or rejected (the blocking rate in GoS). On the other hand, in the uplink
direction, in order to prevent the accumulation on the base stations, the bandwidths
in wired links are greater than the bandwidths in radio links, formula (4.18). We also
reserve the maximum bandwidth on the wired link as the bandwidth of the RAB reaches
the base station has the maximum amount. It is the leaky bucket, in which the token
rate is equal to bandwidth of the RAB and the bucket size is zero. Therefore, we
conclude that there is no need to have the delay on uplink direction and we would
concentrate just on the downlink direction.

While, in downlink direction where the leaky buckets are placed on the access nodes,
source sends the IP packets to the bucket. Therefore the queuing delay will not be equal

to zero and the maximum limit of delay will be used.
queuing *
DfDL-WL S D H
Replacing the appropriate formulas in (4.21) leads us to:

o + mypy, X size of packet
; .

t ,rt
Dy < D™ + DERRR? + DS + (4.30)

4.4.2 Delay on radio link part

The duration of a frame in CDMA2000 is equal to 20 ms (0.2 s) therefore the number
of bits in a frame is: 0.2 x data rate of RAB ( since the data rate of RAB is bit per
second). If we consider the Nyw. and Nypu as the number of frames per packet with the

data rate of r{'“ and 77" on uplink and downlink directions we have:

8 X size of packet (byte)
frame duration x '

Ny = , (4.31)

8 x size of packet (byte)
frame duration x rP*

Ny = (4.32)

When a frame is lost or there is an error in that frame we use the Selective Repeat

Protocol (SRP), see Appendix B, as the retransmission of the frame on the radio link.
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The probability of an error on the frame depends on Frame Error Rate (FER) and the
selected RAB. The transmission delay of a frame when at least three retransmissions

are needed is given on Table 4.4. All the calculations are available in Appendix B:

| FER | Dradt’o—trunsmiuion

TPER

0.5% | 101.01 ms
1% 102 ms

2% 104.11 ms
5% 110.68 ms
10% 122.78 ms

TAB. 4.4: Radio transmission delay of a frame

Since the transmission delay of an IP packet is equal to the sum of the transmission

delay of all its frames we conclude:

T i radio—transmission
Dfux._m, —_— N.,-EL X DTFER )

(4.33)

D}m..nn = N-,-?L % Dradzo——trtmsmtsswn. (4.34)

TFER

4.5 Dimensioning strategy

For each simulation the number of sessions, potential base stations, BSCs and network
topology are known from the beginning. The distribution of the sessions, BSCs and
potential base stations are discussed in Sections 4.2.1 and 4.1.2. The proposed strategy
does not let a base station serves a session which is situated far from it. It also does
not accept a base station in soft handoff when it is placed so close to the session.

The optimization procedure is global and considers all the periods at the same time for
accepting or rejecting a session. It makes sure that even for the loaded traffics we will
have a solution. Each serving base station that even take charge of one session will be

added to the list of activated base stations. The optimization procedure also looks for
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® =
Period 2

Period k

Fic. 4.7: Dimensioning procedure

the best path among the set of possible paths, Section 4.3, in order to minimize the

capacity on the wired links. The selected paths for the uplink and downlink direction

of a session are not necessarily the same. However, in each direction the selected path

stays the same, during the life time of a session. The dimensioning strategy is illustrated

in Figures 4.7 and 4.8.

The objective of the dimensioning includes both the wired links and radio links

parts:
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FiG. 4.8: The result of dimensioning

» Wired links:
We try to minimize the used capacity in the wired links by choosing the best
path among the set of possible paths. Therefore, at the end of the optimization
procedure the maximum capacity used in each wired link to serve the mobile
stations will be its optimal value. Talking about wired links, we mean the links
in core network and the links between the base stations and their corresponding
BSC in radio network. Depending on the chosen path to the destination for each
session and the type of that session the model finds out the capacity on the links.

The network architecture is known from the beginning of the simulation.

» Radio links:
We try to minimize the number of activated base stations during the planning
time in the optimization process. This is a critical issue as the base stations are so
expensive to be used without enough studies before their installation. At the end
of the optimization the number of activated base stations and their geographical
positions will be revealed. The procedure chooses the ones which can serve the
mobile stations and respect the Quality of Service and Grade of Service. Note that,

the maximum number of potential base stations and their geographical positions
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are known form the beginning of the simulation. Once a base station serves one
session it will be added to the activated base stations list. For each session, the

serving base station will be determined by the capacity formulas in radio links.



Chapter 5

Mathematical Model

This chapter is devoted to a detailed description of the mathematical model that we
have developed for the dimensioning of 3G networks. We started from the mathematical
model proposed in the M.Sc. of C. Voisin published in [1]. We then made several im-
provements to this model and generalized it for multi-routing strategies. In addition to
the generalization, other modifications have been made in order to improve the original
model in [1]. The improvements help to remove some assumptions made in [1] in order

to make the model much more realistic.

» Soft handoff between more than two base stations.

» The potential base stations which can serve a session may be connected to different

base station controllers.

» Quality of service constraints: Selection of RAB in radio link.

In the generalized and improved model developed in this thesis we have tried to
reduce the addition of new binary variables as much as possible and keep the model
linear. We also attempted as much as possible to keep the model at the same level

of complexity even if we are considering multi-routing. The new constraints and the
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constraints which have been modified comparing to [1] are identified by “*” in Section

5.6.

5.1 Notations

5.1.1 General notations

FUL_WL

FDL.WL
FUL_RL

FDL_RL

SP
Sa
SCBR

SVBR

a session,

a set of sessions,
a flow,

a set of flows,

a set of flows on the wired links in uplink direction,

a set of flows on the wired links in downlink direction,
a set of flows on the radio links in uplink direction,

a set of flows on the radio links in downlink direction,
set of priority for the users,

set of different applications,

set of sessions with priority p,

set of sessions of application a,

set of sessions of C BR applications,

set of sessions of V BR applications,

set of periods of time,

a period.
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5.1.2 Wired link parameters

m number of wired links in the core network,

m, number of links in the path v,

dyp length of link £ in the core network,

de,,; length of link £ which connects the base station 7 to its BSC,
K number of existing base station controller (BSC),

U maximum number of base stations participating in the soft handoff.

5.1.3 Routing parameters

v potential path in core network i.e. a path between a BSC and a desti-

nation node defined as a set of links,

ka the set of potential paths for flow f connecting the external node of the
session to the BSCy.

This set can be different for uplink and downlink. We also define:

K
vi=U v (5.1)
k=1

1 if session s exists during period h.
Qps =
0 otherwise.

1 if link { belongs to path v
Myl =

0 otherwise.

1 if BS; belongs to the set of potential base stations that can carry flow
binf = f during period A

0 otherwise.
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5.1.4 Session parameters

DIS)L—MAX

max—transe,rt
Df?L.WL ’

maz—propag
DfEL.WLp P

maz—trait

DfEL_WL
L‘rfnaa:

UL
Tayp

DL
Ta,p

UL
TS

DL
s

set of all the four flows described below,

flow on the wired links in the uplink direction for the session s,

flow on the wired links in the downlink direction for the session s,

flow on the radio links in the uplink direction for the session s,

flow on the radio links in the downlink direction for the session s,
maximum bandwidth for flow f on the wired links when session is VBR,
minimum bandwidth for flow f on the wired links when session is VBR,
maximum bandwidth for flow f on the radio links when session is VBR,
minimum bandwidth for flow f on the radio links when session is VBR,
declared bandwidth for the flow f on the wired links when session is CBR,
declared bandwidth for the flow f on the radio links when session is CBR,

maximum end to end transfer delay in downlink of a packet with the

flow foL-Wt

?
maximum transmission delay in downlink of a packet with the flow
fO5"" when the RAB r is selected,

maximum propagation delay for a packet with flow f2*-"*,
maximum treatment delay for a packet with flow fP*-"*,
maximum size of a packet with the flow f,

set of possible RABs for a session of application @ with priority p in
uplink direction in the radio network,

set of possible RABs for a session of application @ with priority p in
downlink direction in the radio network,

set of possible RABs for session s in uplink direction (T3* C T,*,)),

set of possible RABs for session s in downlink direction (77" C T2¢ ),

Qs,Ds



LBS

s

BS_SH
LS

JVBS;=

K,

SH
KS

set of potential base stations which can give service to the session s in
soft handoff and non soft handoff,

set of the potential base stations which can give service to session s on
soft handoff (L25-" C L29),

set of potential base stations connected to the BSCy,

set of BSCs which their corresponding BSs can serve the session in soft
handoff or non soft handoff,
set of BSCs which their corresponding BSs can serve the session just in

soft handoff.

Quality and grade of service parameters

Brgp

UL
™a,p

DL
7,a,p

blocking rate for flows of application ¢ with priority p,
Quality of Service coefficient for sessions of application a and priority p
and served with RAB r on the uplink,

Quality of Service coefficient for sessions of application a and priority p

and served with RAB 7 on the downlink.

5.2 Definition of the variables

o I} bandwidth of flow f on path v .

T = bandwidth of flow for the uplink of wired links on the path v.

mﬁn-m = bandwidth of flow for the downlink of wired links on the path v.

e z; : bandwidth of flow f in Radio Links.

Zfpun = bandwidth of flow for the uplink of Radio Link network.

T = bandwidth of flow for the downlink of Radio Link network.

o m’f :bandwidth of flow f (€ F3'*) on the link between the base-station BS;

and its corresponding BSC in the radio network.

80
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1 if the base station ¢ and the RAB r are selected for the flow
Qirf = f of session s.

0 otherwise.

1 if the base station i has been selected at least once to serve a session.

BS __
Yy, =
0 otherwise.
1 if path v is chosen for flow fI-Vt,
ﬂ,ufl,.'L_WL —_
0 otherwise.
1 if path v is chosen for flow fP-Wt,
‘vigL‘WL =
0 otherwise.
1 if all flows f € Fs are satisfied
Ys —

0 otherwise.

1 if session s is served by a n-way soft handoff with the rab r
Zfrn = for f € FSRL

0 otherwise.

1 ifsession s is served by base station 2, in a n-way soft handoff
Wiy fn = with the RAB r for f € FRL

0 otherwise.
Cy : the continuous variable for the capacity of the wired link ¢ in the core
network.

Ce,,; : the continuous variable for the capacity of the wired link £ which con-

nects the base station ¢ to its corresponding BSC.
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5.3 Objective function

The objective of dimensioning is to minimize the resources. In our case resources contain
capacity Cp of the wired links £ in the core network, capacity Cy,,, of the wired links
and the number of base stations BS; in the radio network. We assume the capacity
costs to be proportional to the capacities and lengths (denoted dy) of the wired links.

Therefore, the objective can be written as

m Tips Tlps
min (wc Z de Cp + w, Z dfnsicfasi + wBs Z yfs) )

=1 i=1 i=1
where w, is the cost of a link per unit of bandwidth and per unit of length, and wgs is

the cost of one base station.

5.4 Constraints

5.4.1 Call Admission Control

For each session s there exists a set of flows Fs = {fJ'-Wt, fot-RL  fDL-WL' fDLRLY a550-
ciated with that session which shows the flow in the core network and radio network.
There is also a set of possible paths V;z{Vf;!L.WL, Vf?L.WL} which can serve the session
from the source to the destination. Each path is a set of links from a BSC to the desti-

nation which is an external node.

> Real-time sessions (CBR):

e On wired links:

:r}’-;,,,_m = B‘uf‘,""w" P furw v E ‘/fyL.WL, (52)

CET;?L_WL = ﬂvfgn_wn pf?L_WL v E Vfg)x..wx.. (53)
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¢ On radio links:
Tponn = Yg b pun, (5.4)

atﬁn._m. — Ys tf;)L_RL. (55)

> Non-real-time sessions (VBR):
e On wired links:
Boggwn Py S Tppon < By Pruvwn v € Vi, (5.6)

ﬁvfgL.WL BfBL-WL < ZI;;,L_W,_ < ﬁvfgl..wl. pf_‘,""w" v eV, DL-WL (57)

e On radio links:

Ys zf;”‘-‘“' S CEf;.vL.m. < Ys Zf;n..m., (58)

Ys _t_ﬁn._ju. S mfgL_RL S Ys nguu.. (59)

The two following constraints imply that for each accepted session just one path can

be selected.

E :vig"'w“ = Ys» (510)
VEV uLwL

> By =y, (5.11)
vEV pLwL

It is obvious that the constraints (5.2), (5.3), (5.6) and (5.7) force a z% variable to 0,
when the path v is not selected. Therefore the ys and other variables corresponding to
the flows will become equal to 0 as well and the session cannot be accepted. It means
that a session can be accepted if and only if the uplink and downlink flows both in core
and radio networks are accepted. In this case the assigned bandwidths to these flows

respect the lower and upper bounds.
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On the other hand, for a given direction (uplink or downlink) if none of the paths
could be selected among the set of possible paths to a determined destination, then

> Bypnw = 0. Referring to (5.10) and (5.11) consequently the ys will be equal
vEnyx._wn

to zero. That causes the variables z‘;;,m or m’}g,b_m to be equal to zero too.

In addition as mentioned above, according to the constraints (5.2), (5.3), (5.6) and
(5.7) for each session toward a destination only one path can be chosen among the set
of candidate paths, therefore the variables z’};,.,_m and ‘TszE"“”' of the other paths (which

are not selected) will be automatically equal to zero.

5.4.2 Link between wired part and radio part

In this model the link between wired and radio parts happens on the base station level.

Recalling the variable a:’f in the case of CBR, we have:

Z}EL_WL = pforwL Z iy foLAL ERS SCBR, i€ LSBS, (6.12)
reTPL

Thow = ppw Y g s€SOBR e [PS, (5.13)
reTVL

In the case of VBR we have:

Z T4 Oty fULAL < (L‘}:L_WL <K, Z TtQyppunnn 8 € SVBR, i€ LSBS (514)

reTVL reTUL

If for a session s the base station i is not selected, «;, jun would be equal to zero for
all r. Consequently, this forces the amount of :rif;,,,_WL to zero too.

On the other hand, if the base station 4 is selected this constraint makes sure that the
data rate on the wired link section stays greater or equal to the chosen data rate of

RAB (rt) in radio link section. This prevents the flow accumulation on the selected
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base stations.

0< zhonwm < > magrmn seSVBR e LBS, (5.15)
reTo
Like the uplink direction, the a:ifgL_WL is equal to zero if the base station 7 is not
selected, but unlike the uplink case we want to force the data rate on the wired link
part to be less than the data rate of the chosen RAB in the radio link part in order to
prevent the accumulation of flow on the selected base stations.
Of course there should be a minimum amount for this data rate and this limit can be

satisfied by delay constraint which imposes a lower bound for the a:}m_m.

5.4.3 Quality of Service: Delay

Referring to the discussion given in previous chapter in downlink direction for a given
session we have:

DSDL_total — DPLWL | DULRL (5.16)

The delay constraint on the wired links helps to take the minimum delay for the flow of
session, therefore it can be applied on the VBR sessions. The constraint (5.15) does not
determine a lower limit for a:iﬁ,h_w,, while the bandwidth of the selected RAB r determines
its upper limit. For the worst case we consider that D'f::,ffv:"mse’” = D?}fﬁe’” and

queuning
DR = D3

Referring to (4.30) and (5.16) for the sum of the delay on the radio and wired parts

we have:

os+ myspy, X size of packet

DDL_tota[ = Dmaz:—t-ranse,rt +Dpropag+ Dtrm‘t
s

f;)L_WL f;)L_WL f;)L-WL +

+ D;DL.RL .
(5.17)

T ﬁ:n_wn

If we consider the D2-MAX as the maximum delay for an IP packet on the downlink
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direction we will have:

D?L_total < D?L'MAX- (5.18)

Replacing the size of packet by L™* the previous inequality, (5.17), changes to:

mazx mazxr
my ~ LYpL + o5
I foLwi > 7 7 . (519)
K - DDL.MAX - Dmaa: ranse,r _ Dma:z:—prapa.g _ Dmaz—tra-;t _ Dr
S fgL.WL f,DL_WL f?L.WL f,DLJ\L

Considering cv}:n_m instead of z pw. by using oy o will make the constraint more
dependent to the choice of the RAB r. According to (4.22) and (4.34) both Dfirnse

and D;,,L_,u depend on the selection of the RAB r, therefore we conclude:

maz ymazx
fL‘i > E mfm. LfDL +0s
[ = DDL-MAX __ Dmax—transe,rt _ pmez—propag Dmaa:—trait —Dr
TET_,DL 3 f;)L.WL f?L.WL f?L.WL fELJ\L

8 779 fDu-RL

s€SYBR ie L. (5.20)

Recalling the R(r;) as the minimum data rate for the flow fPL-%* if the session is served
by the data rate r; on the radio link the formula (5.20) changes to (5.21) in order to

respect the lower limits:

Lot >
T fEL.WL =
3 max(R(r) T i o
max Tt)s DPL-MAX Dma.:z: transe,rt Dmaa:—propa_q Dma:z:—trait D a"'f?uu'
reTDL s - f?L_WL - ffx..wx. - f;)L.WL - fBL.RL
3

s€ SRR, ie L. (5.21)

In this model, the my,, is not fixed, as we may have different possible paths with different
number of links. Therefore we assume that mi** is always equal to the links number of
the longest path in the set of possible paths. That is the reason why we have considered

the maximum amount for all the different types of delay.

5.4.4 Capacity of wired links

Referring to Chapter 3, there are two types of wired links in the proposed network

model. First the wired links in radio network which are the links that connect each base
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station to its BSC and second the links in the core network which define the selected
path for each session. Both the serving base station (or base stations in the soft handoff
cases) and selected path for a session are not fixed from the beginning. The optimization
procedure chooses a base station or more and a path for each accepted session among the
set of potential base stations and possible paths. Note that the potential base stations
can be connected to different BSCs. We discus the constraints on each type of wired

links one after the other.

Capacity of wired links in radio network

For each link between a base station and its corresponding BSC there exists a wired

link and we call the capacity of this link as CgBSi.

Y>> bzt <Ce, heH, ielL™ (5.22)
SES feFm

For a session the :z:‘f is equal to x; if the base station i serves that session. Therefore
the session contributes to the dimensioning of the wired link between the base station
¢ and its BSC. While if z} = 0 it means that base station 7 is not selected to serve that

session, so it does not play any role in the dimensioning.

Capacity of wired links in core network

The objective function aims to minimize the capacity, Cp. Therefore, for the set of
possible paths of a session which contain link ¢, the sum of flow on each period h that
pass link £ should be less than the capacity C,. Since the total bandwidth on a link

cannot exceed the capacity of this link, we have considered the following constraint.
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Z Z Qps Tyl zz};"_m + Z Z Aps Myl -T})'gb-WL <G

seSveV uLwe sES veEV pL.wL
Js Is

heH, £=1,2.,m. (523)

As the links are used in uplink and downlink directions therefore the sum of flows

in both directions have been considered.

5.4.5 Capacity of radio links

In the radio link, during each period of time, the total used radio capacity by the sessions
in each direction should be less than the maximum capacity of the base station which
gives service to those sessions. This definition is studied in Section 4.1.4 for the uplink
and downlink directions individually. We also discussed the soft handoff gain which

reduces the necessary radio capacity in the soft handoff cases.

Radio Capacity on the uplink direction

1 + A Z Z (’Ysr Vs zhfg”'-’"' Qi fUL-AL
UL
14
seS rET!ux._m. — + ls_r_s
Tt w

U
Z ’)’s.,. Vs -thUL.RL (]. - SHGUL)'wwf"L-’““n) <L
=4 Y ysry, 1 A8y SHGUL) uL

+
i€ L™, heH (524)

w G

Considering that session s is accepted in soft handoff with two base stations and one of
them is base station ¢ then both cy gy and wy, jung would be equal to one. It means
that the session s contributes in the calculation of the total capacity for the base station
i. Therefore the capacity occupied by the session s ( Cs) would be equal to:
14+ X vk vs bip fUL_n.L x 1

w 1 Yer Vs

W

Cs=
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'y;’rl' Vg bihfgn_u (1 - SHGgL) x1
Vst Vs Tt) (l + Vst Vs SHGIZJL)'
w T w

If the session is accepted in soft handoff with three base stations then we would have

_(1+

wirpnng = 1, therefore the occupied capacity by the session s would be equal to:

142 ’)’g.,{" Vs bihf;"‘-“’- x 1
CS = w 1 UL
=4 Ysr Vs
Tt w

’)’g,l." Vg bihf;ll--lu. (1 - SHGgL) x1
UL 1 UL v SHGUL "
(L4 B =) (o + )

On the other hand, if session s is accepted but not in soft handoff then w;, jong =0

while ;e = 1 and the radio capacity occupied by this session would be equal to:
. 1+ 'Y;J.,{" Vg bihf;JL_nL X1

w L1, %
Tt w

Cs

Obviously, if session s is not taken by the base station ¢ then both cy fom and w;, foraig
would be equal to zero, so this session does not play any role in the total capacity for

the base station 3.

Radio Capacity on the downlink direction

’)’?.,I.‘ Vs (Noam,’i -I— }—D‘f}( Z M + 'u))) bihfnn_:u_s a.,:-,-f;n.ru.

Amg,j

Z Z ( jERing(BS;)
1 + Var VsW

sES TET[DL.RL
L]

n W
U ’)’?rL Vg (Noam,,,- + }—)vf,i( Z :’nm—:'; + 'LU)) (1 — SHG]TJLL) bihf;)l..m. Wir foLRig
_ Z jERing(BS;) ’
Torvswry, , 1 P ysw SHGEE
0 (14 Trpetty (= 4 Tt o 2O
S PBS - Pcon.t

i€ L®, heH. (525)

The same procedures done for the uplink can be applied for the downlink direction to

calculate the occupied capacity by a session in soft handoff or non soft handoff.
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5.4.6 Grade of Service

Zys

%Zl—Bra,p a€A peP. (5.26)

For each group of priority (Gold, Silver) and each kind of application (voice, video-
phone, video streaming, web browsing and mail) there is a threshold on the number of
accepted sessions during the planning time, which depends on the rate of blocking for

flows.

5.4.7 Handshake between a BSC and a base station

Recall that

. xpw  if the base station 7 has been selected for session s
m}wL —
0 otherwise.

The handshake deals with the uplink and downlink flows at the BSC. In the radio link
for each session there is a list of potential base stations which can carry the session. We
call this list L2. These base stations may be connected to a unique or different BSCs.
Nps, is the notation that we use to call the set of potential base stations connected to
BSC}, with fixed and known geographical positions.

The data rate of flow(s) in link(s) of a selected path in the core network would be equal
to the data rate of flow in all links to base station(s) in the radio network. It means that
if we call the flow corresponding to a path in the uplink direction as m};m_m it would
be equal to a:’};,,,_m if base station ¢ and path v are selected to serve session s. The
complexity shows itself in the soft handoff situations where we would have z}gb_w,, equal

to the sum of two or three coming flows of two or three different base stations.

The following constraints show the remedy of this complexity in the uplink and
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downlink directions.

U
(1+Z Z (TL—].)ngL.nLrn) Z IL'})-;:L.WL = Z Z};m.wz. seS, keK,,

n=2rcTyt UEV!kUL.WL i&L?SﬂNBsk
L

(5.27)

74
(1+Z Z ('I’L—].)Zf'?l‘_urn) Z m},‘?L-WL = Z zz}‘;}L_WL s € S, k € Ks.

n=2reTPL vEV;}L_WL iEL,Bbr‘INBsk

(5.28)

Even in the soft handoff case for each session just one and only one path between BSC
and destination will be accepted. The former proposed constraints are not linear, so we

replace them with the following linear constraints:

szfux._wx. < Z m?;u..wt. < Z Z'}UL_WL sE S, ke Ks, S LSBS N NBS“
L L
uEV!"‘;,,__\.,L JELBSNNpg,

(5.29)

Thorw < Thorwm < Thor e se€S, keK, ieLP%nNgg,.
fa fa f, 8 k
UEV;}L_WL jEL,BSﬁNBSk

(5.30)

The constraints (5.29) and (5.30) are, however, not equivalent to (5.27) and (5.28),
so some optimal solutions may not satisfy :1:} = £ if base station 7 and path v are
selected, but it is always possible to construct another optimal solution with same value

that satisfies this equality.



5.4.8 Soft handoff
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In this thesis we have studied only the micro diversity where the potential base stations

which can serve a session in soft handoff are all connected to the same BSC. According

to the definition of zj,, if a session is accepted as a soft handoff then we are going to

have zfr, = 1 if it is a n-way soft handoff, and obviously zf., = 0 when the session is

not a soft handoff or when it is refused.

Therefore we will have:

U
Z Z zf;!L_RLrn S Ys s € S,

n=2reTP

U

Z Z ZfpLRirn <ys s€ES.

n=2recT™

Recalling the definition of ;. if the session is non-soft handoff then
)P I
’iELaBS €T,
If the session is soft handoff with n base stations then

3 ey n

i(-_L?S reTs

(5.31)

(5.32)

(5.33)

(5.34)

Since we should have exactly na;-; variable equal to 1 in the n-way soft handoff, we

propose the following constraints:

U
Ys = Z Z airfyn_nL—Z Z (’I’L—l) Zpunnry s€ S,

i€L33 reTir n=2rcT"

U
Ys = Z Z a,-rﬁn._m—z Z ('n,—l) ZfpLALry sES.

i€ LBS reTPx n=2rcTPt

Recalling the definition of w, ¢, if the session is a n-way soft handoff therefore

§ Wirfn = N,

ieLBs-sH

(5.35)

(5.36)

(5.37)
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but in all cases the 2., would be always equal to one. In order to force this specification

we should satisfy the following constraints:

1
ZfuLRLry = ; Z Wi fUL-Rly reTls, s€8, n=2.,U, (538)
ieL,BS—SH
1
ZfpLatey — — Z Wiy foLALy, rels, s€8 n=2/.U (539)
" ieLps-sh

On the other hand, we should always respect the following relation between the variables

Qir f and Wir fn-

U
Qi 2 Y Wirgpm,  TET,, s€S, ieLBSSH, (5.40)
n=2
U
Qtjp fDLRL > Zwirﬁ"‘-‘“n rels, s€8, i€ LSBS_SH. (541)
n=2

In this level we need a constraint to avoid the appearance of soft handoff between the
potential base stations connected to the different BSC. In order to satisfy this idea the
following constraints should be considered for each session to make sure that potential
base stations which can serve the session in soft handoff are not connected to the same

BSC.

wirf;!l._l\].n -+ wjrfgl._m.n S 1 S TSUL, n= 2, .y U, ’L,] € LSBS'_SH, (542)

Wir foL-RLy + Wip foLiey <1 LIS T.;JLa n=2,.,U 1ij€ LsBS_SH' (543)
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If we consider r; and ny as a subset of r and n then for sure we will have

U
Wi, futitn, + Wir; foLrin, < Z Z (wirfgl._m.n + wjrf;"'-'“'n) <1 (544)

n=2rcTi
It is also obvious that if a session s is accepted in a n-way soft handoff mode there
exists at most one couple (r,n) such that w;, funp, can be non zero.
Therefore if we have

Wir fuLnLy, + Wir furRiy <1, (545)

then,

Wi, futin) + Wir, purmg, = 0. (5.46)

Consequently the inequality (5.44) can be transformed to the following constraint.

U
Z Z (wirf;"-—“’-n +'wjrf;’b-ﬂtn) <1

n=2reTP

s€S, reTM™ n=2.U ij€eLlB5SH BSC;+#BSC;. (547)

With the same reasoning for the downlink direction we have:

U
Z Z (wirffl'-’“n -+ U)j-,-f;)l._nbn) <1

n=2rcTPt

s€S, reT™ n=2.U ijelLlB5SH BSC;# BSC; (548)

5.4.9 Quality of Service: Selection of a RAB on the radio links

A set of discrete values of RABs is considered for each session in uplink and downlink
direction. Hence, in any uplink and downlink flow f on the radio network we must

satisfy for each session s € S:

U
T L = Z 'rt( Z Qtip fULAL — Z(TL — 1) Zf.,-n) s €S, (549)
n=2

reTVL  ieLBs
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U
szLJL — Z 'I‘t( Z ai-,-f;)l..m. - Z(n - 1) Zf,-n) s€S. (5.50)
reTPL  ieLBS n=2
Obviously, z gy~ and zgpn obtain the data rate of RAB r if this RAB is selected.
U
Y. iy — Y (n—1) zpy defines a binary variable which is equal to 1 if RAB 7 is
i€LBs n=2
selected even in soft handoff or non soft handoff and is equal to zero if it is not selected.

Now we should have a constraint which forces the selection of the same base station

both for uplink and downlink.

> appgn= Y opmn  seSie LB (5.51)

reT Tt
As mentioned in Section 4.2 for each application we introduce two different priorities
named Gold and Silver. Obviously, a Gold session has a higher priority than a Silver one.
On the other hand, for each pair of (application, priority) e.g., (web browsing, Gold) in
each direction e.g., (downlink) there is a set of RABs, {r;,r2,...,m,} with n coefficients
Qr1sQ@ryy ooy Qr,, . Coefficient @, represents the rate of (web browsing, Gold) sessions

which should be accepted with RAB number 1 in downlink direction. Considering Table

£ Te er er
Gold | Silver

76.8, 5% 0.6 0.1
76.8, 10% | 0.25 | 0.05
38.4, 5% 0.1 0.6
38.4,10% | 0.05 | 0.25

LW | =

TaB. 5.1: Value of the QoS coefficients for web browsing downlink

5.1 where four different RABs are available we have:

4
> Q=1
=1
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If Y is the total number of accepted (web browsing, Gold) sessions and Y, represents

the number of accepted sessions with the Rab £ then:

4
> Y =Y.
=1

Therefore for RAB 7;
QnY -0V <QnY+1-o,

where o is a parameter in the [0,1) interval.
The idea is to observe that the value of QoS l;,l lies in an interval of length 1 containing
the value of Q;,. The same reasoning applies for the second RAB on the remaining

rd n rd
sessions. Where @, = %zr— then 3 @, = 1. We also assume o = % and
B 1 r=1 B

U
= RL
Qrf Z a,—rf—Z(n—l) Zfrn TET], feEFM™, seSs,
i€ LBs n=2
therefore we will have:
UL [Ta)%| 1 UL
T¢,@,p T¢, QP
——_T;’L,,I Z Z arjf’llb-m. e '2- S 1- —_IT,‘,’“,,i Z a.,.ef;n._m.
N AuL SESHP j=€+1 Z UL seSer
Z Tja,p Tj,0,p
UL |Ta 5! 1
T¢,&,p
S D ot
=P Ayl SESSP j=+1
,Z Tj,a,p
j=t

(ri,re,... ) €T, £=1,...,|T55| -1, a€ A, peP. (552)

a,p’
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|TDL L
rla P T¢,a,p
oY Z Z Qrjforme — 5 3 1- T Z Qr, fpr-ne
sESHP j=0+1 s€Sep
Z QT_—,,G-,P Z QTJ,U.,IJ

D
< aden 3 3 o]

Z DL SESHP j=f+1
£ T5,a,p
j=t

(r1,72,...) €Tppy €=1,...,|T35| -1, a€ A, peP. (553)

Note that the RABs are sorted in the way that the best one is the first. A RAB
71 is said to be better than the RAB ry if ro; < r14. If 79; = 71, then the better RAB
would be the one with less Frame Error Rate.

5.4.10 Activation of a base station

If a base station 7 has been selected for at least one session, we must activate that base
station. The following constraints make sure that base station i is activated if there is
even one o, goi-n which is equal to one.

BS < Z Z Qlir oL 1€ LBS, (554)

seS TETI?L.RL

Y oimem<y®  i€L¥, ses. (5.55)

reTm
As mentioned before there are five different types of applications. All of them may
use the downlink and uplink direction for the same session. Among them just the video
streaming never use the uplink direction. The mail application, however, may use the
uplink or downlink direction one in a time. So we limit the use of the uplink sense of

above constraints just for mail. Recall that ) Qipfor-m = > Qirfu-w, in this
€T o €Ty

case, the 3  ayron will be replaced by Y ajppu-m.
TET!?L TETIEL
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5.5 Bounds and domains of the variables: Summing up

Flow variables on the wired link:

zy €RT ferF s€S.

Duplicated flow variables (caused by soft handoff, or selection of an active BS):
zl € R* f e FY i€ L}, seb.

Flow variables on each link of the wired links:

T} € R* f e F¥, vEeVy, s€S.

Call admission control variables:

ys € {0,1} s€S.

variable for choosing the RAB and base station:

airp € {0,1} feFr i€ LB, ses r € TP or TP
variable for choosing the Path:

Byus € {0,1} feFX, v e Vy, s€S.

Wired capacity variables for the wired link in Core Network:

Cr eR* £=1,2,...,m.

Wired capacity variables for the wired link in Radio Network:

Cry; ERT ie L™,

Active base station variables:

y>s e {0,1} 1 € LBS,

Soft handoff variables:

zgen €{0,1} feF™, reTPor T, n=2,...U, s€S.
Wirfn € {0,1} feF™ (eLPSH reTor TP, n=2,...,U, se€8S.

5.6 Dimensioning mathematical model: Summing up

We sum up below the set of constraints of the anticipative mathematical model as well

as the objective function.

m Tips TiBs
min (wc Z de Ce + w, Z deye; Cops; + WBs Z yfs‘)

=1 i=1 i=1
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Call Admission Control:
VS e S With FS — {fUL_WL, fUL_RL,fDL_WL’fDL_RL}
When the session is CBR:

*(5.2) Tuwn = Py pus provw v € Vimow
*(5.3) Tonw = Py ppow v € Viprw
(5.4) T fuinn = Y biuim
(5.5) T o = Y o

When the session is VBR:

*(56) ﬂvfl;L-WL EfgL-WL < :E’;-yz,.wz. < ,vigL-Wb ﬁf;u..wx. Ve Vf‘:u..wx.
*(5.7) ,vil;b-WL Efgl--w" S m";;)l_wl, S ﬁ,qu;L-WL ﬁffl"w" v E Vf;)L.WL
(58) Ys Eﬁn.m. < T fuL-nu < Ys Zf;u._m.
(5.9) Ys t/_f;n_nn < Zppm < Ys Zﬁ:n_m.
*(5.10) Z By o = Ys
vEVfgL.wx.
*(5.11) Z ﬁvfgl._wl. = Ys
’UEVIEL.WL

Grade of Service

Se
(5.26) %zl—Bra,p a€A, peP



Quality of Service

UL

|TUL
* (5.52) ——oBP

T > }: O‘Tf"““__

SESHP j=0+1
Z Qr]rayp =

Tll P

= |13y

100

UL
1 . Te,@pP

|TUL | Z arcfé“"“

seSarp
Z QTJ &P

“-P
> 3 et

E Qr apsES"vP] ={+1
721G

(Tlar21 ) € TU,;’ £= 1:

DL

|TDL
* (5.53) —— P

1
72| 2 Z Gryfpr Ty S

Z QB , 5
714,

Topl— 1,

a€A, peP

DL
1— T¢,a,p

) D Crypn

sESap
Z er,a,p

Z Zarjfnnu—+——

7'[1’
~ asl S 14
6,p i—f4+1
Z: Ti,0,p *€ =t
j=¢
(Tl,Tz,...)ETf;, £=1, ..,]TDLI—]. a€A, peP
U
—Zairf—Z(n—l)me, rely, feF;~, se8

icLBs n=2
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Radio Link Capacity

U

*(549) zf;!L_RL = Z Tt( Z ai-,-fgn_u - Z(n - 1) Zf;:uu. Tn) LS S

reTVL  ieLBs n=2

*(5.50) Zfon = Z T4( Z Qjp foLRL — Z(n_l zf’”‘""'?‘n) seS

reTPL LB

(551) Z Qi oL = Z Qtjr foLm, seES, 1€ LSBS

reTw reTt
1+/\ ’)’ 1% ik fULRL (Y fULRL
x(5.24) o> L 7 i fiYUL,,"f’
seES TETIULJ\L — 4 st S
Tt w
U _u UL

v. 14 b'h wn (1 — SHGE )w; .

=y e o e ( UL") rf ) < L i€L®™, heH
Ysr' Vs SHGn

1
=y Tty (T 0 SO,

Yor Vs (Noam,,i + %‘/‘( > fmad 4 w)) ik foLAL__g Qljp fOLRL

icRing(BS:) "™
525 S % ( B

YsrVsW
€S re€TipunL — ST
= TR T: + W
U Yor Vs (Noa'm,,i + %'71( > :mT”l + ’UJ)) (1-SHG? )b ik fOLRL Wir fDL-RLy
_ Z j€Ring(BS;) M
YorVswry, 1 Pk ys w SHGEE
14 Jr YsWTey 2
e AT W)

< Pss — Peont iELBS, he H




Wired Link Capacity

Z Z Ahs Myl -’E})';:L.WL + Z Z Qhs Ty E?EL-WL < CZ

*(5.23)

(5.22)

(5.12)

(5.13)

*(5.14)

*(5.15)

*(5.29)

%(5.30)

SES VEV juLwL SES vEV pLwL
!’ f’

heH{=1,2,..,m

> > bingzh <Crp,  hEHic L™
s€S feFy

zj‘fh.wx. = pfpL.wL Z Qi form s€ SCBR’ i€

reTPL
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L2’

l'-iﬁm_wn = pf;ll--WL Z C\!i-,-f;!L.RL s E SCBR, 7 € LSBS

reTVL

Z Tt Qi fuLaL < IE?}:L.W:. <K Z TtQirfuinn 8 € SVBR, S LSBS

reTyL reTVL

0 S_ .’II}EL_WL S Z Ttairf;)L.nL s E SVBR’

reTVL
i § : v § : J
mf;u_wx. < mf;!L_WL < mf;n.wt.
ver“;,L_WL JELBSNNgs,

i€ LBS

s€S, kekK, i€L25nNpgs,

T }EL_WL S Z z’l‘;';)l._wl. S Z m‘}fl._wn

vekaL.WL jELaBSr"NBSk
fs

s€S, keK, ieL?5nNgs,
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sesS
sES
n=2.U
n—=2,.,U
i€ LPS-SH
i€ LBS-sH

Soft handoff
7]
*(5.31) Z Z Zpunign < Ys ses
n=2reTy
U
*(5.32) Z Z ZfpLALrp < ys ses
n=2recTPL
U
*(535) Ys = Z Z Qjp fuLRL — Z Z (TL - 1) ZfuLRLpy
i€ LS reTin n=2reTi
U
*(536) Ys = Z Z Qjp foLAL — Z Z ('I’L - 1) ZfDL-ALyy
ieLps te Tt n=2reTo
1
*(538) ZforLpy = — Z Wir fuLrp T e T:L, sES,
ieLgs-3H
1
*(539) Zfounupn = — Z Wir foLkip, TE TSDL, s€ES§,
" ieLps-sn
U
*(540) Qi fuLaL > Zwi-rfgL_R.Ln T e T;JL’ SES,
n=2
U
*(541) o > Z Wiy foL-RLy T e T:L, sES,
n=2
U
*(547) Z Z (wi-,-f;u..nun +’wj-,-f;m_mn) <1
n=2reT¥"
sES, reT™, n=2.,U ijeL? 5" BSc;+ BSC;
U
*(548) Z Z ('wirff"-'“‘n + wjrﬁal._m.n) <1

n=2rcTp"

s€S, reT™ n=2,.U, i;jelLB% 5% BSC;+# BSC;
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Delay Constraints

* (521) m}EL_WL >

mazr Jmazx
mfm. LfDL +0os
max—transe,rt maT—propa, maz—Ltrait
D?L‘MAX - D DL.WL Y — DfDL_WL 9 DfDI._WL - DTDL.RL
8 3 s 5

Z max(R(r),

reTPL

)ai.,. fpL-AL

seSBR ¢ L?S

Selection of Active Base Stations

#(5.54) Y < Z Z Qir f 1€ L

s€S TGT!EL.RL

#(5.55) S ey <yP  Pi€L®,  ses
TETIEL_RL

5.7 Improved model

The proposed model in [1] has been modified in [40]. The modifications are based
on the following observation: there always exists an optimal solution of the model in
[1] in which the value of bandwidth on the wired links are the smallest possible. Note
that this is not necessarily the case for all optimal solutions since a session that is ac-
tive during a less loaded period may use a greater bandwidth while still satisfying the
capacities of the links. Considering the first case where we have the optimal solution
with the smallest possible bandwidth, we are able to replace some inequality constraints
by equalities. Consequently, the feasibility domain becomes tighter, which results in a
better lower bound for continuous relaxation. This helps in the pruning of the non-
promising branches. Therefore, it gives us the opportunity to obtain feasible solutions

with values that are much closer to the optimal one, i.e. with a better precision.

Based on the same reasoning we have changed the model proposed in this chapter.
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The fact that the potential base stations which can serve a session may be connected to
more than one BSC complicates these changes comparing to [40]. Since the objective
includes minimizing the capacity on the wired links of core network, in the case of VBR
sessions in which the value of bandwidth for the flow f on the wired links lays between
a lower bound and an upper bound we can assign the minimum value of bandwidth, Py
on the wired links in the core network. For instance, in the uplink direction where the
bandwidth on the radio link should be smaller than the bandwidth on wired link we
choose the maximum value between the data rate of the chosen RAB and the minimum
possible value of bandwidth on wired links.

Since in this mathematical model the number of variables and constraints are increasing
compared to [1], these changes are crucial for running the program with big instances
in terms of the number of requested sessions, number of base stations and number of

possible paths for each session.

U
For the CBR sessions, where z}}sc" = Zka:}’ and oy — ZieLg! Cirf — Zz(n —1) zfrn
veV, n=
i
the new constraints are:
Z m’}ﬁf_’tu = pfyLwi Z Oty fuLne s € SCBR, (5.56)
keK, TETIEL_RL
D ahth = pppn Y orppn s € S, (5.57)
keK, TET!?L.RL

arf is a binary variable which is equal to one if RAB r is selected. When the session is
CBR then for each flow f, there is a declared amount of bandwidth on the wired links
called ps. In constraints (5.56) and (5.57) for the session s if the RAB r is selected the
bandwidth on the path which goes through the BSC k is equal to pjy.w and pgouw in

uplink and downlink directions respectively.

For the VBR sessions, by considering the following equations

m?SCk = Z z";‘,

k
vEV!
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U
Qrf = Z Qirf — Z(n— 1) Zfrn,

ieLss n=2
AT [max |
DL = foL foL s
Bs (7‘) — ma‘x(R(Tt)’ DDLMAX _ Dmaa:— transe,rt _ Dma:z:—propag _ Dma:c—trait —Dr )’
s f;}L-WL f?L.WL f‘;)L.WL fEL_H.L
the new constraints are:
:L’};u._w;. — Z maX(Tt,BfUL_WL)C!in;JL_RL i€ L?S’s € SVBR’ (558)
TETfUL_R.L °
L]
x}!nl._WL = Z max(BEL(T),BIDL_WL)a,-Tf’m_u i€ L?S, s € SVBR. (559)
TETIEL.RL

When session s is VBR for each flow f there are a minimum and a maximum of band-
width on the wired links: p, p. In the uplink direction if the session is served by base
station ¢ and r is the selected RAB then m};,b_w,, takes the maximum value between the
data rate, ¢, of RAB r and the minimum bandwidth for the flow f on the wired links. In
the downlink direction, however, referring to Section 4.2.1 the bandwidth on the wired
links should be smaller than the bandwidth on the radio links to prevent the accumu-
lation on the base stations level. Hence, we introduce R(r:), see Table 4.3. Therefore
for the session s if RAB r is chosen, then m}?,,_WL will be equal to the maximum value

between p2*(r) and the minimum bandwidth for the flow f on the wired links.

z?f,f_’;n = Z max(rz, p fUL_WL)ar fuia s € SVPR, (5.60)
keK, T€TpuLu :
Z z‘};;f_’:“ = Z maX(BEL(T)’Bfg’--WL)Ot-,-fgL-nL s € SVER, (5.61)
keK, TET]?L.RL

Having these new constraints in hand, we can remove constraints (5.14) and (5.15).

Constraint (5.21) is dominated by constraint (5.59), therefore it can be removed as well.
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5.7.1 Improved dimensioning mathematical model: Summing Up

We sum up below the set of constraints of the anticipative mathematical model. Only

the modified constraints are displayed.

m Tps Tips
min (wc Z dp Cp + we Z dpys; Cous; + WBS Z y?5>
£=1 i=1 i=1
Call Admission Control:
When the session is CBR, no change: (5.2), (5.3), (5.4), (5.5).
When the session is VBR, no change: (5.6), (5.7), (5.8), (5.9), and also (5.10), (5.11).

Grade of Service:

No change: (5.26).

Quality of Service:

No change: (5.52), (5.53).

Radio Link Capacity:
No change: (5.49), (5.50), (5.51), (5.24), (5.25).



Wired Link Capacity:

(5.23)

(5.22)

(5.12)

(5.13)

(5.56)

(5.57)

(5.58)

(5.59)

(5.60)

(5.61)

(5.29)

(5.30)

Z Z QAhs Myl E}l}m_wn + Z Z Qps Tyl ﬂ??gl..wx. S C[

SES vEV uLwi SES vEV pL.wL
fs f3
he H{¢=1,2,...m

> > bingat <Cipy,  heHi€L™
s€S feFp

:II‘}?L_W,_ = pfprwi Z Qljr foL-RL s € SCBR’ ic LSBS

reTPL
m};n._wL = pf;!L_WL Z airf_;"--m- sE SCBR, ie LSBS
reTVL
C,
Z -T?-;L.‘fw, = pyyLw Z Qp fuLa s € §CBR
keK, TEngL_nL
BSC CER
S5 g Y o scs
keK, TET,gL.m.
z}gn-wb = Z max(ry, p fUL_WL)a":T oL i€ LB s e §VER
3
TET!gL.nL

a:"fg,n_wn = Z max(p7"(r), p fm_WL)air un 1€ LF,s € SVBR

TGTLI!:L_RL
BSC VBR
Tute = E max(rt, p fUL_WL)aT FoLm seS
L]
keK, TrE ijL_RL

BSCy DL VBR
Z mff'-w“ B Z max(ﬂs (’I‘), Ef;)x..wn.)arf?"—u s € S
kEK, T‘ET!EL.RL

E;;;L_WL S Z ztfgn.wn S Z x'};n.WL

vevkaL_WL jEL;BSnNBSk
-

s€ES, keKs, ieLB5nNps,

$1}?L_w1. S_ Z m})';)l..WL < Z z’}gn.wx.

UEVI‘}L_WL JELBSNNps,

s€S, kekK, icLB5nNgs,
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Soft handoff:
No change: (5.31), (5.32), (5.35), (5.36), (5.38), (5.39), (5.40), (5.41), (5.47), (5.48).

Selection of Active Base Stations:

No change: (5.54), (5.55).



Chapter 6

Implementation and Results

The optimization model described in the previous chapters has been implemented in
C++, using the libraries of CPLEX-MIP [41] in order to solve the corresponding mixed

linear program. The implementation has two modules:

» The network and traffic problem generator,

» The variables and constraints of the MIP program.

6.1 Instance generator

The problem generator generates all necessary traflic files for a given problem instance.
The traffic files will be used in order to generate the variables and constraints of a MIP
problem, which will be solved by CPLEX-MIP.

There are some input data as well as a network architecture, which are needed to
generate the traffic files. Essentially the generator first places the base stations uniformly
in a given surface, then places the requested sessions and assigns their beginning and
duration based on a fixed simulation time, as well as their priority, list of possible paths

and their list of potential base stations.
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6.1.1 Network architecture

As mentioned above the network architecture is given for each instance. This file con-
tains the number of BSCs, external nodes and all possible paths between each BSC
and external node. This information does not change during the simulation time and is
mostly used for defining the routing table and set of possible paths for each individual

session.

6.1.2 Simulation space, base stations, base stations in soft handoff and

paths

The length and width of the simulation space are given as input data:

» LONGUEUR_SURFACE,

> LARGEUR_SURFACE.

The number of BSCs can be extracted from the network architecture, Section 6.1.1,
then the simulation space is divided equally between the existed BSCs. In this model
no already existed base station is considered in the surface and we place all the base
stations on this plain surface uniformly. This assumption is important for the capacity
formulas in radio links, Section 4.1.4. The number of base stations is again known from

the beginning of the simulation and is an input data named:

» NBR_STATIONS_POTENTIELLES.

In this distribution each base station is connected to only one BSC, and that is the one
which covers the geographical position of the base station on the simulation surface.

In this context the soft handoff is possible between two or more base stations. In each
simulation we specify the number of base stations involved in soft handoff cases for each

session from the beginning of the simulation.
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> NBR_BS.in_SHO.

Between each pair of origin destination nodes, there may be more that one possible path
which can serve a session. For one session the number of possible paths may be equal
to 4 and for another may be 5. In this thesis for each simulation, a limited number of

paths in multi-routing has been considered.

>» NBR_MULTI_PATH.

Assume that we have considered NBR_MULTI_PATH — 3. For each session, if the
number of possible paths set is more than 3 then only the first three paths in the set of
possible paths will be taken into account. Obviously, when the number of possible paths

set for a session is less than 3, for example is equal to 2, both paths will be considered.

6.1.3 Initial solution

There is the possibility to solve a problem instance starting from a given initial solution.
We can also check the feasibility of a solution obtained by another program. In order to
check this we consider that solution as an initial solution. The feasibility of the initial
solution is first checked and if the result is positive the optimization procedure goes on

with that initial solution.

6.1.4 Simulation planning time

The simulation planning time is an input data and is divided in periods. The number

of periods can be different for each traffic instance. The parameters are:

>» DUREE_PLANIFICATION,

> NBR_PERIODE.
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As seen in Section 4.2.1 the beginning and the finish time of each session coincide with
those of the periods. Note that the number of periods play an important role in the
simulation. Obviously, it will change the length of the periods. The more the number
of the periods are, the shorter the length of the periods become. In addition the more
the number of periods are, the less sessions are in the same period. This reduces the
resource reservation on each period. On the other hand, the number of the periods has
an impact on the number of constraints. More precisely, it has an effect on the following
constraints: (5.24), (5.25), (5.23) and (5.22). Therefore we cannot just increase the
numbers of periods as much as we want, since it influences the size of problem and its

solution time.

6.1.5 Session generation

A session is a connection between two entities and can be of voice, video streaming,
videophone, web browsing or mail type, see Table 6.1. Each of these applications belongs
to one of the fourth class of applications discussed in Chapter 3. The total number of
sessions is known from the beginning of each simulation and is considered as an input

data:

>» NBR_TOTAL_SESSIONS.

For each instance we define the proportion of each type of application. Referring to
[42] we consider two scenarios named scenario A and scenario B. Scenario A considers a
high utilization of multi-media applications while scenario B supports the multi-media
applications as well, but gives a priority to the voice application over the other ones.

We use [42] for the distribution of the sessions among the various applications in
each scenario. Table 6.2 demonstrates the percentage of users per application in both

scenarios.

Scenario is another input data for each traffic instance called:
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At this point, since we know the total number of sessions and the selected scenario,

the model can conclude for the number of sessions for each type of application. Once

Voice Videophone | Video Streaming | Web Browsing Mail

% of user % of user % of user % of user % of user
Priority v v v v v
Type (High/Low) - v v v -
Start of the session Vv Vv v v v
Length of the session v v v v v
Position V4 Vv v v v
Direction (UL/DL) - - DL - DL or UL
Set of potential BSs v v v v v
Set of potential paths v v v v v

TAB. 6.1: Session specifications based on its type of application

Scenario Voice Videophone | Video Streaming | Web Browsing Mail
% of user % of user % of user % of user % of user

A 40% 5% 10% 25% 20%

B 60% 3% 8% 12% 17%

TAB. 6.2: Application utilization by the users

the number of sessions per application is determined, for each session we define the

geographical position, beginning, duration, priority, type (High and Low for video con-

ference, videophone and web browsing), direction for mail (the other types are in both

directions and video streaming is only in downlink), set of possible paths and set of

potential base stations, Table 6.1. For each session we also define a mother-BSC. This

is the BSC which covers the area in which the session is located. However, a session can

be served by a base station connected to a BSC other than its mother-BSC.

In order to specify the priority, type and direction of a session the Bernoulli laws are

used. There are parameters which define the probabilities of generating a Gold session,

a High session and a session in the downlink direction. For instance, if param denotes
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the probability of the uplink direction for a mail session then (7-param) defines the
probability of having a mail session in downlink direction. The choice of direction is
important for the mail sessions, since mail sessions are either uplink or downlink, but
not both.

The session interval times are generated by two distribution laws, exponential for voice,
video streaming and mail applications and lognormal distribution for videophone and
web browsing. Then, the beginning of each session is reset to the beginning of the period

during which the session has been started.

» Exponential distribution describes the distance between the sessions with uniform
distribution in time. The arrival times are based on a Poisson distribution. A is
the parameter for time variable and ;1\- and xlz are the average of interval times

and the variance.

» In lognormal distribution the parameters are the average and the variance as in

the exponential distribution, % for average of intervals and ylz for the variance.

bt : __ number of sessions for an application type .
In both distributions A planning time . Therefore the arrival rate

is fixed during the planning time. In order to calculate the duration of a session we
consider an average duration for each type of applications and we use the exponential

The numerical values

distribution with parameter A = average duration of the application type*

and the parameters used in the program are specified in Tables 6.3, 6.4, 6.5, 6.6 and 6.7

for each type of applications, we use the same than in [1].

Voice Distribution Parameter I Value of the parameter
Arrival time Poisson A Zumber of voloe sessions
Interval times | exponential A pumber of voice sessions
planning time
Duration exponential | Average duration 31 sec
Priority Bernoulli Gold probability 0.7

TAB. 6.3: Parameter values for the voice application
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Videophone | Distribution Parameter Value of the parameter

Interval times lognormal average = % ) = number of videophone sessions ‘;:;:f:g l:fr:: sessions
variance = ;15
Duration exponential | Average duration 180 sec
Priority Bernoulli Gold probability 0.7
Type Bernoulli High probability 0.3

TAB. 6.4: Parameter values for the videophone application

Video streaming | Distribution Parameter Value of the parameter
- . - ber of video streaming sessi
Arrival time Poisson A aumest e ;ll::i;;e;:e" =SEdene
Interval times exponential A number of video streaming sessions ;}:’::;‘:&:L" seasions
Duration exponential | Average duration 180 sec
Priority Bernoulli Gold probability 0.7
Type Bernoulli High probability 0.3

‘TAB. 6.5: Parameter values for the video streaming application

Web browsing | Distribution Parameter Value of the parameter
Interval times | lognormal average = 1 ) — number of web browsing sessions of:l‘ﬁ:x:?:;::; gessions
variance = Xlg'
Duration exponential | Average duration 250 sec
Priority Bernoulli Gold probability 0.5
Type Bernoulli High probability 0.3

TAB. 6.6: Parameter values for the web browsing application

6.1.6 Session position

The geographical positions of the sessions are important in order to specify the mother-
BSC, potential base stations which can give service to the session and consequently the
set of possible paths. The generation of the sessions are homogeneous on all the periods,
since the mobile stations which ask for the same application type at the same period

are placed uniformly on the simulation surface.
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Mail Distribution Parameter Value of the parameter
Arrival time Poisson A number of video mail sesslons :fn‘r’l‘ndl;‘; ’:‘I;’IL““‘““’
Interval times | exponential A ——_"“'"b:l::fﬂ:’;'éi:::‘l""’
Duration exponential Average duration 10 sec
Priority Bernoulli Gold probability 0.5
Direction Bernoulli Downlink probability 0.5

TAB. 6.7: Parameter values for the mail application

6.1.7 Choice of base stations

Once the geographical position of each session is determined, the problem generator
defines a set of potential base stations for each session. We call this set L2® for session
s. The base stations which belong to this set can serve the session s both is soft handoff
and non soft handoff. We divide this set in two subsets. One subset is LE5"# which
cannot serve session s in soft handoff and the other is L25-5" which can serve the session

8 both in soft handoff and non soft handoff. Therefore we have:
[BS — [BSNSH  rBSSH (6 1)
S 8 S M M
The choice of the base stations is based on the distance between each base station and
the session. Two distances are defined as input data:
» DISTANCE_MAXIMUM_SHO dg,,

>» DISTANCE_MAXIMUM_NON_SHO d,,.

The base stations which are located in a circle with radius equal to d,s, around a
session, can serve that session in non soft handoff. These are the base stations which
are relatively close to the session, while the base stations which are located in a circle
with radius equal to ds, around a session, can serve that session both in non soft

handoff and soft handoff. Figure 6.1 illustrates the base stations choice for each session.
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Fic. 6.1: Set of potential base stations for each session

The selected base stations are not necessarily connected to the same BSC. They may
be connected to different BSCs depending on the geographical position of the session.
In the input files the dgp, is fixed to 150 m while the d,g is fixed to 50 m. We make
sure that there is a reasonable number of potential base stations for each session, while
choosing these distances.

For each base station which belongs to L2, the attenuation factor coefficient will be
calculated as well. This coefficient is used in the radio capacity formula in downlink
direction, constraint (5.25). Recalling the formula from Section 4.1.4 we have:

d4
Qs,i = H2hz (6.2)
where a;; is the attenuation factor between the base station ¢ with height h; = 30
meters and the session s with height h; = 2 meters. d represents the distance between

the base station 7 and the session s.
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6.1.8 Choice of paths

For each session, the problem generator defines a set of possible paths from its source
to its destination. The destination is an external node and is randomly chosen for
each session individually. The choice of paths is related to the set of potential base
stations. If all the potential base stations are connected to one BSC, i.e. the mother-
BSC, then only the paths which go through that BSC to the selected external node will
be considered, see Figure 4.5. On the other hand, if there are potential base stations
that are connected to different BSCs other than the mother-BSC, then we have two
types of paths. First the paths which go through those BSCs and reach the selected
external node and second the paths which pass the mother-BSC, see Figure 4.6. Note
that the first path in the set of potential routes will be always a path which go through
the mother-BSC of the session. This restriction has been considered for the cases where
we run the program with only one possible path. The complete description of paths
choice can be found in Section 4.3. The number of potential paths in a set for each
session has an impact on the size of the problem as it directly influences the number of
binary and continuous variables. The greater the number of potential paths the more
binary and continuous variables we will have. Consequently, the problem will be much
harder to be solved. As mentioned before for each instance we set a limit on the number
of paths in multi-routing. While comparing multi and mono-routing we have considered

the value 3 for the NBR_MULTI_PATH.

6.2 Variables and constraints of the MIP program

The problem generator uses the traffic files built by the traffic generator, based on
input data, and creates the constraints and the objective function of the proposed
dimensioning problem. The constraints are generated in a format that can be read by
the CPLEX optimization software. At this point the CPLEX-MIP tries to solve the
problem.

The solution generated by CPLEX-MIP, solution.tzt, which lets us analyze each session
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in terms of the bandwidth, RAB, selected base station, or base stations in case of soft
handoff, and routing paths for uplink and downlink directions. A problem can also be
solved using an initial solution. The values for all variables (binary and continuous) is
then taken from the solution.tzt file and CPLEX-MIP tries to find a better solution.
This helps us to gain better solutions while starting from an initial solution and a less
amount for gap parameter in CPLEX [41].

In this section we discuss the value of parameters used in generating the objective

function and the constraints.

6.2.1 Parameter values in objective function

In this project we aim at minimizing the number of activated base stations in the radio
network and used capacity on the wired links both in core and radio networks. The

objective function is discussed in Section 5.3. The value for each parameter is:

>» wpggs = 500,
> w, =1,
> d; = 1.

When we talk about the costs for the base stations and wired links we mean both the

cost of installation-maintenance and the cost of buying the equipments.

6.2.2 Values for bandwidth of the flow

As mentioned in Section 2.8.4 for each session the value of bandwidth is fixed if it is
a CBR session and lies between an upper bound and lower bound in the case of VBR

session. The values used in this model are described in Tables 6.8, 6.9, 6.10 and 6.11.
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Ps Voice | Videophone | Videophone | Video Streaming | Video Streaming
kbps High Low High Low
ULRL 8 144 64 - -
DL RL 8 144 64 144 32
TAB. 6.8: Bandwidth on radio links for CBR applications
t, Voice | Videophone | Videophone | Video Streaming | Video Streaming
kbps High Low High Low
UL_RL 9.6 153.6 76.8 - -
DL RL 9.6 153.6 76.8 153.6 38.4

TAB. 6.9: Bandwidth on wired links for CBR applications

6.2.3 Set of RABs, values for ratio of signal to noise 7, and Quality

of Service coefficient @), ., per application type

The values for data rate and Frame Error Rate associated to each RAB r, as well as
the ratio of signal energy per bit to noise spectral density v, Section 4.1.4, are taken
from [36], where two different types of users are considered: a pedestrian with channel
speed of 3 km/hr and a vehicular with 30 km/hr channel speed.

The users are considered to be static. Therefore only the values associated with a
pedestrian user in [36} have been used in our model.

The proposition of RAB for the web browsing and mail applications are based on making

the delay constraint realistic. This is not an issue for the other applications, since the

delay constraint is applicable just on VBR applications, Section 4.4.1.

6.2.4 Numerical values for constant parameters in radio capacity for-

mulas

There are several constants used in the radio capacity formulas and their definition
can be found in Section 4.1.4. The numerical values for the constants are taken from

[5]. Note that [5] has studied WCDMA for UMTS networks, therefore the value of
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p,/P, | Web browsing | Web browsing | Mail
kbps High Low
UL_RL 10/25 8/15 10/300
DL_RL 100/400 20/150 10/300

TAB. 6.10: Bandwidth on radio links for VBR applications

t,/ts Web browsing | Web browsing Mail
kbps High Low
UL_RL 9.6/307.2 9.6/307.2 9.6/153.6
DL_RL 9.6/307.2 9.6/307.2 9.6/153.6

TAB. 6.11: Bandwidth on wired links for VBR. applications

bandwidth used in our experiments has been changed to the bandwidth for CDMA2000.

The ratio of 3 Z:—‘: depends on the six base stations around the BSp. These
i€Ring(BSp)
| Parameter I Recommended value
W 1.25 Mhz
A 55%
vy 0.67 for voice sessions (speech)
1.0 for other sessions (data)
Pos 20 Watts
Peont 4 Watts = 20% Pes
w 0.4
SHG,, 45% which corresponds to a gain of 3.5 db
SHGhy, 45%
Ly, 60%
N, 1.2589107%° W/Hz

TAB. 6.12: Parameter values for capacity formulas

Qgs,0
As,i

base stations are not known at the beginning. Therefore the value of

2
i€Ring(BSy)
cannot be known either. In [35] the average ratio of E[Z—i-'-?] is equal to 0.117. We take

the same value and consider 0.117 = *- where ay is the attenuation factor for a mobile
8,7
station which its serving base station is placed around the cell’s radius far from the

mobile station. As the same value should be considered for all the six neighbor base
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stations around the BSy we have:

050 0117

ic Ring(BSo) 5
Since the Ny X a,; is negligible in the downlink radio capacity formula, this approxi-
mation is taken into account in order to keep the relation between the radio capacity
in the downlink and the position of sessions. The attenuation factor, as; between the
mobile station 7 and the base station s can be calculated based on the distance between
them. The distance is also a known value from the beginning which is calculated in

traffic generator files.

6.2.5 Numerical values for constant parameters in delay formulas

Recalling from Section 4.4.1, the delay constraint applies for the VBR applications in
the downlink direction. Table 6.13 provides the values for the parameters used in the

delay constraint formula.

Parameters Web browsing | Web browsing Mail
High Low

L5 1460 byte 1460 byte 1460 byte

Lyorw 800 byte 800 byte 800 byte

o, 1460 byte 1460 byte 1460 byte
Propagation time/link 20 ms 20 ms 20 ms
Transmission delay/node 10 ms 10 ms 10 ms
Dormax 2s 5s 10s

TAB. 6.13: Value of parameters in delay formula

6.3 Network topology
In the network topology, the BSCs, external nodes and the wired links which connect
the BSCs to external nodes are considered. We do not mention the wired links between

the base stations and their corresponding BSCs, since those links will not be used unless
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the base station has been activated to serve at least one session. We assume that there
is no activated base station in the beginning of the simulation. The used topology in
this study is illustrated in Figure 6.2. This topology is called Network 02 in the whole
chapter.

The specifications of this network topology are:

BSC 1 BSC2

Fi1G. 6.2: Topology of the network

» Core network: 9 intermediates node and 18 wired links.
» Radio network: 2 BSCs and 2 wired links.

» FEach path contains 4 links. When the serving base station of a session is chosen

a link will be added to this path.

6.4 Definition of instances

In this study we have considered six different instances to compare the obtained ob-
jective values for the dimensioning of 3G networks in mono-routing and multi-routing.

Fach instance shows the number of potential base stations, number of sessions, network
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architecture, scenario and the applied application or applications in each particular
simulation. For example, an instance is named “02 : 30 — 200B.31” means that the
network architecture is of type Network 02, number of potential base stations is equal
to 30, number of requested sessions is equal to 200 while all applications have been
considered with scenario B. The instance “02 : 30 — 300B8.28” means that this instance
is again based on Network 02 topology while we have 30 potential base stations. The
total number of sessions is 300 but we do not consider all applications. Here 28 means
that we consider voice, web browsing, mail and videophone. In addition the number of
sessions of each kind of application is calculated based on scenaric B. For all instances,
the soft handoff distance is equal to 150 meters. It means that the base stations which
are located in 150 meters from the session can serve that in soft handoff and non soft
handoff. Table 6.14 and Table 6.15 illustrate the instances used in this thesis. They
contain different parameters of the instances, particularly the proposed RAB (data rate
and FER) for each application and the proposed demanded Grade of Service for Gold

and Silver priorities.

6.5 Optimization procedure: CPLEX

In order to solve the MIP problem of the model we use CPLEX-MIP, a software pre-
sented by ILOG [43] which solves linear and mixed-integer problems. CPLEX-MIP
uses some parameters to solve the optimization problems. These are the parameters
that can be personalized by each user for each individual problem and their function-
ality are explained in [41]. CPLEX-MIP uses a branch and cut algorithm where the
problem is divided in different integer subproblems. CPLEX generates a branching tree.
The root of this tree is the LP relaxation of the mixed-integer problem and each linear
subproblem is a node of this tree.

The optimization procedure also uses cuts. Cuts are the added constraints to the model
in order to eliminate some non-integer solutions. It happens when there are one or more

fractional variables in the solution to the relaxation. The cuts also help to reduce the
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number of branches along the tree to solve a problem.

If even after using cuts, the solution of the relaxation has still one or more fractional-
valued integer variables, then CPLEX generates two new subproblems by branching on
a fractional value with more restrictive bounds on the branching variable.

For instance in a minimization problem, the optimal solution of the continuous relax-

Value of optimal solution= S§2
Upper bound = U2

Value of optimal solution= S4

S4>102

Fi1G. 6.3: Branching tree

ation represents a lower bound for the optimal integer solution in which all the binary
variables are equal to 0 or 1. Then the problem will be divided in two subproblems
using a binary variable that is fixed either to 0 or 1. At this point CPLEX tries to solve
the continuous relaxations of the subproblems. The result may be an integer solution,
an infeasible solution or a fractional solution. In the last case, the process is repeated
either by going deeper in the branching scheme or by jumping up in the tree. If the
solution is integer the objective value defines an upper bound on the optimal value.
This upper bound is compared with the incumbent one that is updated if necessary and
the procedure continues on another branch. We can ignore a subtree if the obtained

optimal solution on that subtree is greater than the incumbent value.
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Figure 6.3 illustrates an example. The value of optimal solution on node N4, (S4) is
greater than the obtained upper bound on node N2, (U2) therefore we do not consider
the children of node N4.

There are certain parameters by which we can control the branching scheme. The

parameters taken in this study and their values are described in Table 6.16

6.6 Multi-routing profit over mono-routing

We expect to reduce significantly the value of the objective function when we consider
several potential paths for each pair of source and destination nodes. This is what we
call the profit of multi-routing over mono-routing. The proposed multi-routing strategy
in this study with a set of potential paths for each session can help to accept real-time
applications while satisfying their demanded QoS and reduce the usage of the resources
in core and radio networks at the same time. The need of real-time applications to a high
amount of bandwidth and their sensibility to transmission delay are the factors which
make them more demanded comparing to the non-real-time applications. Therefore
considering different paths instead of one path can help to reduce the used capacity
even when the real-time applications are involved.

Here comes a small example which can illustrate the multi-routing profit over mono-
routing. Assume that Figure 6.4 is a part of a core network where Ez, and Ezy are
external nodes. During the first period BSCs tries to communicate with external node
E'zy and during the second period BSC) tries to contact Ez;. In mono-routing where
the available path from BSCj to Ez; is the path “1” and the available path from
BSC, to Ex3 is the path “4”, eight links are used and the capacity of all eight links are
considered in the objective function.

On the other hand, in multi-routing we have a set of potential paths for each pair
of source and destination nodes. In this example between BSC; and Fz, the set
of potential paths is A={1,2} and between BSC; and Ez, this set will be equal to
B={3,4}. Therefore in order to minimize the value of objective function the optimization

procedure takes path 2 from the set A and path 3 from the set B. In this case the number



CPLEX parameter

Used Value

Description and default value

IloCplex::Cliques

2

-1 Do not generate clique cuts

0 Automatically determined

1 Generate clique cuts moderately
2 Generate clique cuts aggressively
Default: 0

IloCplex::Covers

-1 Do not generate cover cuts

0 Automatically determined

1 Generate cover cuts moderately
2 Generate cover cuts aggressively

Default: 0

IloCplex::GUBCovers

-1 Do not generate GUB cuts

0 Automatically determined

1 Generate GUB cuts moderately
2 Generate GUB cuts aggressively
Default: 0

IloCplex::NodeSel

0 Depth-first search

1 Best-bound search

2 Best-estimate search

3 Alternative best-estimate search
Default: 1

IloCplex::VarSel

-1 Branch on variable with minimum infeasibility
0 Branch variable automatically selected

1 Branch on variable with maximum infeasibility
2 Branch based on pseudo costs

3 Strong branching

4 Branch based on pseudo reduced costs

Default: 0

IloCplex::BrDir

-1 Down branch selected first
0 Automatically determined
1 Up branch selected first
Default: 0

IloCplex::EpAGap

different for each instance

Any positive number

Default: 1e-06

IloCplex::EpGap

different for each instance

Any number between 0 and 1

Default: le-04
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TAB. 6.16: Value of CPLEX parameters



131

Ex 1 Ex 2

FiG. 6.4: An Example of core network

of used link reduces to seven.
This is the behavior that we expect from the optimization procedure, Figure 6.5.

Ex1 Ex2

Mono-routing Multl-routing

FiG. 6.5: Comparing mono-routing and multi-routing

6.7 LP value, best integer value and validation of the nu-

merical results

The optimal value is the obtained value when the CPLEX parameters “EPGAP” and

“EPAGAP” are equal to zero. If we consider a greater value than zero for these param-
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eters, two values will be obtained. One as best integer value and the other as LP value.

The optimal value lays between these two values.

LP value < Optimal value < Best integer value.

The smaller the gap parameters the closer the best integer value is to the optimal value.
To make sure the profit of multi-routing over mono-routing, we consider the intervals
of [LP value mono, best integer mono| and [LP value multi, best integer multi]. If there
is no overlap between these intervals we can claim clearly a profit for the multi-routing

strategy, Figure 6.6.

Best integer value multi < LP value mono.

— — JR— .—J
LP muiti LP mono Bestinteger Best Integer
multl mono
L ] L 1
LP muld Best Integer LP mono Best integer
mult mono

Fi1G. 6.6: Comparing the LP and best integer values in mono and multi-routing

6.8 Numerical results

6.8.1 Impact of multi-routing

In this thesis we have first studied the profit of multi-routing over mono-routing for

all instances described in Table 6.14 and Table 6.15. The results presented in Table
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Instance SHO Number | Demanded | BS | Sessions | Capacity | Objective LP
Distance | of Paths Gap value value
1 02:30-200B.31 150 1 5% 13 158 28476.8 34976.8 33264.7
2 02:30-200B.31 150 3 5% i2 158 27371.2 33371.2 31362.17
3 | 02:30-200B.28 150 1 1% 8 129 18924.8 22924.8 22708.1
4 02:30-200B.28 150 3 1% 8 129 18386.8 22396.8 22168.1
5 02:30-200B.8 150 1 0.05% 8 108 17116.8 21116.8 21103.8
6 02:30-200B.8 150 3 3% 8 108 16816 208116 19968.9
7 | 02:30-300B.31 150 1 10% 17 235 38620.8 47120.8 42543.8
8 | 02:30-300B.31 150 3 10% 16 235 36720 44720 40884
9 02:30-300B.28 150 1 10% 14 200 31200 38200 34525.7
10 | 02:30-300B.28 150 3 10% 13 194 30388 36888 33458
11 | 02:30-400B.21 150 1 10 % 15 210 31836.8 39336.8 35549
12 | 02:30-400B.21 150 3 10% 14 210 31334.4 38334.4 34122

TAB. 6.17: Comparing results when number of periods is 6

6.17 are obtained when the simulation time is divided in six periods. For all instances
we can observe the profit of multi-routing over mono-routing looking at the objective
values. Especially for two pairs of instances, number (3,4) and (5,6), in which we were
able to run with relatively small gaps, there is no overlap between the best integer of
multi-routing and the LP of mono-routing values, Section 6.7. If we go on solving the
problem with a smaller gap (1e-06, 1e-04) then the LP and best integer values of mono-
routing get closer and the LP value of multi-routing approaches the best integer value
of multi-routing as well.

We can also note a decrease in the number of activated base stations in multi-routing
compared to mono-routing. As it can be seen in pairs (1,2), (7,8), (9,10) and (11,12) the
number of activated base stations decreases when we consider a set of potential paths

instead of just the shortest path.

6.8.2 Impact of the number of periods

In order to evaluate the impact of the number of periods on the dimensioning we have

increased the number of periods during the planning time. The new value for the num-
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ber of periods is 10. Table 6.18 illustrates the obtained results for the three different
instances. By comparing the results in Table 6.18 and Table 6.17 we notice a reduction

in the value of the objective function.

Instance SHO Number | Demanded | BS | Sessions | Capacity | Objective LP

Distance | of Paths Gap value value

1 | 02:30-200B.31 150 1 5% 13 158 26946.4 33466.4 31650.14

2 | 02:30-200B.31 150 3 5% 12 158 26376 32376 30727.68

5 02:30-200B.8 150 1 0.005% 8 108 16870.4 20870.4 20546.34

6 | 02:30-200B.8 150 3 0.005% 8 109 16491.2 20491.2 20385

7 | 02:30-300B.31 150 1 10% 16 235 37686.4 43686.4 41580

8 | 02:30-300B.31 150 3 10% 16 235 35512 43512 39078.2

TAB. 6.18: Comparing results when number of periods is 10

We can justify this result by a small example. In Figure 6.7 we have considered a
planning time first divided in 6 periods and then divided in 10 periods. The same ses-
sions with same duration and beginning time are shown in both cases. Considering the
first instance which has a duration equal to 5.8 seconds started on time 0:0, according
to Section 4.2.1, when the total number of periods in the planning time is equal to 6, the
resources are reserved for this session till the end of the second period. It means that
this session reserves the resources for about 10 units of time. On the contrary, when
the total number of periods during the planning time is 10, then the same session with
the same duration and beginning time reserves the resources till the end of the second
period among the 10 periods. It means that the same session but in the planning time
divided in 10 periods reserves the resources for only 6 units of time. For the second
session with a duration of 11 seconds, starting on 0:99 time, the resources are reserved
all along the 3 first periods which corresponds to 15 units of time in the first case.
While, in the second case where we have 10 periods the reservation take place during
12 units of time. The resource reservation for these sessions in 6 periods and 10 periods
are illustrated in Figure 6.8.

In the case where we have divided the planning time in 6 periods there is an overlap

between the first and third sessions in the use of resources. While the same two sessions
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Fic. 6.7: Comparing sessions in 6 and 10 periods

do not have any overlap when we divide the planning time in 10 periods. It can be
seen that, when we divide the planning time in 10 periods the resource reservation is
less during the life of a session comparing to 6 periods. On the other hand, we are not
allowed to increase the number of periods just to reduce the resource reservations as it

has an impact on solving time of the problem, Section 6.1.
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F1G. 6.8: Impact of increasing the number of periods during a planning time

Impact of the session length

In this section we study the impact of the session length on the dimensioning. We

consider the same traffic files while the length of each session is divided by two, and a

planning time which is divided in 10 periods. The shorter a session the less resources it

reserves during the planning time. Table 6.19 illustrates that the values of the objective

function decrease comparing to the values with the same number of periods in Table

6.18.
Instance SHO Number | Demanded | BS | Sessions | Capacity | Objective LP
Distance | of Paths Gap Value value

1 | 02:30-200B.31 150 1 5% 12 159 23779.2 29779.2 28266.5
2 | 02:30-200B.31 150 3 5% 11 158 231104.4 28610.4 27270.9
5 | 02:30-200B.8 150 1 0.005% 8 108 15536 19536 18959.05
6 | 02:30-200B.8 150 3 0.005% 7 108 15361.6 18861.6 18792.41
7 | 02:30-300B.31 150 1 10% 16 235 30764.8 38764.8 34971.9
8 | 02:30-300B.31 150 3 10% 15 235 29097.6 36597.6 33228.9

TAB. 6.19: Comparing results for the impact of sessions length

As it can be seen in pair instance (5,6) not only we have a multi-routing profit with

respect to the capacity of the wired links, but also the multi-routing has an impact

on the number of activated base stations. Note that for this pair of instances there

is no overlap between the best integer value in multi-routing and LP value in mono-
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routing, Section 6.7. When we solve the problem with only one path which is also the
shortest path, for serving instance 02:30-200B.8 the optimization procedure chooses 8
base stations among 30 potential base stations. While, for the same instance, this time
with maximum three different paths, the optimization procedure chooses and activates

7 base stations.

6.8.4 Grade of Service

The proposed model respects the overall Grade of Service by accepting the demanded
proportion of sessions in each type and priority of application during the planning time.
This has been discussed in Section 5.4.6 where we have considered a blocking rate for
different priorities (Gold and Silver) in each type of application. This blocking rate is
global. It may happens that the blocking rate be violated during some periods while
the global Grade of Service is obtained.

For instance, if we have been asked to accept at least 90% of the Gold voice sessions,
it means that, at the end of the simulation time if we had 100 demanded Gold voice
sessions we have to accept at least 90 of them.

For a traffic instance with 200 sessions of different types of application, when the plan-
ning time is divided in 10 periods, Table 6.20 illustrates the demanded and the obtained
global Grade of Service.

The call admission control in this model is anticipative, therefore for accepting or

Gold Silver
Demanded GoS % | Obtained GoS % | Demanded GoS % | Obtained GoS %
Voice 95 97 80 90.66
Videophone 80 80 60 60
Video streaming 80 83.3 60 72.72
Web browsing 80 88 60 63.63
Mail 90 91.66 70 77

TAB. 6.20: Demanded and obtained GoS for all applications

rejecting a session it considers the traffic profile on the whole planning time and even
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the model may refuse a session while there is enough available resources to satisfy that
session. This happens when the model has to accept another session with higher pri-
ority. Table 6.21 shows the number of demanded and accepted Gold and Silver voice
sessions for the traffic instance with 200 sessions.

Based on this table, Figure 6.9 illustrates the functionality of the applied anticipative
call admission control in details for each ten periods individually during the planning
time for the voice application. The Grade of Service during a period is the rate of the
accepted sessions which ask the service during that period.

The voice application has been chosen as we have new sessions asking for service in

Pi1|{P2 | P3|P4|P5|P6|P7|P8|P9| P10
Demanded Voice Gold 7 3 2 5 5 4 4 1 - 3
Accepted Voice Gold 7 3 5 5 4 4 1 - 3
Demanded Voice Silver | 8 5 7 9 8 |12 11| 4 10| 11
Accepted Voice Silver 6 5 5 8 3 7 (110] 4 10| 11

TAB. 6.21: Demanded and accepted number of voice sessions in each period

each period. Considering the Gold curve, there is a break in the curve during the third
period while the model tries to compensate this by accepting more sessions over next
periods in order to not violate the 95% demanded GoS. On the Silver curve, the break
has happened during the fifth period and after that the model has tried to reach itself to
the 100%. In this way the model will not violate the demanded GoS for Silver sessions
as well.

This behavior has been expected with the anticipative call admission control and the
proposed objective function. The objective function aims at minimizing the resources,
Hence it tries to accept as less sessions as possible, but it has no choice but satisfying
the overall GoS.

The model has also considered the global GoS just to save the resources. If we force the
system to accept 95% of Gold voices in each period then during the periods in which
we have just 2 demanded sessions the system has no choice but accepting both of them.
While it may sacrifice other Gold sessions, from other applications, because of lack of

resources. Even in some cases we may not be able to solve the optimization problem.
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Fic. 6.9: Obtained GoS during each period for the voice application

On the contrary, we can consider a lower bound for each period as well. This will satisfy
not only the overall Grade of service but also a lower bound on the Grade of Service

during each individual period.

6.8.5 Conclusion

In this chapter we went through the steps taken since the mathematical model formu-
lation which lead us to the obtained results. The various features of the program both
in generating the traffic and generating the constraints have been explained in details.
We also gave the values of the parameters used in the program and test the model with
different instances under different conditions.

We sacrifice the number of constraints and variables in order to have a linear problem
solved by CPLEX-MIP. As shown in Section 6.8 we were able to solve problem instances
with up to 400 sessions and 30 potential base stations with a maximum of 3 different
paths between each pair of source and destination on a surface of 400 m to 500 m.

In a planning time divided in 6 periods, we were able to show the profit of multi-routing



140

over mono-routing. The obtained dimensioning results illustrates that the model in
multi-routing case reduces the used capacity of the wired links both in core and radio
networks and the number of activated base stations in the radio network for the same
number of accepted sessions.

Comparing the results of the same instances but with different number of periods dur-
ing the planning time shows that the number of periods has an impact on the objective
function. The more the number of periods the better the objective value. The impact
of sessions length has been studied as well. The results show that not only the profit of
multi-routing over mono-routing has been positive but also that the objective function

decreases when the length of the sessions is divided by 2.



Chapter 7

Conclusion and Perspectives

The focus of this thesis was on the definition of an optimization model for the dimen-
sioning of third generation networks while considering a multi versus a mono routing
path policy. The study started from the model developed in C. Voisin M.Sc. thesis [1],
made several improvements with respect to e.g., the traffic generator, the soft handoff
features, the set of potential base stations for each session, QoS constraints, ... and gen-
eralized it for multi-routing strategies. The initial model included several mechanisms
for satisfying the Quality of Service for each type of applications: an anticipative call
admission control, a scheduling policy and a routing strategy based on a unique path
for each source and destination pair of nodes. It was also integrating different kind of
services and considered each session individually.

In this M.Sc. thesis, the whole study aimed to satisfy an objective function which
concerns minimizing the dimensioning costs expressed by the number of activated base
stations and the capacity of the wired links both in core and radio networks. In other

words, it targets a minimum usage of radio and wired resources.

For this purpose the following steps have been followed:

» The future 3G networks and the multi-service traffic have been studied in order
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to model the core and radio networks, define the multimedia sessions with their

demands and achieve an end-to-end quality of service.

» The dimensioning strategy considers the radio and wired part resources and chooses
the best path to serve each accepted session based on an anticipative call admission

control policy.

» The mathematical model corresponds to a linear mixed optimization problem

solved using the CPLEX-MIP libraries of ILOG.

» Both the traffic generator and optimization tools, have been implemented using
C++. The optimization tools include formatting the objective function, the set of
constraints for solving the optimization model with CPLEX-MIP. The branching
and exploration strategies have been adopted for solving each optimization prob-
lem on the CPLEX-MIP using the various parameters and options available in the

CPLEX solver.

» Considering a network topology the dimensioning model has been used on different
traffic instances to observe the impact of multi-routing over mono-routing on the

use of the radio and wired resources.

Based on the obtained results we conclude:

» Comparing the results on mono-routing and multi-routing we can observe the
profit of multi-routing in terms of used capacity on the wired links: this can be
deduced based on the obtained results in Table 6.17 when the planning time is
divided in 6 periods. Referring to the reasoning on Section 6.7 we can claim clearly
a profit for the multi-routing strategy, see the third, fourth, fifth and sixth rows
of Table 6.17.

» We can also observe the impact of multi-routing on the number of activated base
stations: on fifth and sixth rows of Table 6.19 while the mono-routing LP value
is bigger than multi-routing objective value we can observe the impact of multi-

routing on the number of activated base stations.
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» The results also show that the number of periods during the planning time influ-
ences the objective function and consequently the dimensioning of the multi-media
network. This is based on the explanation in Section 6.8.2 and the obtained results
in Table 6.17 and Table 6.18. For instance, comparing the first two rows in both
tables we observe that the objective values when the planning time is divided in
10 periods are smaller than the objective values when the planning time is divided

in 6 periods.

» The length of a session has an impact on the dimensioning, as it influences the
reservation and ultimately use of the resources during the life time of the session.
Considering two sessions with different lengths, the one with the shorter life time
will be activated during a smaller number of periods. Consequently, comparing
to the longer session its resource reservation will be less. This can also be seen in

Tables 6.17, 6.18 and 6.19.

» The requested Grade of Service for each priority of application types has been
respected all along the planning time. The objective function minimizes the use
of the resources, therefore it tries to accept as less sessions as possible, while

satisfying the Grade of Service.

» The results are meaningful even with the medium size network topology used in
the computational experiments. If we change it to a network topology with more
choice of paths for each pair of source and destination, the gain of multi-routing

will appear even more positive.

As in any other model, some assumptions have been made:

» The traffic has been assumed homogeneous during the planning time on the ge-
ographical surface, while in the real life the traffic varies during a day. This also
causes difficulties when the geographical surface is vast or if the planning time

becomes longer.

» The temporal sequencing considered for each session leads us to an over-estimation
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of the session duration. In this model we reserve the resources for each session

along more time than its real duration.

» The mobile stations are assumed to be fixed during the demands for a session:

this prevents from the modeling of hand off for the mobile users.

» We have also considered that base stations are placed uniformly on the geograph-
ical space of simulation. Indeed this assumption of uniform positions of the base
stations in the geographical space was due to the radio capacity formula that we

used.

Future work:

> It could be interesting to consider a more complex network topology with more
path choices for each pair of source and destination nodes. Meantime we should
pay attention to the number of variables and constraints too, as it has an impact

on the solution time of the mathematical program.

» The Call Admission Control used in this model is anticipative, which let us to
evaluate the optimal utilization of the network. This policy helps more to satisfy
the objective function than playing the real role of Call Admission Control. A
Casual Call Admission Control with mono-routing, which takes into account just
the current sessions in a period, has been developed in [2] where the results of
the two models are compared. Comparing the results of these two call admission

control policies in multi-routing and mono-routing would be interesting.

» Moves of the mobile station is another issue which can be studied in the dimension-

ing of the 3G networks. This will automatically lead us to dynamic multi-routing.

>» A lower bound for the Grade of Service can be considered during each period for
all type of applications, instead of a global GoS. Hence, we reduce the ups and

downs of GoS during each period.
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» A non homogeneous traffic is much realistic, therefore work can be done on radio
capacity formulas for multi-services in order to adapt that to non homogeneous

traffic.
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Appendix A

Leaky bucket

Leaky bucket is a popular scheme for traffic shaping in order to reduce the burstiness.
The basic idea is to assign a bucket to each flow. Figure (A.1) shows a simple and clear
idea of this mechanism.

Data is placed in a potentially infinite buffer on the left, while tokens are generated and
placed in a bucket of size B at rate ». Means that there is no bound on the number of
packets but the bucket contains at most B bits worth of tokens. To transmit a packet
queued in the buffer, the regulator must first remove a number of tokens from the bucket
corresponding to the packet size. This will make sure that a flow will never send faster
than r worth of packets per second. It also guarantees that in an interval ¢ the long
term transmission rate is at most r.

The end to end delay bound, for a leaky bucket constrained session s computed as

Bufior ol Date Pachats Packats 15 Notwork.

Fic. A.1: Leaky Bucket
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follow:

P
Bs (Ps - l)ls = lma:c
Dy = = +2—22 4y 2 Al
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Where g; is session s guaranteed rate and should not be less than the r; which is the
average token bucket rate, l; is the maximum packet length of session s, I, is the
maximum packet length in the network, P; the number of hops in the path and w,, is

the total bandwidth for the m-th hop.



Appendix B

Selective Repeat Protocol

Selective Report error recovering protocol is a procedure to transmit the damaged or
missed frames on radio links and provides reliability. Frames are numbered in this pro-
tocol. This specification helps to keep the frames in order. The protocol uses NAKs
( Negative Acknowledgment) for damaged and lost frames. Selective Repeat has two
windows, one for sending and one for receiving parts. The sending window defines which
frames are outstanding. However the sent frames would be kept in receiving windows.
The frames are buffered until their predecessors arrive. That is why the size of memory
in receiving part should be big enough to keep the frames.

When an out of order frame arrives, the protocol detects a damaged or missed frame
and send a NAK for the missed frame. The NAK notifies the sender of the loss. At
this point the sender will stop sending the frames in order, and will resend the frame
specified by NAK.

We consider a transmission time for each frame even the NAKs. Therefore if we ignore
the queuing time of a frame, the delay will be equal to the sum of NAK and retransmis-
sion times. The lost of the the retransmitted frames happen in radio network. In these
cases the protocol will wait a certain amount of time to send a second NAK. In this
study we have calculated the average time of transmission of a frame when maximum

three retransmissions are needed.
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B.1 Average time of transmission

— Tframe : Time of transmission of a frame
— Dtrensmission—radio . The gyerage time of transmission of a frame

- D’fcr ame - Delay time of a frame when k transmission is done

— Tnac: Time between two consecutive NAK frames

P : The probability that a frame is in error with the selected RAB. We call this FER

The probability that & transmission attempts are needed to successfully transmit a

frame is:

Pk = Pk-lx (1-P) (B.1)
The average transmission time when maximum three retransmission is needed will be:

4
Dtransmission—'radio = Z Pk X D}crame‘ (B2)
k=1

Therefore we will have:

Dtransm":ss’im_radio = Pl X D}rame + P2 X D?ra.me + P3 X DST‘G.TTIE + P4 X D%rame) (B'B)

Dt’ra.nsmissicm—radio — (1 _ FER) X Tframe
+FER x (1= FER) X 3 X Ttrqme
+ FER?*x (1 — FER) x 3 X Tframe X T ac

+ FER? x (1 — FER) x 3 X Tframe X 2 X Tnac, (B.4)

If we consider Tivac = 2 X Tframe +60 with Tyrgme = 100 ms we will have Tiyac = 260

FER Dradio —Llransmission

TEER
0.5% | 101.01 ms
1% 102 ms

2% 104.11 ms
5% 110.68 ms
10% | 122.78 ms
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ms. Based on this information the average transmission time with different Frame Error

Rate is calculated in the following. The Drodio—transmission jg yged in the delay formula

TFER

in Chapter 4.






