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Abstract

Cross-Language Information Retrieval (CLIR) aims to retrieve relevant document written

in one language with a query written in another language. In addition to the common

problems in monolingual information retrieval, query translation is crucial for CLIR. One

of the approaches for query translation is the one that uses statistical translation models

trained on a large set of parallel texts (a parallel corpus). Good retrieval results have been

obtained using such an approach. However, for many languages, there is no large parallel

corpus for model training. A recent research project has successfully constructed an

automatic mining system - PTMiner - that mines parallel Web pages automatically.

Several large sets of parallel texts have been obtained with this system, among them, a

Chinese-English corpus.

However, the Web pages automatically mined are not always parallel. Their parallelism

is far less perfect than manually constructed parallel corpora such as Canadian Hansards.

As a conséquence, the translation model trained from such raw corpus has poorer

translation accuracy and leads to lower performance when used in CLIR. The current

thesis studies the problem of how to improve the translation models, as well as the CLIR

perfonnance, by an additional filtering process on the parallel Web pages provided by

PTMiner. Our study focuses on the Chinese-English case. However, this approach can

also be applied to other language pairs.

u

The principle we use in the filtering process is based on the observation that non-parallel

Web pages usually are ill-aligned. There is a large proportion of empty sentence

alignments in them, i.e. the sentences that have no corresponding sentence in the other

language. Therefore, a threshold is set on this proportion to filter out likely unparallel

pairs of Web pages.
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In addition, we also suggest several methods to improve the accuracy of sentence

alignment, namely, by enhancing the correspondence of pairs of sentences whose length

ratio is close to the standard length ratio of the two languages, the consideration of known

translations that are stored in a bilingual dictionary. These approaches have brought

some improvements to the parallelism of the corpus.

Three series of experiments have been conducted to test the filtering process. The first

series examines the parallelism of the corpus after the filtering process; the second the

translation accuracy of the resulting translation models; and the third examines CLIR

performance. It is shown that the approach we suggest is effective. We have been able to

create a cleaned corpus that results in more accurate translations (91.50% for Chinese-

English, 87.50% for English-Chinese) and higher CUR performance (28.11% for

Chinese-English, 26.01% for English-Chinese). As the methods used in the filtering

process are language independent, this method can also be used to other language pairs

(possibly with some different values for parameters).

This study further confirms that automatically mined parallel Web pages are valuable

resources for CLIR.

Key Word: Cross Language Infonnation Retrieval, text corpus filtering, sentence

alignment.

u
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Résumé

La Recherche d'information Translinguistique (RFT) vise à retrouver les documents

pertinents écrits en une langue à partir d'une requête écrite en une autre langue. A part les

problèmes communs avec de la recherche d'information, RFT doit traiter le problème de

la traduction de requête.

Une des approches utilisées pour la traduction de requêtes est basée sur l'utilisation des

modèles de traduction statistiques, entraînés sur un grand ensemble de textes parallèles

(un corpus parallèle). De bons résultats ont été obtenus en utilisant cette approche.

Cependant, pour beaucoup de paires de langues, il n'existe pas de grands corpus

d'entraînement. Un système de fouille automatique de pages Web parallèles - PTMiner -

a été développé dans un projet de recherche récent. Plusieurs corpus de pages Web

parallèles ont été constitués avec ce système, dont un corpus de chinois-anglais.

Toutefois, les pages Web trouvées automatiquement ne sont pas toutes parallèles. Leur

parallélisme est loin d'etre comparable celle d'un corpus constmit manuellement, tels que

le Hansard. La conséquence de ceci est une précision de traduction moins élevée et une

performance de RIT moins bonne en utilisant les modèles entraînés. La présente étude

porte sur le filtrage de corpus de pages Web afin d'en améliorer la qualité. Cette étude

porte en particulier sur le corpus de chinois-anglais. Cependant, les méthodes proposées

dans ce mémoire peuvent être utilisées pour d'autres paires de langues.

u

Le principe utilisé dans notre filtrage s'appuie sur l'observation suivante : une paire de

pages Web non parallèles est souvent mal alignée en phrase. Il y a beaucoup

d'alignements vides, i.e. des phrases qui ne correspondent à aucune phrase dans l'autre
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langue. Ainsi, nous pouvons filtrer les paires avec un seuil sur la proportion des

alignements vides.

De plus, nous tendons d'apporter certaines améliorations sur le processus d'alignement

de phrases. Notamment, nous renforçons la correspondance entre deux phrases dont le

rapport de longueur est proche du rapport standard entre les deux langues, et nous

considérons les « traductions connues », i.e. celles stockées dans un dictionnaire bilingue.

Ces approches ont apporté certaines améliorations sur le parallélisme du corpus.

Nous avons effectué trois séries de tests sur le processus de filtrage. La première série de

tests examine le parallélisme du corpus nettoyé. La deuxième série examine la précision

de traduction par les modèles entraînés avec le corpus nettoyé. La troisième série teste la

performance de RIT en utilisant ces modèles. Ces tests montrent que l'approche que nous

suggérons est efficace. Nous avons pu obtenir un corpus nettoyé qui aboutit à une

meilleure précision de traduction (91.50% pour Chinois-Anglais, 87.50% pour Anglais-

Chinois) et une meilleure performance de RIT (28.11% pour Chinois-Anglais, 26.01%

pour Anglais-Chinois). Comme les méthodes utilisées sont indépendantes des langues,

elles peuvent être utilisées pour filtrer de corpus parallèles par d'autres paires de langue.

Cette étude a contribué à confirmer que les pages Web parallèles obtenues

automatiquement sont très utiles pour la RIT.

Mot de clé: Recherche d'information translinguistique, filtrage du corpus de textes,

alignment des phrases.

u
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Chapter 1

Introduction

In this thesis, we present our study on filtering raw parallel text corpus consisting of

parallel Web pages, in order to improve the quality of the corpus and therefore the

quality of translation models trained on them. This work is done in the context of

Cross-language Information Retrieval (CLIR).

u

Traditional information retrieval (IR) systems have been well developed and widely

used by libraries, governments, organizations, and corporations. But the emergence

and fast growth of the Web in the last decade provided great demand and new

challenges to IR systems. As Salton and Mcgill defined, "information retrieval is

concerned with the representation, storage, organization, and accessing of

information items. Items found in retrieval systems are characterized by an emphasis

on narrative information. Such narrative information must be analyzed to determine

the information content and to assess the role each item may play in satisfying the

information needs of the system users." [SM83]. With the development of the Web, a

huge amount of online resources is available. Various search engines have been put

into service. Although these search engines look different from traditional IR

systems, their basic functionality is the same. However, the document collection is

dynamic and keeps changing. Another difference is the use in the different languages

of documents and queries. Web users or Internet surfers, as well as search engines,

are facing with the problem of CLIR. In a broad sense, CLIR refers to retrieving

relevant documents in many languages from a given query. In a narrower sense, it
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0 means retrieving documents in one particular language other than that of the query.

The problem focused by the narrow CLIR is fundamental, and we believe that before

building a CLIR system in the broad sense, the narrow CLIR task should be solved

first. In this thesis, CLIR is defined in the narrow sense.

0

Translation is the first problem of CLIR: to match a document and a query expressed

in two different languages, either the document or the query should be translated. In

general, we have three translation approaches to CLIR: translate documents into the

query language [DL96]; translate query into the document language [Kwo99]

[NSID99]; or translate both query and document into a third language. Intuitively, it

is more feasible and easier to implement query translation. Although one may

believe that document translation is more accurate because of more contextual

information available, there is no solid experimental evidence supporting this.

Therefore, we will focus on the query translation approach. Correspondingly, there

are basically three groups of query translation approached: using a machine

translation (MT) system, using a bilingual dictionary or a tenninology database, and

using a statistical translation model based on parallel texts.

MT systems have been studied and developed for decades. It seems to be a good tool

for CLIR. Although there are several commercial systems for a number of major

language pairs, we are still limited by its availability for many languages since there

is not high quality MT system for many language pairs. Moreover, the translation by

current existing MT systems is not always reasonable, and to create new MT system

does not sound reasonable and feasible in most cases. Therefore, MT systems are

possible but costly means for query translation in CLIR. In addition, as stated in

[NSID99], the current MT approaches are not completely compatible to CLIR

requirements:

u

They spend much effort to generate syntactically correct sentences. This

effort is irrelevant to the current practice in IR which is mainly based on

keywords;
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several synonyms. While IR is interested in adding synonyms and related

words into the query so that more relevant documents may be retrieved.

The approach based on bilingual dictionary or lexical database has been used in

several CLIR experiments. It usually works in a simple way as follows: it looks into

the dictionary to retrieve the translation. The problem with it is word ambiguity

because all the meanings of the source words are mixed up in the translations. In

general, a simple way of using such a resource leads to a low IR effectiveness.

t )

The third approach investigates translation relationship from a large amount of

parallel texts, and forms a statistical translation model. The rationale is: the more

two-words co-occur in parallel sentences that are translation of each other, the more

likely they are translation of each other. The experiments over English-French

showed that the approach could achieve a high CLIR performance comparable to MT

approach [NSID99]. Our work is a constitution of that of [NSID99], but is carried

out for English-Chinese CLIR.

u

The premise of the statistical translation model approach is the availability of a large-

scale parallel text corpus. The rapidly developing Web brings us a huge potential

source of parallel text corpus. There are many parallel pages on the Web, most

between English and another language. If we can collect these pages efficiently, we

then may construct parallel corpora at low cost. Jiang Chen [CheOO] had successfully

developed a mining system, PTMiner, that can gather parallel Web pages

automatically from the Web. He created a large parallel text corpus for English-

Chinese; trained translation models from this corpus, and applied it to CLIR

experiments. His work shows that it is possible to collect a large parallel corpus of

Web pages automatically, and that such a corpus can help to translate queries.

However, if we compare the CLIR performance between English-Chinese obtained

by Chen and those obtained for English-French, we observe a large difference: the

performance for English-Chinese is much lower. The large difference between the
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parallelism of the corpus used for model training. The corpus is noisy: a certain

number of web pages are not truly parallel. The goal of this research is to try to

improve the quality of the parallel corpus and the translation model. The principles

include:

0

•

Improving corpus parallelism: to remove those noisy pairs that are judged as

non-parallel from the corpus by filtering criteria. These criteria include

checking the empty sentence alignment proportion, examining the length

ratio between two paired texts and adjusting the weight of predefined

alignment anchors, etc.

Improving sentence alignment results: in addition to the length criterion, we

also use several other criteria, such as known translation anchors and HTML

tag cognates, etc.

original parallel text corpus

î
language-dependent text preprocessing

I
sentence alignment & corpus filtering

ïïltered and aligned parallel text corpus

I
translation model training

î
CLIR verification

u Figure 1.1 Main process flow of our project
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The goal of our project is to obtain a better translation model for CLBR. from a raw

and noisy parallel corpus composed of parallel Web pages. Before we train our

translation model, we conduct some necessary processes on the original corpus. The

whole process How is illustrated in Figure 1.1.

0

Our experiments show that after a proper filtering of the raw parallel corpus, we can

obtain better translation models and as a consequence, higher CLIR performance.

This work shows that our filtering approach is effective. It further confirms that it is

an interesting and competitive approach to use parallel Web pages for CLIR. In the

following chapters, we will present the details of the whole work.

In chapter 2, we will first give an overview of the background and previous results of

CLIR. We will describe the key techniques of corpus treatments, and sentence

alignment algorithms. Then we will give a brief introduction to Chen's work on Web

pages mining and his results.

We will describe the principle and implementation of our filtering approach in

Chapter 3.

Chapter 4 will cover the experimentation of sentence alignment with respect to

corpus filtering, using a set of reference benchmarks.

In chapter 5, we will describe the experiments and results of translation model

training.

CLIR experiments with trained translation model will be presented in chapter 6.

Chapter 7 will be the general summary and conclusion of our work.

u
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Chapter 2

CLIR and Related Technologies

0

The explosive growth of information offers potential solutions to more and more

demands, but the solutions themselves also bring new problems. The efficiency and

convenience of modern recording and communicating technologies provide

opportunity to access all knowledge and achievements of human beings, no matter

what kind of language they use. This also generates the demand to efficient

information searching, retrieving and collecting tools across languages.

Cross-Language Information Retrieval (CLIR), which aims to retrieve all relevant

information in different languages, is one of many such endeavors by which people

search and collect relevant information from available infonnation bank to solve

specific problem.

u

In this chapter, we will first introduce the main technologies and achievements of

CLIR, especially the approaches of parallel text alignment. Then as a specific

example, we will describe the PTMiner system that automatically mines parallel

Web pages on the Web, and the Chinese-English corpus results obtained by Chen

using the PTMiner. Finally, because our research aims to find out an approach to

purify parallel text corpus of English and Chinese texts, some special text treatment

technologies for Chinese and English will also be explained.
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2.1 Background of CLIR

Information retrieval (IR) works as follows: a user wants to get documents about a

certain topic by providing a free textual description of it as a query; from this query,

the information retrieval engine selects index terms, which arc matched against

previously indexed documents; then the best matched documents are returned to the

user in a ranked list.

0

CLIR, as a natural extension and development of traditional IR that limits the query

and information in the same language, is the general name of methods and

technologies of IR when the languages of query and information are different. As we

mentioned earlier, CLIR can be divided into broad sense and narrow sense. Because

the methods of the narrow sense are also suitable or easily adaptable to that of the

broad sense, most research has been focused on and obtained for the CLIR in the

narrow sense.

As Grefenstette [Grc98] pointed out, CLIR has three problems to be solved. "The

first problem ...is knowing how a tenn expressed in one language might be written in

another. The second problem is deciding which of the possible translation should be

retained. The third problem is deciding how to properly weight the importance of

translation alternatives when more than one is retained." According to the direction

of translation, we can categorize CLIR translation approaches into fallowings:

Translate the query into the language of the information collection (documents);

• Translate the information into the language of query;

Translate both the query and the information into a third language.

u

Obviously, the translation of infonnation is a time-consuming work. On the contrary,

translation of query is more feasible and easier. So most CLIR translations are

processed with the query translation approach. Query translation can be realized with
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bilingual dictionaries, or by a statistical translation model trained from some existing

parallel materials.

0

Approaches based on a machine translation system consists of submitting the source

to some existing tools and get the target translation. It is a fixed translation approach,

since the translation tool is fixed after they have been created, so they cannot reflect

the changes of real world unless an upgrade version or a complete new one is

created. Moreover, Nie et al. argued that "MT and IR have widely divergent

concerns" [NSID99]. The most distinct one is MT concerns to give syntactically

correct translation while IR only cares about single word translation. Secondly, MT

system always picks up one translation from all possible translations that are

synonyms or related words, which prevent it from benefiting the natural query

expansion that may improve IR performance. And, MT system is not available for

many language pairs and is difficult to build. Nie et al. also discussed the weakness

of dictionary-based query translation that cannot disambiguate among many possible

translations in different contexts, and a simple use of such a resource leads to poor IR

performances.

The approach of using statistical translation model is to exploit translation

information from existing parallel materials between two languages. A pair of

parallel texts is two texts that are translation of each other. The two texts of a pair

usually have the same textual structure and style, a specific word and its translation

usually appear in pair in two texts. Thus, strong translation relationships between

these two words can be extracted if we have sufficient parallel texts to do statistical

analyses. This is the rationale of the translation approach based on parallel corpus.

Comparing to the above two approaches, this translation approach does not require a

manually edited bilingual dictionary or to construct a complete MT system.

Furthermore, since we can generate a new translation model by changing the

contents of the corpus, the obtained translation model will be sensitive to the parallel

u
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should have following advantages:

Dynamically obtain translations of new words or new meaning of existing words;

Automatically generate the new translation model.

Word translations are domain sensitive, as embodied by the training corpus.

0

The problem of statistical translation model approach is often the unavailability of

large parallel text corpora for many language pairs. For French-English, there is the

Hansard Corpus that contains a large set of parallel texts of the Canadian parliament

debates. But for other language pairs such as Chinese-English, there is not parallel

corpus of comparable size and coverage. Hong Kong Legislative Council has all its

Records of Legislature in both Chinese and English, but they are in a narrow legal

domain [http://www.legco.gov.hk/]. Basing on these records, Hong Kong University

of Science and Technology created their HKUST English-Chinese Parallel Bilingual

Corpus which contains in total 60MB of raw data in both languages [Wu94].

Because the quality of a statistical translation model depends on the parallel corpus,

to obtain or create such a corpus is crucial to obtain an acceptable CLIR

performance. This is why the PTMiner system has been developed. We will describe

it in Section 2.3. Before then, let us assume that there is a large parallel corpus, and

describe the treatments on such a corpus, namely sentence alignment and translation

model training.

2.2 Sentence Alignment Approaches

u

The goal of training translation model is to determine the translation relationship of

words. Text alignment is an important step to realize it, whose objective is to find the

translation mapping between two units of parallel texts then leads to the mapping of

words. According to the size of aligned unit, the alignment can be categorized into

text, paragraph, sentence and word level alignment. The documents in a parallel
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any further constraint. A word may match any word in the target text. A translation

model trained in this way will lack focus in its translations: almost every word in the

parallel text is a potential translation. It is possible to define the smaller elements as

words, but in order to restraint the translation relationship within a narrow scope, we

have to refine a pair of parallel texts into a set of parallel units that that are smaller

than text.

0

Aligning two parallel texts at word level is difficult, because the quantity, position

and frequency of a specific pair of words in two mapping sentences of two parallel

texts may be very different. On the other hand, sentence level alignment is more

feasible because sentence is the smallest meaningful word group that has a good

correspondence in the languages: one sentence is often translated into one sentence

in another language. Then sentence alignment is a good compromise between

refinement of text unit and alignment feasibility.

Not every sentence exactly maps to one sentence in another language. The alignment

results may not only include 1-to-l mapping, but also m-to-n alignments such as 1-

to-2, 2-to-l, 2-to-2, etc. Various sentence alignment algorithms based on different

principles have been proposed. In the following subsections, we will describe some

of them.

2.2.1 Length-based Sentence Alignment Algorithm

u

Alignment is the first stage in extracting structural information and statistical

parameters from parallel corpus. Sentence alignment is "to identify correspondences

between sentences in one language and sentences in the other language" of two

parallel texts [GC91]. So we need to identify common characteristics of two

sentences first. Because sentence is composed of strings of characters and/or spaces,

no matter the language, sentences have a common property: length. Gale and Church

found that the correlation degree between the length of a paragraph in characters and
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the length of its translation is very high (0.991), which suggests that length is a

strong clue for sentence alignment. It is also found that there is a relatively stable

length ratio between two parallel sentences of any two languages [GC91] [Wu94]. In

the reverse order, if the length ratio of two relevant sentences in a parallel text couple

satisfies some length criteria, then we can infer that they are translation of each other

or parallel. The alignment algorithm based on length difference is called length-

based sentence alignment algorithm.

General Principle

Given a pair of texts Ti and Ï2, .Sy and S^ are sentence chunks of Ti and Ï2

respectively, a length-based alignment is to choose the alignment A that maximizes

the probability over all possible alignments. Formally, as

A = arg maxA Pr (A|F/, Tz) (2.1)

where Pr indicates probability. Usually, two approximations arc commonly made as

follows: first, the probabilities of the individual aligned pairs within an alignment are

independent, i.e., every match does not interfere with others; second, the probability

of every match depends not on the entire texts, but only on the contents of the

specific sentence chunks within the alignment, i.e., the context is ignored.

The maximization problem of the alignment probabilities can be converted into a

minimum-sum problem, which suits to implement in a dynamic programming

framework. Let S] <=> 82 indicate that Sj matches 82, if (5y <^> ^2) ^ A, Zi = length (5';)

and lî = length (52), then length-based alignment A can be finally described as:

u

A = arg maxA Pr (A]^, ^2)

^TÏAPr(S]^S2\Tj,T2)

- arg maxA HA PrÇSi ^ 82\ Sj, 82)

= arg minA SA (-log Pr(Si ^S2\Sj, 82))
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Then, the problem becomes to a minimize sum problem of -log Pr(Si <=> Ss \ h, h). It

can be looked at as finding the "shortest distance" problem between aligned elements

within two sequences, which can be solved using dynamic programming.

Gale-Church Algorithm

Basing on above principle and statistical investigation. Gale and Church proposed a

typical length-based sentence alignment algorithm [GC91]. The rationale of Gale-

Church algorithm is that "longer sentences in one language tend to be translated into

longer sentences in the other language, and shorter sentences tend to be translated

into shorter sentences". In detail, the algorithm can be described as the fallowings.

0
Gale-Church algorithm includes two alignment steps. First, the parallel texts are

aligned at paragraph level; then the paired paragraphs are aligned at sentence level.

In a specific paragraph pair, a probabilistic score is assigned to each possible

correspondence of sentences, based on the ratio of lengths of the two sentences (in

characters) and the variance of this ratio. Here the equation (2.2) is expressed as:

arg maxA Pr (A\Ti, T^)

== arg minA SA -log Pr(5/ <^ ^21 ^(^i, ^2)) = minA SA rf (2.3)

where Sis a function of length l], l^, d is the distance d = -log Pr(match\S). Applying

Bayes Rule, we have:

Pr(S] ^S2\S)=Pr( S\S] ^ 82 )Pr( S 1^82 ) / Pr(^)

u

where Pr(<5) is a nonnalizing constant that can be ignored during minimization

because it is the same for all proposed matches. The other two distributions are

estimated as follows. First, the conditional probability is estimated by
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0 Pr(^|5/^52)=2(l-Pr(|^))

where Pr(|^|) is the probability with J defined as (l^ - li c) /^s1 so that it has a

normal distribution with mean zero and variance one, where c is the expected

number of characters in target language 82 per character in source language Sj; s is

the variance of the number of characters in 82 per character in Sj.

0

The prior probability of match, Pr( Sj^^S^ ), is obtained from statistical investigation

result Table 2.1, in which six types of matching are defined and their probabilities

derived from the statistical matching proportions over the manual aligned trilingual

USB bank report coqîus are also given.

Matching category Matching proportion Pr( Si ^=^2 )

1-to-1 89%

1-to-OorO-to-l 0.99%

2-to-l or l-to-2 8.9%

2-to-2 1.1%

Total 100%

Table 2.1 Sentence matching probability ofUSB corpus [GC91]

Moreover, if the distance function d is defined in a general way to reflect the

influence of insertion, deletion, substitution, contraction, expansion and merging.

Then d is defined in equation (2.3) but takes four arguments: xi, yj, X2, y2 as:

u

d(xj, y i; 0, 0), cost of substituting xj with yi.

d(x], 0; 0, 0), the cost of deleting xj.

d(0, y i; 0, 0), the cost of insertion of y i.

• d(x], y i; X2, 0), the cost of contracting xj and X2 to yj.

d(xj, y i; 0, Y2), the cost of expanding X] to yj and y2.

d(xi, y i; X2, Vï), the cost of merging xi and x^ and matching with y/ and yz.
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Finally, to search for the best alignment among many possible alignments, a dynamic

programming framework is used in the following recursion equation. Let si, i = 1 ...

m, be the sentences of language Si; tj,j = 1 ... n, be the translation in language ^z; d

be the distance function; and D(i, j) be the minimum distance between sentences sj...

si and their translation tj ... tj, under the maximum likelihood alignment. Then, the

distance D(i, j) is computed by minimizing over above six cases and the probabilities

of supposed match sentences. That is, D(i. j) is defined by following recurrence with

the initial condition D(i, j) = 0.

0

f D(i,j-l) + d(0, tj; 0, 0)
D(i-l,j) + d(si,0;0,0)

D(i, j) = min ^ D(i-l, j-1) + d(si, tj; 0, 0)
D(i-l,j-2) + d(s,, tj; 0, tj-i)
D(i-2,j-l) + d(s,, tj; s^, 0)

l D(i-2, j-2) + d(Si, tj; Si.i, tj-i)

A series of evaluation experiments have been performed on a trilingual corpus in

English, French and German, and on the bilingual Canadian Hansards of French and

English. Gale-Church algorithm had been proven to be quite accurate, and fairly

language-independent.

Other Length-based Algorithm

u

Rather than Gale-Church algorithm, Brown et al. also proposed another typical

length-based algorithm [BLM91]. Brown algorithm uses the same rationale of Gale-

Church algorithm, aligning texts only by counting the length of parallel documents.

The difference of them is that Gale-Church algorithm counts length by character

while Brown algorithm by word. Because there is not comparison between words in

several Asian languages, Brown algorithm basing on words is less applicable to these

languages than the Gale-Church algorithm.
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0 2.2.2 Other Sentence Alignment Algorithms

Obviously, as translation products of natural languages, many corpora of parallel

texts are not literally translation and easy to align as Canadian Parliamentary Debates

(Hansards). Because purely length-based alignment fully depends on the length

difference of two sentences, it may not lead to a good result if the training parallel

texts are not well constructed or include much noise, as pointed out by Simard at al

[SFI92] and Chen [Che93]. Therefore, some other supplementary alignment

algorithms are proposed.

(,)

Algorithm Based on Cognates

All European languages are alphabetic languages and most of them are derived from

the same source - ancient Latin language, and there have been many

communications and exchange among them. So many words in different languages

are literally similar or even the same. These words that share common phonological,

orthographic and semantic properties in different languages, are called cognates. In a

wider sense, cognates may include numerical expressions, special symbols and

punctuation, which arc often the same in any language. This property could be

utilized to improve alignment algorithm as Simard et al. [SFI92] did.

Usually, cognates in parallel sentences of different languages have similar or the

same semantic meaning, and are translation of each other. On the other hand, if two

cognates appear in two sentences of parallel texts, it can be reasonably inferred that

their sentences match. Simard et al. made a simpler definition of cognates instead of

its definition in linguistics: cognates are determined only on the first four letters for

their French and English pairs. If a pair of French and English words starts with the

same four letters, then these words are cognates [SFI92].

<J
Their experiments showed that the alignment based on cognates alone is worse than

that based on length, but better results were obtained by combining cognate clues
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0 with the length criterion. Concretely, Simard et al.'s algorithm includes two stages.

First, an initial alignment result list is generated by using purely length algorithm, or

uses length criterion to filter out unlikely alignment. Second, an improved alignment

result is obtained by using cognates to identify the overall best alignments of those

candidates that remained in the first stage. This combination experiment can also be

executed on the reserve order as [SP98] did. Another cognate-based algorithms

include "Char_align" developed by Church [Chu93], when it is difficult to determine

paragraphs and sentences in the texts to be aligned as is the case of OCRed texts.

This algorithm uses Simard et al. cognate-based algorithm, but aligns texts at

character level rather than at paragraph or sentence level.

Word-based Algorithm

0

Cognates require similar phonological or orthographic features between words in

different languages, this is not applicable to some languages such as Chinese. Rather

than using cognates which are not shared by many languages, another possible

lexical clue is words themselves. Those algorithms use words as alignment anchors,

are called word-based alignment algorithm. Among those algorithms, Chen proposed

a pure word-based algorithm [Che93], which sets up a statistical word-to-word

translation model on the fly during sentence alignment and searches for the algorithm

that maximizes the probability of generating the corpus with the model.

u

The basic rational of Chen's algorithm is that the 1-to-l alignment takes most

proportion and higher probability. They view a bilingual corpus as a sequence of

sentence beads, which corresponds to an irreducible group of sentences that align

with each other. Furthermore, each sentence bead is considered as a sequence of

word beads that includes 1:0, 0:1 and 1:1 three types. In this algorithm, five cases of

l-to-0, 0-to-l, 1-to-l, 2-to-l and l-to-2 sentence alignment are considered. First,

manually align some sample sentences to create a basic translation model, then

expand it to the complete translation model during alignment. Over this model that

includes the translation probability of word bead, matching probability of sentence



17

0 beads are calculated by generating target sentence from source sentence word by

word. Similar to length-based algorithm, the results are finally sent into a dynamic

programming framework with thresholding to find out the maximum possible

alignment result, by converting into a minimum distance problem, between sentences

[Che93]. Chen obtained a low error rate of approximately 0.4% over Canadian

Hansard with his algorithm. In contrary, Kay and Roscheisen proposed an algorithm

that repetitively provides word level and sentence level alignments [KR93].

Theoretically, this algorithm is more robust than pure length-based one when there

are many deletions in corpus. Chen has got better result over the same corpus.

However, when automatically treat with noisy corpus of distinct languages, its

disadvantages are also obvious:

it requires human intervention of manually aligning sample sentences;

its word bead model usually applies to those languages that have large amount of

cognates, such as English and French. And it assumes sentence structures of two

languages are similar.

it considers the word order and grammatical role that are usually ignored in IR;

its probability computation is very complicated and not efficient;

Those assumptions and considerations limit its utilization over noisy, poor parallel

and non-alphabetic language alignment.

u

Similarly, Utsuro et al. set up a bilingual text matching framework for Japanese and

English, which includes two steps: sentence alignment and structural matching of

bilingual sentences [UIYM94]. In the text matching framework, texts are viewed as

sequences of sentence beads, which are considered as sequences of word beads.

Before sentence alignment, content words are extracted from each sentence (after

each sentence is morphologically analyzed if necessary), and word correspondences

arc found using both existing bilingual dictionaries and statistical information source

for word correspondence. Then this correspondence is used to align sentences by
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0 calculating the alignment score of a sentence bead, which will also be optimized with

dynamic programming.

The main disadvantage of [UIYM94] algorithm is that it depends too much on the

existing dictionary and statistical information source, which both cannot cover all

information needed for correctly align texts. Furthermore, it requires the parallel

texts to be domain specific, and requires extracting content words and morphological

analysis first, which are both infeasible for the corpus of parallel Web pages

0

Algorithms for Non-European Languages

Between those languages that do not have any common property, such as alphabetic

(phonetic) European languages and non-alphabetic (pictographic) Asian languages,

there is not any inherent lexical property, likes cognates or words that could be

directly utilized, as pure lexical algorithm does, to help sentence alignment. On the

other hand, pure length-based algorithm also was proven to have poor performance

over English and Chinese corpus with a little noise [Wu94]. So some other

approaches have to be created to meet those requirements. The algorithm used by

Wu over English-Chinese corpus is one of such efforts [Wu94].

u

Chinese is an Asian language completely different from English. The

correspondence between words or characters is very weak between alphabetic

English and pictographic Chinese, so pure length-based or lexical algorithm often

gets poor performance. Wu's research is a hybrid of length-based and lexical

algorithm, it is conducted over the debate recordings of Hong Kong Legislative

Council in Chinese and English. Parliamentary debate recordings usually include

head and body parts. The body parts of most recordings are fully translated, which

can be well aligned by length-based algorithm. On the other hand, the head parts are

format fixed and domain specific, but contain a lot of deletions and other

mismatching, so the alignment here is often poor and error prone. It is found over the

debate corpus that the alignment accuracy is only 86.4% for the entire text using pure
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0 length-based algorithm, while 95.2% is obtained when only aligning the body part.

It is also found that a few words appear very frequently in head parts and can be

looked at as lexical anchors. So they created a small and typically domain-specific

lexical cue set as Table 2.2(a)(b) shows to help alignment (1). Besides using length-

based Gale-Church algorithm, they imported a lexical parameter basing on the

occurrence number of these lexical cues to calculate the alignment probability and to

improve alignment. Formally, equation 2.2 becomes as:

arg maxA Pr (A|Ty, Tz)

^ arg maxA HA Pr(Si ^S2\Si, S 2)

= arg minA SA -log Pr(Si ^S2\Si, 82)

= arg minA SA -log PrÇSj <^> ^21 ^i, h, vj, wj, ...Vn, Wn) (2.4)

( )

where v, = number of occurrence of zth English cue appear in S], and w; = number of

occurrence of ith Chinese cue appear in 5'2. Again, the dependence is encapsulated in

parameters ^, which are assumed independent each other and normally distributed,

as equation (2.5) shows. Finally, the same dynamic programming optimization of

Gale-Church is used.

Pr(5y ^S2\Si, 82)

= Pr(S] <=» 52 l ^ (Zi, ^2), S} (V], Wi), ..., Ôn(Vn, Wn)) (2.5)

The improvement is obvious as the alignment accuracy over the entire corpus rises to

92.1% from 86.4%.

Although the lexical cues listed in Table 2.2(a)(b) are limited and domain specific:

only 28 pairs of title and date words, Wu's algorithm still obtained an encouraged

improvement result. The main reasons include the following facts:

u
(l)Colons are the only delimiters to separate cataloges and their contents in the head part.
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English Chinese

—ay 7T2)

Governor ^t

Table 2.2(a) Lexical cues for paragraph alignment [Wu94]

English Chinese English Chinese English Chinese

C.B.E. C.B.E. C.M.G. C.M.G. I.S.O. I.S.O.

J.B.E. J.B.E. J.p. J.p. K.B.E. K.B.E.

Q.C. Q.C. January -n February =.^

March =.)=î April May s^

June A^ July -bJI August AH

September ÂJ:J October +J:3 November +-^

December +^J^ Monday Mi Tuesday Mffl^

Wednesday Thursday 1=1 Friday SJ

Saturday M%7/\ Sunday

Table 2.2(b) Lexical cues for sentence alignment [Wu94]

The lexical cues are directly selected from the specific parts (head) of texts of the

corpus themselves.

The mismatching of parallel texts mainly occurs in the specific part.

• The sampling parts of all texts in the corpus are domain specific, while the rest

parts are fully translated and well aligned.

u

For a particular domain specific corpus, it is possible to set up such a small number

of lexical cues. Unfortunately this premise is not true to our diverse and noisy

corpus. However, in some degree, Wu's algorithm still provides a good example to

( ) colon in one-byte ASCII code
( ) colon in two-byte Chinese Big5 code
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0 parallel text alignment involving two completely different languages. In our project,

we will expand and modify this approach by combining with other algorithms to

align our noisy English-Chinese corpus.

0

Fung and McKeown proposed their "DK-vec", an algorithm for producing a small

bilingual lexicon from noisy parallel texts according to frequency, position and

recency information [FM94]. This algorithm does not consider natural sentence

boundaries so as to avoid errors caused by noises in corpus. The created new corpus

might be used as anchor points in the following alignment stage, which may use any

independent alignment algorithm. It has been tested over English-Chinese and

English-Japanese corpora. Its sibling algorithm "K-vec", developed by Fung and

Church [FC94], used word distribution to align parallel texts. The involved lexicon

was not an external bilingual dictionary but created by investigating and calculating

the occurrence distribution of frequently used words in two languages. Fang also

showed an algorithm which extracts a bilingual lexicon from noisy parallel corpus

without sentence alignment [Fun95]. However, the lexicon extracted only covers a

small part of the strongest lexical translation relationships. So this approach is not

appropriate to CLIR, which requires a balance between precision and recall.

In the project of ARCADE, Langlais et al. tested several sentence alignment

algorithms [LSV98]. They found that, although separating a text first into blocs (e.g.

paragraphs) is a good way to reduce the search space, and to increase the efficiency

of the alignment algorithm, this step is not mandatory. With an efficient search

algorithm, one can directly proceed sentence alignment.

2.3 PTMiner and CLIR Using Translation Model

u

As we mentioned in section 2.1, the availability of parallel corpus is the bottleneck

for constructing statistical translation model. As there are many exchanges and

communication among European languages, many documents are published with two
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0 or more European languages, and many collections of such parallel documents are

available. Most of such documents are manually constructed and elaborately

translated. For example, the famous Canadian Hansards, the collection of Canadian

parliamentary proceedings are published in both English and French. They are the

natural resources of parallel texts. Basing on those well-constructed parallel corpora,

many CLIR approaches with statistical translation model over European languages

are used in the past years, such as Davis et al. did over English-Spanish parallel

corpus [DD095].

0

Unfortunately, there are few such corpora for Asian languages. Then, the first work

is to create a parallel text corpus for Asian languages such as Chinese. Some small

size corpora such as HKUST English-Chinese Parallel Bilingual Corpus have been

manually created [WX95]. However, it is not accessible to public. And its texts are

too domain specific, which only contains the debate records of Hong Kong

Legislative Council.

In recent years, due to the rapid development and popularization of World Wide

Web, more and more parallel texts appear on the Internet, even for Asian languages.

Internet is a boundless ocean of information, and many Web pages are parallel, i.e.

there is a translation of a Web page in another language. This provides us an

opportunity of creating large-scale parallel text corpus by collecting texts from the

Web. The first version of an automatic miner for parallel texts was described in

[NSED99]. This miner was later further developed by Chen into its current form -

PTMiner [CheOO].

u

PTMiner, is a multi-tier distributed parallel text miner developed to search for

parallel texts from the Web. PTMiner is mainly developed from the Web Crawler

package of the Intelligent Miner for Text of ffiM [IMT99] [Tka98]. It relies on some

traditional Web search engine (as Alta Vista) to obtain potential bilingual sites and

URLs of documents in these candidate sites, then discovers parallel documents
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0 according to common naming patterns. PTMiner's architecture can be brieïïy

depicted as Figure 2.1, Its mining processes include:

•

(;)

•

Step 1, Candidate Web sites search - search from the Web search engines for the

candidate sites that could contain parallel pages. Alta Vista search engine is used

for this step. A query such as "anchor: Chinese AND anchor: English" is sent to

AltaVista to look for documents in English containing the anchor text "Chinese".

The anchor text in such a document is likely to be a link to its Chinese version.

All sites containing such a document are selected as a candidate site.

Step 2, File name fetching - for each candidate site, fetch the URLs of Web

pages that are indexed by the search engines. This base on the assumption of

parallel texts existing in the same site, and all files' names are collected by

PTMiner from the site, then are scanned.

Step 3, Host crawling - starting from above collected URLs, crawl each

candidate site separately for more URLs. This step tries to obtain as many Web

pages as possible from the candidate sites. It uses the same crawling algorithm of

the web crawler of search engine. Chen found 55,971 file names from one

specific domain (hk).

Step 4, Pair scan - scan for possible parallel pairs among all document identified

according to common naming patterns from each obtained URL. The assumption

is that two parallel Web pages often have similar names such as "index_e.html"

and "index_c.html".

Step 5, Downloading and verifying - download the possible parallel pages, and

determine file size, language identification and character set of each page, and

then roughly filter out non-parallel pairs.

u

In the architecture of Figure 2.1, PTMiner DB serves as the storage of intermediate

and final mining results as well as working situation of the servers. PTMonitor is a

GUI interface to facilitate the monitoring of the whole mining process. Scanner

Sever and Crawler Sever both are CORBA servers, they register in the database and

notify PTMonitor. Crawler Server receives invocation from PTMiner Server, then
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0 fetch the candidate site and fetch file names. Scanner Server sends message to

PTMonitor, takes site name and scans for parallel pairs by naming patterns. PTMiner

sever is the central control unit, it synchronizes the real workers and other servers

according to information in the database.

PTMiner DB

î
Scanner
Server PTMiner Server ^^ ^ 4

Scanner
Server

Crawler
Server

Crawler
Server

\/
f\ PTMonitor

Crawler
Server

Figure 2.1 Architecture ofPTMiner

The result obtained by PTMiner is a parallel corpus, containing 19,835 pairs of

parallel Web pages in Chinese and English downloaded from hk (Hong Kong)

domain after Step 4 "pair scan". Among them 14,820 pairs are finally verified in

Step 5 as true parallel pairs, including 117.2M Chinese texts and 136.51VI English

texts. By examining randomly selected samples by human judge, the parallelism of

created corpus is estimated to be 82%. This means that a lot of noise exists.

u

Once the pseudo-parallel text corpus has been created, translation models between

English and Chinese can be trained over it. But before training is conducted, the raw

parallel files needed to be treated into the form suitable to train. The pre-training

process flow of training system is illustrated as Figure 2.2.



25

0
English file

English
preprocess

<-

src.e file

T
Chinese file

Sentence Delimitation

cesAna file cesAna file

Alignment

^. src.al ïïle

-> Chinese

preprocess

src.c file

0
Figure 2.2 Pre-training procedures of Chen

The first pre-training stage is sentence delimitation. Chen used both punctuation and

HTML tags to delimit sentences because all files are in HTML format. Then

necessary preprocesses include striping off HTML markups, English citation,

English expression extraction, Chinese code conversion and Chinese segmentation

are carried out on English and Chinese texts respectively. Meanwhile, parallel files

are converted into cesAna format, upon which paired texts are aligned under a

derivation of SFI alignment algorithm [SFI92]. The results of pre-training processes

are two source files: src.e and src.c, and a file containing the alignment src.al (see

Figure 2.2). These three files are the input to the training process of statistical

models.

u

Chen used the parallel corpus to train an IBM model I translation model. The

accuracy of the resulting models in both directions is listed as Table 2.3. The

accuracy was tested with 200 randomly selected words. Only the first translation of
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Translation model English-Chinese Chinese-English

Translation accuracy 81.5% 77%

Table 2.3 Accuracy of translation model

each word is accessed. Finally, Chen verified these translation models with CLIR

experiments. Both English to Chinese and Chinese to English directions are tested,

TREC 5, 6, or 7 data are used for the experiments. If only the generated translation

models are used, the CLIR perfonnance in average precision is around 40% of that

of monolingual IR performance, as shown in Table 2.4. If an extra bilingual

dictionary is used together with the translation model, the precision is well improved

as shown in Table 2.5.

0

Chen's work is a useful and successful attempt to create parallel corpus for

translation model by searching and collecting online materials over European

language (English) and Asian language (Chinese). His results proved that it is a

feasible approach to automatically mine parallel Web pages and used them for CLIR.

However, the final translation accuracy and CLIR precision of Chen's results still

have room for improvement, comparing to those results obtained from manually

constructed corpus between European languages that are typically around 80% of the

monolingual IR performance.

Besides the larger difference between English and Chinese, another important factor

is the translation of the parallelism of the training corpus, which is the basis of

statistical translation model-based training. However, Chen's corpus only has 82%

truly parallel texts. This naturally leads to an unsatisfactory CLIR performance. The

questions we raise in our current study are:

u

Is it possible to filter the corpus to improve its parallelism?

How to effectively carry out the filtering?

What is the impact of this filtering process on CLIR?
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CLÏR direction CLIR precision \ Ratio of mono-IR

English to Chinese 15.91%

Chinese to English 16.54%

Table 2.4 CLIR precision only using TM

CLIR direction
Combination ratio

(TM.-Dict)
CLIR

precision
English to Chinese 2:1 22.32%

Chinese to English 1:1 25.83%

40.00%

42.8%

Ratio of
mono-IR

56.10%

66.90%

Table 2.5 CLIR precision using both TM and dictionary

0
In our project, we will take the corpus downloaded by Chen as our original parallel

text corpus. We notice that Chen did not carry out an elaborated verification once

Web pages were downloaded. Only the text length was used. In fact the alignment

process is also an effective tool to detect if two texts are parallel: usually, non-

parallel texts will have difficulty to be aligned into parallel sentences. Therefore, in

our study, we will mainly elaborate different strategies of using and modifying the

alignment algorithms for the filtering process. This process will be discussed in

detail in Chapter 3. In the following subsections, we will continue our presentation of

the necessary preprocessing on Chinese and English texts, as well as the translation

model training process.

2.4 Preprocessing to Chinese and English Text

u

The training of a translation model requires aligned parallel text input, in which the

sentences or paragraphs are clearly delimited, words arc explicitly defined and in

proper form. Both texts of a pair should be arranged in the same or comparable form.
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Then we can statistically obtain the mapping of individual words between source and

target languages, and finally determine the translation relationship between words.

However, both original English and Chinese texts are not suitable to import to

translation model training. For example, the same words in English texts may appear

in various forms, it is better to transform them into a standard form - the citation

form; there is no separation between Chinese words, so they are necessary to be

segmented.

0

2.4.1 Chinese Text Properties and Treatments

Chinese is mostly a pictographic language, rather than alphabetic language. It has

following major specific characteristics and needs following treatments respectively.

Coded Character Sets

Chinese characters are stored in computer using different encoding schemes. Two

commonly used schemes are GB for simplified Chinese and Big5 for traditional.

Both GB and Big5 use two bytes for each Chinese character, called full-width

character comparing to one-byte alphabet, which is called half-width character.

The texts used in our tests are encoded in GB, whereas the parallel Web pages

downloaded from Hong Kong are mostly encoded in Big5. Therefore, we convert all

the parallel Web pages into GB format. This conversion will create some errors

because there is not always 1-1 correspondence between traditional Chinese

characters and simplified characters. However, this small error rate will not affect

much the CLIR process. Several conversion tools exist for public uses. In our case,

we used the conversion tool NCF (Network Hanzi Filter) [http://www.ifcss.org/].

u
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0 Punctuation

Punctuation is the natural delimiter of sentences. However, the punctuation system of

Chinese is different from that of English. In both GB and Big5 code sets, each

Chinese punctuation symbol is encoded in two bytes, while that in English is

encoded in one byte. Therefore, we convert all Chinese punctuation of full-width into

ASCII format that takes one byte. So that the punctuation marks can be recognizing

by an alignment program. The code conversion tool we utilized is bd2punc [CheOO],

which uses a manually created mapping table between two punctuation systems.

Segmentation

0

Writing Chinese sentence (also Japanese and Korean) is a continuous string of

characters without space between words. No character gives moqihological hints to

word boundaries and any Chinese character could be a word. Our goal is to train a

translation model, or to determine the mapping relationship between words of two

languages, So it is important to determine the word boundaries, or to carry out a

word segmentation process.

u

The difficulties of Chinese segmentation mainly come from the vagueness of word

definition and the so-called word-chain problem [Liu87] [HB98]. In the past decade,

many segmentation approaches have been developed. They can be categorized into

dictionary-based approach as [LZ91] [CK92] and statistical approaches as [Ca91]

[SS91]. Dictionary-based approaches rely on dictionaries and heuristic rules that

corresponding to common word structures. Heuristic segmentation rules include

maximum matching, error-driven learning, overlapping ambiguity detection,

combination ambiguity detection, etc. [QTS92] [LC94] [HB98]. Statistical

approaches first learn statistical infonnation (e.g. a Markov model) from training

corpora, and use it to determine words. The coverage and size of the training corpora

are crucial to the performance of segmentation. Some hybrid approaches combining

the above two approaches are also proposed, such as flexibly incorporating statistical
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0 information with dictionaries and heuristic rule of [NJH94] and [NRB95]. In our

project, a segmentation tool called "mansegment" developed by Zhibiao Wu, at

Linguistic Data Consortium available at [http://www.ldc.upenn.edu/] was used. This

program uses the length matching algorithm combined with the frequency of words.

This idea is to choose the most frequent and the longest words. However, the

dictionary used "Mandarin.fre" is limited in size. It contains 44,405 entries. To

extend the word coverage, we enriched this dictionary by several dictionaries found

on the Web. They are "Berkeley.Chinese.Dictionary" and "LDC_CE_DICT2.0". The

final dictionary contains 310,430 entries, including some overlaps.

2.4.2 English Text Properties and Treatments

Citation Form

0
English text is composed of different combination of limited alphabets and symbols,

and its words change forms depend on subject, tense, mood, etc. Training translation

model aims to figure out the mapping relationship between prototype words, so it is

necessary to convert morphological transformed words back into their prototypes.

The morphological conversion called citation, implements a search and matching

algorithm, to find out and converts all transformation words in the text. It searches all

words of the input text in the dictionaries, if any transformation entry is matched,

then this word will be replaced with its prototype. For example, words "am", "are",

"is", "was", "were", "been" are all transformed into "be". In our project, the citation

tool developed by Rali group is used for citation [http://www-rali.iro.umontreal.ca].

Expression Extraction

u

Idioms or fixed collocated phrases often appear in English. They should be treated as

basic units in the translation models. Therefore, idioms and phrases of English have
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to be replaced by some non-space characters or symbols before training translation

model. This procedure is called expression extraction.

In our project, expression extraction is processed by comparing all input word

sequences with external dictionary, all expressions matching with any entry of the

dictionary are reformatted into a single word by replacing spaces with underscore

"_". For instance, phrase "get rid of is transferred into "get_rid_of. Moreover,

except prepositions and conjunctions, other member words of an expression usually

have their own semantics meaning. In order to enable the translation of single words,

that are members of expression, we keep both the extracted expression as an unit and

its member words. For example, for expression "children day", we recognize

"children" and "day" as well as "children_day".

0
2.5 Translation Model Training

Training statistical translation model is to learn the translation probability between

words of two languages and setup models of translation relationship between them

by statistically comparing the existing translation examples, which arc those

sentence- aligned parallel texts of our filtered corpus here. Our translation models are

IBM model I [BPM93], whose basic rationale is: given aligned translations, if two

words often co-appear in both the source and target sentences, there is a higher

possibility that they are translation of each other. Specifically, from a large collection

of alignments, the model learns the probability p(t\s) of having a word t in the

translation of a sentence containing word s. For an input sentence, the model then

calculates a sequence of words that are most probable in its translation.

u

The principle of training can be described as fallowings. For a single alignment ak

between the source sentence S and the target sentence T, we have two sets of words:

S = {S l, Sî, S3, ..., S m},
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0 T = ft], Î2, t3, ..., tn}.

We consider each word tjj = 1, 2, 3, .., m in Tas a possible translation of each word

si, i = l, 2, 3, .., n in S. All the possibilities are treated as equivalent. We then have

p(îj\Si, a J = Cr/m

where C-r is a parameter related to the length of the target sentence. Now, for a set of

alignment A, we calculate the overall probability p( t j\si. A) from a\ïp(tj\Si, aic) by

p(tj\Si, A) = CA.Sk p(tj\Si, ak)

0

where CA is a nonnalization factor. With the Expectation Maximization algorithm,

the probability p(tj\Si) is finally determine from pfr^,, A^.

Given a sentence S, the probability of having word t in its translation is determined

by all the words in S. In fact

p(t\S)=Cs£ip(t\Si)

where Cs is another normalization parameter related to the length of S.

0

In practice, the training of translation model only uses the one to one aligned

sentences and ignores others because the 1-to-l alignments are the most reliable.

This is also why we will also examine the 1-to-l alignments in our later

experiments. IBM model I ignores syntactical and positional information of words.It

cannot be used to deal with syntactic problems of natural language. However, the

goal of our project is to train translation models for CLIR, which do not require

syntactical correctness of translation. The most important aspects are the correct

selection of translation words and an appropriate weighting. IBM model I is enough

for these two aspects.
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n
2.6 Summary

u

In this chapter, we overviewed the background and related studies of CLIR. We also

introduced the general problems of CLIR and compared the similarities and

differences between CLIR and traditional DR.. We then introduced main approaches

of CLDR. translation, gave an introduction to methods of query translation, and

analyzed their advantages and disadvantages. The rapid development of Web

resources provides us with the possibility to construct parallel corpus with Web

pages. We introduced the PTMiner system of Chen that has successfully constructed

a Chinese-English parallel corpus of Web pages.

0

Sentence alignment is an important step before translation model training. In this

Chapter we described several well-known sentence alignment algorithms, especially

the length-based Gale-Church algorithm. The principle of ÎBM model I is also

briefly described.

However, there is much noise in our original parallel corpus. This leads a poor

sentence alignment performance and poor translation model. So improving the

parallelism quality of the final training corpus is necessary and inevitable. In next

chapter, we will describe in detail our corpus filtering approach and improved

sentence alignment algorithm.
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Chapter 3

Filtering Parallel Text Corpora

0

Using PTMiner, Chen created a bilingual parallel text corpus. But as we mentioned

in last chapter, this corpus is noisy because the parallelism of Web pages varies in an

unpredictable range. The poor parallelism of corpus is an important reason to the

poor translation accuracy of translation model trained from this corpus and the poor

performance of CLIR. In order to improve the final translation accuracy and CLDÎ.

effectiveness, we try to develop some approaches to reduce noise and improve the

parallelism of the corpus. In this chapter, we will introduce the rationale and our

approaches for filtering the raw corpus in order to obtain a higher translation

accuracy and better CLIR performance.

3.1 Principles of Filtering

u

As we know, a pair of parallel text consists of many parallel sentences, so we could

judge the truth of parallelism of a text pair by judging the parallelism of its

sentences. For a manually constructed corpus, the text parallelism is ideally 100%,

paragraph parallelism is 99.1% [GC91], and most sentences are usually matching

exactly one to one as shown by the statistical results of Gale-Church listed in Table

2.1.



35

0 In our case, parallelism between texts is only 82% [CheOO]. It should be pointed out

that this evaluation done by Chen tolerates some non-strict parallelism, i.e., even if

two texts are not strict translations of each other, if they are about the same topic,

these texts are still judged parallel. In fact, as our evaluation reported in Chapter 4,

there is a very high percentage of false sentence alignment from the raw corpus. This

will raise serious problem to model training.

We manually investigated the matching and parallelism of some randomly selected

pairs of our raw corpus. Not like law documents, online parallel pages don't require

exact translation and sometimes they take one language as the basic or main

language. Usually, the pages in the basic language are more detailed and fully

covered in information, but the pages in other language sometimes only give some

basic information. Moreover, the layout of parallel pages could be different.

Generally, most false parallel text pairs show the following common phenomena:

0 • There often exist omissions of translation for blocks of paragraphs, the contents

of two texts may differ very much. So one text may be much shorter than

another, and the length ratio of such two texts could be very different from the

average ratio.

Even if there is not omission of entire blocks, there may be mismatching inside

blocks because of sentence deletions and insertions between matching blocks.

This means that many sentences match to nothing, i.e. the proportion of n-to-0 or

0-to-n alignment is quite high.

The structures of two texts are different even though their contents are the same,

for various reasons. In some paired texts, the same contents may be arranged in a

different order.

(J

These phenomena are the main reasons of noise in our parallel text corpus. As we

can judge the parallelism of texts by the parallelism of sentences, we can determine

text parallelism through sentence alignment. This is the key idea of our approach.
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0 Usually, organized objects are structurally clearer and easier to be classified and

characterized than unstructured ones. In our case, an aligned text pair is easier to

judge for parallelism with some reference. Furthermore, some filtering principle

requires check the proportion of specific matching model. So we cannot absolutely

separate filtering and alignment procedures. But for clarity, we describe filtering

principles and alignment algorithm separately in two sections. In the following parts,

we propose the filtering principles.

3.1.1 Checking Length Ratio Difference

0

As we mentioned in Chapter 2, texts or sentences of any language can be viewed as

consequence strings of characters. Characters are electronically stored in bytes in

computer, no matter what kind of word fonnat of different languages. Then texts can

be measured by the quantity of characters, or character length. Moreover, statistical

investigations found there is a relatively stable ratio between text lengths of two

languages if they are translation of each other [GC91][WX95]. Our observations of

the corpus also indicate that most true parallel pairs have a similar text length ratio in

character. It means that there is a statistical standard value for length ratio between

parallel texts. Thus, in reverse, we can judge the parallelism of two texts then filter

the corpus by examining their character length ratio whether satisfies the standard

value or not and adjusting the match probability of alignment.

<J

The accuracy of length ratio judgement depends on the parallelism quality of the text

pair, as well as the scale of investigated range. Because the average ratio is a

statistical value, the range of statistical investigation is crucial. Some sentence pairs

may not satisfy the average ratio just because they are too short, even if they're

exactly parallel. For example, the result of [WX95] shows that the average length

ratio in byte of English/Chinese texts is about 2 (1.98), but the following two

examples of Table 3.1 and Table 3.2 show the influence of investigated range:
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0

Language English Chinese

Parallel text Hello, world! tit^, ^î;

Total length 12 bytesny 12 bytes

Table 3.1 A short parallel pair example

Language

Parallel

text

Total

length

English Chinese

Abstract

In order to establish a basis for

redesigning initial teacher

preparation, the author examines

two instances during his career

when he was excited in his work as

a teacher educator.

He also analyzes external barriers

to achieving excitement in teacher

education, including not only state

and national regulation of teacher

education but also the low status of

teacher education in the United

States.

^^m^^^î-^^^m

%f Ht&<}M^»^, i^

^^a^^w^^^o

 ^-^ ^^^@&<]f 7

^/±^6<]^Ï^@, ^7^1

î^^m^m^^m^^,

a^-fw^ê-tefô^fô^o

345 bytes 172 bytes

Table 3.2 A long parallel pair example

0

Both the examples of Table 3.1 and Tale 3.2 are exact translations, but they are

distinctly different in the length measured in bytes. The two texts of the short

(l)The average langth ratio 2 of English/Chinese texts is measured in byte.
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0 example of Table 3.1 both are 12 bytes long, or the ratio is 1 that dissatisfies the

standard value of about 2. On the other hand, those of the long example of Table 3.2

have 345 bytes and 172 bytes respectively, whose ratio 345/172 = 2.0058 that is very

approximate to the standard ratio value. Obviously, if the investigating range is big

enough, the ratio gets close to the standard value.

Our corpus is noisy, many nonparallel pairs are assumed parallel. Because there exist

the standard length ratio between two parallel texts, we can judge the parallelism by

comparing the length ratio at the text level. Moreover, texts can be divided into one

or several structural blocks, depending on the contents and structure of the text.

Usually two texts of a parallel pair have the same number structural blocks and are

parallel at block level, or are translation of each other. In order to ensure the

effectiveness of the filtering principle, we judge the parallelism of texts basing on the

length ratio both of the entire texts and the structural blocks.

C) In detail, we try to set an acceptable fluctuating range of length ratio around the

standard value of two languages. The parallel pair whose ratio falls in this range will

be considered be truly parallel and a positive matching probability adjustment will be

added to the matching score of its all sentence members during sentence alignment.

Furthermore, if the length ratio of a certain structural block also satisfies this range,

then another positive adjustment will also be granted to all sentence members of the

block. In other words, if given the standard text length ratio ^ of two languages and

the deviation limit S, then only those sentence pairs that belong to the text pairs or

block pairs whose text length ratio // e {(f)- ô, <f> + ô\ oï block length ratio 2 e [</>- S,

^ + S\ will be granted a positive adjustment <p or ^respectively. The equation 2.2

then becomes as follows:

u

arg maxA Pr (A\Ti, Tz)

= arg minASA -log (Pr(5; ^ S2\h,l2~) + y+ V/) (3.1)
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where Ç7> 0 if ^- //< Sand y>Oïf^>-À< ô. Concretely, for English and Chinese

language, we set the standard length ratio value as English/Chinese ^ = 2, and tried

several length ranges with different value of om our tests.

3.1.2 Examining Empty Alignment Proportion

A certain proportion of empty alignment is inevitable even for exactly parallel texts.

But the proportion is very small for high quality parallel texts as shown in Table 2.1.

For a noisy corpus, n-to-0 or 0-to-n alignment will occur more frequently. When a

certain portion of a text pair cannot be aligned (or aligned to zero sentence), this

would be a strong indication that the pair is not truly parallel, which is what we

observed from our corpus. Therefore, we will use a threshold of the proportion of the

empty alignment to filter out likely nonparallel texts.

3.1.3 Using Translation Words in Sentence Alignment

u

If two sentences are really parallel, they usually contain some known translations.

These translations are those words that can be found in a bilingual dictionary or

lexicon. In reverse, if we can find some known word translation pairs in possible

parallel sentences, it is strong evidence that these sentences are parallel. The more

we can find known translation in a pair of sentences, the more probable the two

sentences are truly parallel. In fact, for someone who is not familiar with both

languages, but knows some words, the appearance of these known words and their

translations in two sentences is a valid criterion to judge if the sentences could be

parallel. This idea was used by Wu to align the noisy head parts of his well translated

corpus as introduced in Chapter 2. However, Wu's lexical cue set (Table 2.2) is

small and domain specific, and cannot be used for our corpus. In our process, we

exploit this same principle of considering known translation as alignment anchors.

But we use a large size and full domain collection of lexical cues such as a medium

or large bilingual dictionary. In detail, when we observe that there are some known

translations in the corresponding sentences, a positive probability adjustment will be
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assigned to the sentence pair for every existing known translation. Then the

correspondence between the two sentences is increased by a certain degree, which is

crx /), where cris the known translation weight, /? is the proportion, which is defined

as the proportion of known translation pairs comparing to the total word pairs in the

sentence. This degree is then integrated as "lexical cue" into basic degree based on

other principles. Then the alignment equation 2.2 changes to equation 3.2:

arg minA Pr (Al^, r2)

= arg minA SA -log ( Pr(5/ <=> S2\h,k) + ff^p) (3.2)

Usually the weight coefficient <7 of known translation is given to 1, which brings

good result for high quality parallel corpus. However, this may be too weak to

correct the mismatching of the noisy corpus by known translations as lexical

anchors. So a larger or smaller known translation weight coefficient may be used,

and we will conduct a series of tests later to find out the proper empirical value.

3.1.4 Combinations

The above filtering principles are mutually complementary. There may be different

ways to combine them in a filtering process, for example, by a linear combination.

Here, we will use a different strategy: we use them one after another, then find out

the better one from different combinations. We will conduct a series of experiments

in next Chapters to investigate the combinations.

3.2 Integration of Filtering Criteria with Sentence

Alignment Algorithm

u
When we introduced the principles of filtering in last section, we mentioned the

utilization of alignment results. Indeed, the filtering criteria will be implemented
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0 with the sentence alignment process. In this section, we will describe our integration

of the filtering criteria in the alignment algorithm. Sentence alignment is to figure out

the translation mapping relationship between sentences. Although English and

Chinese are two completely different languages, text length is still the comparable

common property of their texts. Naturally, our sentence alignment will take length-

based algorithm as the starting point. Since there is not any morphological

comparability between Chinese and English words, we take Gale-Church algorithm,

which counts the character length, as the backbone of our sentence alignment

algorithm.

0

However, Gale-Church algorithm is proposed over a parallel corpus with good

quality of parallelism, which is rather different from ours. It calculates probabilities

of matching sentence pairs only based on the sentence length, which is also not very

reliable in our corpus. So some inevitable modifications have to be made. Indeed,

besides the need to integrate the three filtering criteria into the algorithm, we still

have to add some other alignment adjustments to make it adapt to our parallel

corpus. Details are described in the following section.

HTML Tags

(J

Gale-Church algorithm was tested on two manually constructed parallel corpora,

whose paragraph parallelism even reaches 99.1%. Therefore, it was assumed that

there are exactly equal paragraph numbers between two texts to be aligned. Such the

algorithm reduced computation by first aligning the texts into parallel paragraphs,

then aligning sentences within correspondingly paragraphs. However, the assumption

that there is equal number of paragraphs in a pair of parallel texts is no longer true

for our corpus where parallelism is poor. On the other hand, to get the best

alignment, dynamic programming used in the alignment algorithm is important.

Dynamic programming requires time quadratic in the length of the text aligned,

therefore, it unpractical to align a pair of texts as a single unit. Such the text to be

aligned is usually subdivided into smaller chunks to reduce the computation.
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0 Therefore, we will realize this requirement by relaxing the dividing criteria in our

modified Gale-Church algorithm.

0

Although most corresponding pages in our corpus do not match exactly in paragraph,

they usually can be subdivided into the same number of semantic chunks or

structural blocks, depending on the page's length. Structural blocks may be a single

paragraph or several paragraphs, but they usually match each other well between

parallel pages. On the other hand, all of our parallel pages are in HTML format. So

the matching structural blocks of parallel pages are often delimited with the same

HTML markups, such as <H1></H1>, <H2></H2>, <Table></Table>, etc.

Therefore, in our alignment approach, we use predefined HTML tags as "cognates"

or "delimiters" to identify the structural blocks, which functionally corresponding to

paragraphs of original Gale-Church algorithm. Chen also used this approach in his

project, but to help identify paragraphs [CheOO].

Character Ratio

Character length ratio is used as a filtering criterion, but it is the statistical length

ratio of the two texts or structural blocks aligned. For sentence alignment, Gale-

Church algorithm also uses character concept at sentence level: character ratio

parameter c, the expected character number generated in target language by per

character in source language, which is set to l in their experiments over English,

French and Gennan. As mentioned previously, the character length ratio between

parallel Chinese and English texts is English/Chinese = 1.98 [WX95]. So we set the

English/Chinese character parameter c = 2, which is used to replace the original one

in Gale-Church algorithm.

Known Translations

u
Using lexical cues or lexical information in sentence alignment is not a new attempt.

But former studies either use language dependent literal features as [SFI92] or use a
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0 small size and domain specific collection of lexical cues as [Wu94]. As introduced in

previous section, we will use known translations as lexical anchors to sentence

alignment. Here, we just emphasize the influence of lexical cue collection. The size

of the bilingual dictionary may have a significant impact on this method. So we will

test the use of several dictionaries of different sizes in order to evaluate this impact in

a later chapter.

Integration with the Alignment Algorithm

The above algorithm adjusting factors are merged into the basic Gale-Church

algorithm, as well as the integration of filtering criteria. Here we summarize our

sentence alignment algorithm as fallowings:

0

u

/* determine thresholds and parallel pairs */

set standard length ratio in byte of two languages ^

set permitted length deviation ô

let texts T! and Tj, i, j = 1, ...m are two parallel texts

basing on HTML tags, divide two paired texts into same structural blocks

B, and By, i,j= 1, ...n

/* check length ratio and determine adjuster */

scan through paired texts Ti and T^

let Li and Ls be the text length in character (byte) respectively

if(L,/L2-^)<^,then

set adjuster y>Q

else (p=Q

for two paired structural blocks Bi and 62

let Ibi and Ibs be their text length in character (byte) respectively

if(/ù,//Ù2-^)<^,then

set adjuster II/>Q



44

0

0

else y/= 0

/* calculate matching probability among sentences */

for supposed parallel sentences S,, ;= 1, ...,p and S/,y= 1, ..., q of Bi and 82

let 81 and 82 are two matching sentences

let /î, /2 be the text length in character of 81, 82 respectively

let v/, /=o,..., n and vv,, ,=o,..., n be the known translation pairs in Si and Sz

let o-be the known translation weight coefficient

let p be the proportion of known translation

let yff be the matching probability function only of li, Is

let ^ be the alignment, then

the matching probability of Si, 82 is

P( 81^82 IA)=P( Si<^S2 lj3(li, 12) +(p+y +oxp)

set alignment distance function between Si, 82 as

d=-\og(P(Si^S2lA)

/* find out the minimum alignment distance among possible matches */

let D(i, j) be the minimum distance of S,, Sj,

initialize D(i, j) = 0

then, calculate D(i, j) by dynamic programming

D(i, j) = min { D(i, j-1) + d(0, t, 0, 0); D(i-1, j) + d(s,, 0, 0, 0);
D(i-1, j-1) + d(si, t, 0, 0); D(i-1, j-2) + d(s;, t; 0, t,i);
D(i-2, j-1) + d(si, t, s,i, 0); D(i-2, j-2) + d(si, tj, 5,1, tj.i)}

/* conclusion */

then, the alignment /4 between texts T; and T, is

P(AITi, T,) - arg max^ 77^ P(Si ^ Sj / S/, Sy ^ = 2,, D(i. j)

u
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0 3.3 Overview of Evaluation

Our study is conducted on the English-Chinese corpus of parallel Web pages created

with PTMiner. The final goal is to train a better statistical translation model from a

purified parallel text corpus, and to use it to obtain a better CLIR effectiveness. The

question now is whether the filtering of likely nonparallel texts has a positive impact

on the translation model and on CLIR performance. The answer is not obvious: while

we filter out truly nonparallel texts, some parallel texts can also be removed. So the

filtering process can result in a less noise but smaller corpus. The smaller size can

affect the coverage of the model. Therefore, we will conduct a series of experiments

to measure the impact of the filtering process.

0

Concretely, the detailed global system framework of our project is depicted as Figure

3.1. From the next chapter on, we will describe all our experiments and their results

in details according to the framework of figure 3.1. From this figure, we can see that

all processes over the parallel text corpus are listed in a sequential string in the left

side, and the right side is the reference block. Reference block includes several

manually build comparison benchmarks for sentence alignment, translation model

accuracy and CLIR precision. The three association relationships a, (3, y shown in

this figure representative the evaluation links between our experiment results and

references, and their related experiments will be introduced in Chapter 4, 5 and 6

respectively.

u
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Chapter 4

Experimentation I: Sentence Alignment and

Corpus Filtering

0

In the last chapter, we introduced the methodology and rationale of corpus filtering

procedure and the system framework, including sentence alignment, corpus filtering.

From this chapter on, we will describe in detail the experiments of the approach. This

chapter will describe the experiments on sentence alignment with respect to corpus

filtering. This maps to the evaluation a of Figure 3.1, in which we are interested in

the parallelism between texts, as well as the correctness of sentence alignment.

4.1 Reference Benchmark Setup

u

To evaluate how a filtering criterion performs, we need to set up a set of text pairs as

references. For these text pairs, we manually examine their parallelism and their

sentence alignment. We randomly picked up 484 pairs of texts from the original

corpus of Web pages to form a sample corpus. Then we manually aligned all the

sentences of the corpus. During the alignment, an alignment software with GUI

developed by RALI group of University of Montreal is used. It can automatically

make the first alignment, in which there may be errors. It also provides a user

interface to correct the alignment errors. However, the software does not support

Chinese. So we only use its user interface and the sentence alignment is completely
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0 manually aligned. To display Chinese character, we employed another software

NJStar Communicator [NJS] to display Chinese during alignment.

0

The final result of this stage is a collection of parallel texts with sentence aligned,

which consists of 484 text pairs or 38,798 sentence pairs. In this corpus, 10,875

sentence pairs or 28.03% of the total number are empty alignment pairs, i.e. of types

n-to-0, or 0-to-n; 22,338 sentence pairs or 57.58% are 1-to-l mapping. Basing on

manual judgments, there are 396 pairs of texts, or 81.82% arc considered parallel,

which is approximate to Chen's results of 82% [CheOO]. These are depicted in Table

4.1, in which we examine different types of match between sentences and between

texts.

Matching element Matching type Number of pairs \ Proportion

Sentence

0-to-n or n-to-0 match 10,875 28.03%

1-to-l match 22,338 57.58%

Total 38,798 100%

Text Parallel pairs 396 81.82%

Total 484 100%

Table 4.1 Data of reference corpus

Notice that a more detailed analysis in this direction can eventually result in a new

set of probabilities of different matches (1-to-l, l-to-2, 2-to-2, etc.). These

probabilities could be used to replace these used in Gale-Church algorithm (Table

2.1). However, this has not been integrated in our current implementation.

During the alignment of sample corpus, we noticed following facts:

u

The empty matching proportion is much higher for online parallel pages than

other manually constmcted parallel corpora.
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0 There is a much higher proportion of deletion, insertion, reversion for the online

parallel pages.

Some parallel texts are only matching for their URL addresses and file names,

but the contents are completely unparallel.

Some Web parallel pages are in graph or other non-textual format. Although they

match each other, they are not useful for our purpose.

High quality parallel pairs usually are long and literal texts, while poor ones are

short and diverse.

These phenomena are common for online parallel texts, and they are the main reason

for higher noise of corpus consisted of online parallel texts and reason of low

sentence alignment accuracy. And these observations are also the basis of our

corpus-filtering principles described in Chapter 3.

0 4.2 Experiment Measurements

The task of corpus filtering is similar to IR: we want to keep all and only truly

parallel text pairs. In practice, our filtering will remove nonparallel text pairs along

with some parallel pairs. Therefore, the precision and recall [SM83] measures

commonly used in DR. are also appropriate for our evaluation. The two measures are

defined as follows:

precision =
number of correct elements kept

total number of elements kept
(4.1)

recall =
number of correct elements kept
total number of correct elements

(4.2)

u
Usually, precision and recall are two contradictory requirements. When precision

increases, recall decreases and verse vice. It is often difficult to judge which is better
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0 between high precision and high recall. So a combination measure is used to evaluate

the global quality, called F-measurc [Rij79]:

F-measure =
2 x precision x recall

precision + recall
(4.3)

F-measure is a harmonic average of precision and recall. We would expect that the

higher F-measure value, the better IR performance (This hypothesis will be further

verified in a later chapter). So the algorithm quality will be basically evaluated by F-

measure in this chapter.

0

In our filtering and evaluation procedures, we are interested in several kinds of

elements in text and sentence. Because of the corpus are assumed parallel at text

level and some is noise, we need to check the parallelism at text level. On the other

hand, the input to translation model training requires matched sentences, or 1-to-l

aligned sentences. So we also pay attention to the parallelism at sentence level,

include that of 1-to-l sentences. Moreover, the proportion of empty aligned sentence

is a benchmark of text parallelism, so we consider non-empty sentence alignment as

well. Therefore, for all experiments in this stage, we calculate the precision, recall

and F-measurcment at different elements include text alignment, sentence alignment,

nonempty sentence alignment and 1-to-l sentence alignment. All these comparing

matrixes will reflect the quality of the filtered corpus and alignment.

4.3 Corpus Filtering and Alignment Experiments

u

As we described in the last chapter, corpus filtering and sentence alignment are

dependent each other. The effect of filtering is evaluated on the result of sentence

alignment. In the framework of Figure 3.1, they are combined in a loop, so their

experiments and evaluation are conducted together. Because we hope to examine
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0 each filtering criterion independently and different combinations of them, we arrange

all experiments in two phases, which are described in following two subsections.

4.3.1 Individual Experiments

In the first phase of experiment procedure, we test every filtering criterion

individually to observe the influence of each single factor.

Experiment 1: Using Empty Alignments Proportion

0

To examine the filtering effect of using only the criterion of empty alignment

proportion, we directly use Gale-Church algorithm with the character generating

parameter c (length ratio) set 2 to align the corpus. Then we examine the alignment

results and remove those text pairs with a proportion of empty alignment higher than

a predefined threshold. Generally, we considered the two texts are nonparallel if

more than a half of their sentences were aligned to null in either side, so the lowest

filtering threshold was naturally set as 50%. Furthermore, in order to find out the

impact of the proportion, we also compared the alignment results at some stricter

situations when the threshold was set at 40%, 30%, 20%, 10% and even 5%. The

final alignment results are listed in Table 4.2. In this table, we show the alignment

ratio between different units: texts and sentences. In addition, in the case of sentence

alignment, we consider two particular cases: non-empty alignments and 1-to-l

alignments, that will have the most important impact on translation model training

later. The numbers correspond to the values of these measures with different

thresholds on empty alignment proportion. For example, the upper-left number

(65.83%) is the precision of text alignment when no filtering on empty alignment

proportion is applied.

u

By comparing the numbers in the same row or column, or between them, we can

observe some conclusions from Table 4.2:
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n The unfiltercd precision of parallel text is only 65.83%, which is lower than

Chen's 82% [CheOO]. A possible reason is the criteria used are different. In our

evaluation, the criterion seems to be stricter.

For any evaluation in Table 4.2, when the empty alignment proportion threshold

becomes stricter, the precision increases while the recall drops. It means the

filtered corpus with fewer empty alignment pairs will lead to better alignment

consequence at both text and sentence level.

Stricter empty alignment proportion leads to a higher F-measure, or a better

comprehensive performance. This may mean that the speed of precision increase

is higher than that of recall drop as the threshold gets stricter.

There is a similar increase/decrease for text, sentence, nonempty matching

sentence and 1-to-1 matching sentence.

0

Experiment 2: Using of Length Ratio

Measurement

Unit

Text

Sentence

Adjustment value: q) and y/

Measure 0.8

Precision 71.46%

Recall 92.78%

F-measure 80.70%

Precision 71.68%

Recall 91.89%

F-measure 80.54%

1.0

71.83%

92.55%

80.88%

72.52%

91.23%

80.81%

Table 4.3 adjustment value comparison

2.5

72.19%

92.03%

80.91%

73.11%

90.43%

80.85%

u

In the experiments using length ratio criterion to filter corpus, we use a modified

Gale-Church algorithm to align the corpus. As we introduced in Chapter 3, we check

the length ratio between the entire texts and matching structural blocks. And all

sentence pairs within the text or block will be granted a positive probability
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n adjustment (poï ^ if the length ratio deviation of the text or block is smaller than a

predefined tolerated threshold S. In order to determine the value of the adjustments,

we conducted some comparison experiments with three values under the same

algorithm while the tolerated deviation is set ELS S = 0.5. For simplification, we take

the same value for (p and \)/. The results are listed in Table 4.3.

We can observe that the experiment results of different adjustment values are similar

in Table 4.3, so we will take l as the adjustment value in the following experiments.

In order to check the influences of length ratio under different tolerated deviation

thresholds, we predefined several length difference deviations from the loosest 0.5

up to the strictest 0.05. The alignment results of different elements are listed in Table

4.4, from where we can compare the precision, recall and F-measure and conclude

the fallowings:

0
• For all measuring units, stricter length constraint (smaller 8) brings better

parallelism quality (higher precision) and narrow coverage (lower recall), but F-

measure also gets better. These results suggest that a stricter length constraint

leads to a better comprehensive result.

The strictest S value here 0.05 is an extreme threshold, but still brings a better

result that exceeds our expectation. We believe the reason is that the real parallel

Web pages are usually relatively longer, and then have a length ratio that is

closer to the standard value. But it's seemly the smallest value we can accept,

because the recall drops very low now.

Experiment 3: Using Known Translation as Alignment Cues

u

Before we investigate the influence on alignment of known translation with different

weight, we have to decide how many known translations we should use, or what kind

of known translation collection we should use. Is the small size lexicon of Table 2.2
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0 [Wu94] or medium size lexicon used by Wu [WX94] effective enough? What is the

influence of involving a larger lexicon on the alignment accuracy? In order to figure

out the impact of lexicon size, we took a large size bilingual dictionary as the base

dictionary. The base dictionary "Mandarin.frc" has 44,405 entries, which are sorted

on usage frequency. Then we created several Chinese-English dictionaries with

different size from the base dictionary. All these specific dictionaries are created

from the base dictionary by selecting a certain portion of the most frequent words.

For example, the dictionary with 500 words has the most frequently used 500 words

of the dictionary with 1,000 words and so on. Then we conduct a series of alignment

experiments individually with the specific dictionaries as the known translation

collection under the same algorithm. In this series of experiments, the weight of

known translation adjustment is set to 1. We then compare the results with the

reference benchmark. The alignment accuracy is defined as the proportion of

correctly aligned sentence pairs during the corpus alignment:

0 Alignment accuracy =
number of correct sentence alignment

total number of sentence alignment

The comparison result is listed in Table 4.5:

(J

Dictionary size

Without dictionary

500 words

l,000 words

3,000 words

5,000 words

8,000 words

10,000 words

Alignment accuracy

72.31%

72.95%.

74.36%

77.89%

80.82%

81.78%

82.16%

Table 4.5 influence of dictionary size

Improvement

0.89%

2.84%

7.72%

11.77%

13.10%

13.62%
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ô'

ILO
\c^s
l'-o
loo

1^
loo
\t~-
[CX3
loo

1^
l^r
l4~l
<=>
|<7\

.0

(^
|c^

1^
\c<s

1^

1^
ll<"l
I^T
ll-o
loo

1^
IK
\u~~i
loo

1^
1^0

1^

.0

1^
l CM
|00

1^
CM
^0

loo

1^
|<7^
\v\
|0^
I co

0

|<~s]

l^r
|CX3

1^
l^ï
1^~1

loo

1^°

\0\

1^
loo
l un

1^
is
lEo

1^
loo
|C^1
I co
loo

.0

Im
1^0

|c?\

.0

1<~^I
1^0

|c^

1^
<y\

1^1
|<7\

1^
|0\
I^T
|00
loo

1^
l un

'-0
00

.0

|m
in
00

1^
1^1
lo\

1^

1^
^0
m

1^

e

i
l
g
t-1-1
0

-s
aj

ïQ
0
u

l
i
(-1-1
0
<u
1_1
S=!
<u

l
^0
vr
u

l

l
i

.§

Il Il l
lta-<

1.1

l B l
\^

l Il l
fcl-,

l l l
fc>-<

u

§ l
^

l̂
î-^

t
l

^

^
•^



58

0 Form Table 4.5, we notice that the use of dictionary with suitable size brings higher

improvement of alignment accuracy, and a larger dictionary brings better result. We

also notice that a too small dictionary (500 words here) cannot make significant

impact on alignment, but a medium size dictionary (here 3,000-5,000 words) brings

significant improvements. Further improvements can be obtained by even larger

dictionary, however, the improvement rate is decreased, as we can see in the case of

8,000 words and of 10,000 words here in the Table 4.5. Nevertheless, it seems clear

that the larger the bilingual dictionary, the better the alignment result. In order to

increase the accuracy of Chinese segmentation and alignment as most as possible, we

used a combined dictionary in our following experiments and Chinese text

segmentation. This dictionary is created by concatenating three dictionaries together,

forming a dictionary with 310,430 entries.

0

When we used known translations as cognates, the default weight coefficient of

known translation is often 1.0. But we are not sure this is the proper value that will

bring encouraging result. Therefore, we try to increase the weight coefficient of

known words, to see their influences over alignment. We tried several experiments

with some values from 1 to 2. The experiment results are listed in Table 4.6 where is

also arranged according to text, sentence, nonempty sentence, 1-to-l sentence and

nonempty 1-to-l sentence alignment categories.

From Table 4.6, following facts can be observed:

Higher weight coefficients for known word anchors yield better alignment

performiance than default weight coefficient.

• It does not always bring better result with continuously increasing coefficient.

There is a peak value for final alignment result, at about 1.5. After this, a bigger

coefficient leads to worse results.

u
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0 4.3.2 Combination Experiments

In the last phase, we tested the effects of every individual filtering criterion and

compared their alignment results. In this phase, we try to combine different filtering

criteria together, two by two first and then all three together, to test their influences

on each other and alignment results. The experiment results of last phase show that

the impact of all individual criteria tends to increase or decrease at one direction as

the criterion value increasing or decreasing. In order to simplify the experiment

procedure, every combination experiment will only combine some typical points of

individual experiment. Then we determine our final filtering algorithm as the

combination with the best experiment result.

Experiment 4: Empty Alignment Proportion and Length Ratio

0
In this experiment, we test the combination of empty alignment proportion criterion

and length ratio difference criterion.

From the results of experiment 1 and experiment 2, we know that for single criterion

of empty alignment proportion, threshold of 50% provides the best recall while 5%

brings the best precision; for single length ratio criterion, deviation S= 0.5 has best

recall while 8= 0.05 leads to best precision. On the other hand, the F-measure value

increases while the precision improves for both criteria. So we only select the two

extreme thresholds for each criterion to fonn four combinations, with which we test

their influences on alignment. The experiment results are shown in Table 4.7.

u

In Table 4.7, we use the same measurements of precision, recall and F-measure as

that of single criterion experiment. We can find that all results in Table 4.7 are better

than that of its individual element. For example, the text F-measure of combination

50% + 0.5 reaches 81.99%, is better than 79.96% of 50% empty alignment alone and

80.88% of set derivation 0.5 alone, and so do other F-measures. This means
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combination of criteria will improve filtering and alignment. Moreover, we notice

that combination of stricter criteria (small empty alignment proportion threshold and

length ratio deviation) lead to a higher precision, lower recall as well as a better F-

measure. For example, the precision of 1-to-l alignment reaches 92.58% while the

recall falls to 80.61%, but the F-measure is still higher at 96.87%. So we can

conclude that stricter combination of these two criteria is the better choice for corpus

filtering and alignment.

Experiment 5: Empty Alignment Proportion and Known

Translation Weight

0

In this experiment, we combine empty alignment proportion with different known

translation weight coefficient. From experiment 3, we know that there is a best value

for known translation weight coefficient, and it is about 1.5. On the other hand, for

most cases, the weight value of 1.0 is used. Therefore, we only combine and test

these two weight values with two specific empty proportion thresholds 50% and 5%

in this experiment. The experiment results are listed in Table 4.8.

Table 4.8 tells us that: first, combination of these two criteria brings better filtering

and alignment results than its individual counterparts respectively; second, the

combination of stricter empty alignment proportion (5%) and the best known

translation weight value (1.5) will brings better precision and F-measure, even

though the recall is worse.

Experiment 6: Length Ratio and Known Translation Weight

0

The final experiment of combination of two criteria was taken between length ratio

difference criterion and known translation weight coefficient. In the experiment, we

combine two sets of criterion values, o= 0.5 and S= 0.05 for length ratio difference,
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0 coefficient 1.0 and 1.5 for known translation weight. The experiment results are

illustrated in Table 4.9.

Similar to former combinations, we can obtain these conclusions from Table 4.9:

first, the combination of criteria brings better results to filtering and alignment than

individual criterion; second, the combination of stricter or better element value leads

to a better result.

Experiment 7: Combination of All Criteria

From the combination experiments between two criteria, we notice these common

conclusions: first, combinations bring better results than individual criterion; second,

combination of stricter criteria usually leads to better F-measure as well as higher

precision. Therefore, we can generally conclude that criterion combination is

preferable for corpus filtering and alignment.

As the second step of combination experiment phase, after having evaluated

combinations of every two criteria, we try to combine all three criteria together. The

results of experiment 4, 5 and 6 show that the change trend of those combination

experiments strictly increases. Therefore, for the same simplification reason, we only

experiment some combinations points of specific values of the first step: the highest

precision and highest recall points: empty alignment proportion 50% and 5%, length

ratio difference 0.5 and 0.05, known translation weight 1.0 and 1.5. The results are

UstedinTable4.IO.

From the results listed in Table 4.10, we can notice that:

u

To filtering with combination of three criteria is better than that of combination

between any two criteria.

The combinations of stricter filtering criteria are better than loose ones if we

evaluate by F-measure.
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0 From above analyses, we can conclude that: first, filtered corpus using single criteria

leads to a better alignment result; second, using combination approaches brings a

better result than single one; third, the combination of all three criteria will be better

than the combinations of two. Moreover, the combination of stricter individual

criterion is preferable for our corpus of parallel online pages.

u

4.4 Summary

0

In this chapter, we described the experiments of filtering and alignment with

different filtering criteria and combinations. The results proved our assumptions

about the filtering principles and their influence on alignment result. Every filtering

principle brings improvement to alignment precision. We get a higher alignment

precision as well as higher F-measure, when we use stricter criteria on empty

alignment proportion and length ratio. For the known translation factor, the best

value seems to be 1.5. When it is too small or too large, the value of F-measure

generally decreases. In general, the alignment results of combination are better than

that of individual experiments.

The improvement of alignment performance is not our final goal. What is the impact

over the quality of trained translation model and CLIR? In next chapter, we will

examine this question.
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0

Chapter 5

Experimentation II: Translation Model

Training and Evaluation

0

In last chapter, we described and compared the corpus filtering and sentence

alignment experiments, individually and with combined criteria. We found that all

filtering criteria lead to a better alignment result, and combination of stricter criteria

brought better results measured with F-measure. On the other hand, the precision and

recall move in contrary directions, so we are still not sure that the combination of

stricter criteria, which has high precision but low recall, will lead to a better

translation model. Therefore, we conducted a series of experiments to compare the

translation accuracy of translation models trained with different filtering criterion

combinations. This chapter will give out some detailed description to these

experiments, and the analyses on their results.

u

5.1 Translation Model Training and Evaluation

After having filtered and aligned the corpus, we got a collection of aligned sentences.

Among them, some are exact one to one matched, which are the basic materials we

will use to train our translation models. As mentioned in Chapter 2, we will train our

translation models according to IBM model I. This means we will statistically

calculate the probability p(î\s) of having the word î in the translation of source
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0 sentence containing word s, while all words in the target sentence are given equal

possibility weight of translation of the word in the source sentence. The Rali group

[http://www-rali.iro.umontreal.ca/] has developed tools to train translation model,

which we will use do our training. The result of training process is two translation

models in two directions, English-Chinese and Chinese-English.

To evaluate translation accuracy of trained translation models, we first set up an

evaluation platform. The simple and direct method of check translation accuracy is to

check the translation of specific words. Chen created two small sets of 200 English

words and 200 Chinese words, randomly selected from the corpora, and used them to

test his two translation models [CheOO]. For the convenience of comparing with

Chen's results, we take the same sets of evaluation words in our evaluation.

0

For each source word, the translation model gives a list of most probable translations

as well as their probabilities. In order to simplify the comparison, we only evaluate

the accuracy of the most probable translation of each word as Chen did. So a

translation is considered correct if:

the most probable translation (the first word) is correct if the translation could be

one word, or

the first translations together form a correct translation if the source word should

be translated into a group of words.

u

We use word group rather than phrase or idiom for the second condition means we

ignore the order of word in the group. The reason is first that for query translation of

CLIR we do not pay much attention to the order but the elements themselves,

because CLIR only cares whether there exist those words in both query and

documents or not. On the other hand, sometimes it is difficult for some words of

source language to be translated into a fixed phrase or idiom in target language.
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0 According to Chen's experiment results, the utilization of stop-list of target language

is much helpful for translation model training. A stop-list is a set of the most

frequently grammatical words, which are helpless for information retrieval, so we

should remove them from the training source. Those words are not of interest for IR

since they are context meaningless. Moreover, these words exist in most alignment

pairs, they are easily taken as translation of many words since their high appearance

frequency, then make the statistical model conclude in wrong translation. Therefore,

we also used stop-list of target language in our training procedures.

0

Usually, human judges conducted the evaluation of translation accuracy. In different

project, there may exist some tiny subjective differences of judgement since the

human judge may be different, but it's tolerable. For example, in Chen's project, the

accuracy of Chinese-English translation model is evaluated at 77%, and for English-

Chinese is 81.5%, while in our own evaluation of the same translation models, they

are 77% and 80.5% respectively. We can see that the difference due to subjective

judgment is quite small.

5.2 Experiments and Result Comparison

u

The alignment results in the last chapter prove that the precision at individual and

combination experiments both increase when the empty alignment proportion and

length ratio difference criteria get stricter, and it also increase before the known

translation weight criterion reaches the best value. And the results of combination

experiments are better than that of individual experiment. Therefore, for the

experiments of translation model training, we just tested several different

combinations with the loosest and strictest or best thresholds. The goal of these tests

is to see whether it is better to have a high precision low recall corpus, or the reverse,

and whether the F-measure also reflects the quality of the resulting translation

models. The combination filtering factors are shown as following:



70

n

0

u

s
îri
+ ^
^"i
^ +

s
cri
+ 's
^^
cn +

+
1^1
<s-
+

^Kl
-;

+
1^
<^

^?<s

+

l
in

in
'-;
+
s
<^

l

<&
-;
+
s
<^

^
<3i

l1^1
^
+

Tl
ti

s3
^ ^
^ +

b?l

ill
^<S.|

m
00

g
V~)

C7\

în
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0 Empty alignment proportion: no limit, 50%, 5%;

Text length ratio difference in characters: no limit, 0.5, 0.05;

• Known translations weight coefficient: 0, 1, 1.5.

Therefore, nine different combinations were created, nine experiments were

conducted, and nine couples of translation models were trained for both English-

Chinese and Chinese-English. The results of English-Chinese translation accuracy

upon the selected words is compared in Table 5.1, and that of Chinese-English

translation over the specific evaluation platform is compared in Table 5.2. In both

tables, row "no. of tokens" means the number of words in source language included

by trained translation model.

Closely observing Table 5.1 and 5.2, we can see the following facts:

0
The translation accuracy of original model of non-filtered corpus, is 80.50% for

English-Chinese and 77.00% for Chinese-English, is approximately the same to

Chen's evaluation [CheOO]. It means the results of two projects are comparable.

All translation accuracy results of filtered corpus have certain improvements over

that of using original corpus. The improvement range for English-Chinese

translation varies from 5.83% to 13.05%, for Chinese-English translation from

5.84% to 12.33%. This means a more correct translation model can be trained

upon a filtered corpus than the raw one.

For both translation models, the strictest combination (5% empty proportion,

0.05 length ratio and 1.5 known translation weight) brings the best accuracy.

Translation accuracy improves while the filtering criteria get stricter, or it is

consistent with the F-measure of sentence alignment. This means that a higher

precision is preferable than a higher recall when filter the original corpus. We

believe that the reason is due to the reasonably large size of our original corpus.

Even a number of parallel texts are eliminated, the remaining texts pairs are still

enough for training a better model. And we also believe that this is a common

u
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0

•

property of all corpora consisted of downloaded online parallel texts whose

resources are theoretically unlimited on the Web.

When the filtering criteria become stricter, the number of tokens decreases,

meaning the coverage of the trained translation model becomes smaller.

However, 200 test words are covered by all models. In the next chapter, we will

see a stricter model will encounter a few more unknown words in query

translation. However, the global impact on CLIR effectiveness is still positive.

As an intuitive example, we compare the first translations and their probabilities of

25 randomly selected words in Tables 5.3 and 5.4. These tables only show the

following three groups of translation results:

0

Original: non-filtering.

Filtering I: combination of the loosest filtering criteria (50% empty alignment +

0.5 length ratio difference +1.0 known word weight).

Filtering II: combination of the strictest filtering criteria (5% empty alignment +

0.05 length ratio difference +1.5 known word weight).

In Table 5.3 and Table 5.4, we used T and F to represent correct and wrong

translation respectively. Together with each translation word, its probability is also

given. We note the following two facts from Table 5.3 and Table 5.4:

u

First, the translation results of Filter I and Filter II are usually more correct than

that of without filtering, this is consistent with the general conclusion derived

from Table 5.1 and Table 5.2.

Second, even if the evaluation is "T", or the translation is the same in different

models, the probability of translation of filtered models is higher than that of

without filtering. And that of Filter II is even better than that of Filter I. This

means that we can get better translation model by filtering the corpus.
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û

l
t

H &-< H ^ ^ ^ 1^ ^ H H ^ ^ ^ ^ ^ K ^ ^ ^ ^ ^^^^

^1
.d

j

ys
co
in
in
0\
^
0

m
0
m
m
in
m
0

cn
ff\
in
0\
m
0

^0
0
0
0

^
0

f^
m

l
0

0
 
1—<
r<i
^0
^-
0

0
m
>n
0
in
0
0

^̂
0

yî

0

0
w
co
0
00
m
0

£
co
T—«
00
T—>

0

ç
c^
'•r\
in
m
0

tTi
0\
m
in

ç
0

("M

M̂

ç
0

in

K
^
0

0

s
v~\
m

0

v~\
1^1
m
^0
ï—1

•T
d

0
in
0

?
T—l

0

•^-
1—1

^
^
0

CM

l
m
IM
0

c^
(^1
00
CM
0\
^r
0

c^

s
M
0\
(N
0

in
0
m

?1
m
0

co

0\
00
0
0

cn
T-1
m

u
u

'§

0
0

u
D

t ii
^
l 's

u

^

^l
s
V,

^

l

D

l
l
.s
i
CL,

^

l
l

.-y
Vl

•? 2
û
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0 5.3 Summary

0

In this chapter, we described the experiments of translation model training and

analyzed their results. The accuracy of translation models under coqîus filtering also

shows changes consistent with the F-measure of the sentence alignment. It turns out

that a stricter filtering criterion on the proportion of empty sentence alignment and

on the length ratio leads to a better translation model. The best translation factor is

still at 1.5. Again, the combinations of good filtering criteria lead to better translation

models. The next question is how will be its impact over CLIR? Next chapter will

give details on this question.

u
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0

Chapter 6

Experimentation III: CLIR

0

In this chapter, as the final but necessary verification stage, we will test our

translation models trained from filtered parallel coq:)us, in CLIR. The experiments

will be carried out on both English-Chinese and Chinese-English directions, all

experiment will be tested on TREC (Text REtrieval Conference) collections using

the SMART information retrieval system [Buc85]. The results will be compared to

those of former researches.

6.1 Chinese-English CLIR

In this section, we describe the Chinese-English CLIR experiments where queries are

in Chinese and Documents are in English.

6.1.1 The Collection and Retrieval Tool

u

For Chinese-English CLIR experiments, Chen used the English (AP) collection of

TREC 6 as the test platform [CheOO]. We use the same collection in our experiments.

The statistical information of topics, or queries in natural language statements

including titles and descriptions, and documents is shown in Table 6.1. The original

queries have been manually translated from English to into Chinese. We consider
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0 these Chinese queries as our original queries, and translate them to English with our

translation models. The SMART information retrieval system developed by Comell

University is an efficient and classic IR tool. We used SMART as our experiment

tool, as many researchers did. Here are some notes about the experiments:

0

•

•

Only 21 topics in TREC 6 have relevant documents. So the results depended on

the 21 topics;

All English words in both queries and documents are modified into their citation

fonn;

All documents are indexed with Itn weighting scheme, which is a r/*z"u?/weighing

scheme often used in IR, of SMART system.

The original queries are submitted to translation model, which returns a set of

translated words and their probabilities. These words and probabilities are then

sent to IR tool as the translated queries.

The effectiveness of a retrieval method is measured in terms of "average

precision" [SM83]. The average precision is the average of precision at the

following 11 points of recall: 0.0, 0.1, ..., 1.0. In addition, we also indicate the

percentage of the CUR effectiveness with respect to that of the monolingual

retrieval. The CLER. effectiveness is obtained using the translated queries,

whereas the monolingual effectiveness is obtained with the manually translated

queries that are provided in the test corpora.

Topic Document

Number Average word

number/topic

Number Average word

number fdocument

Total size

25 88.4 79,919 468.7 237MB

Table 6.1 collection of C-E IR

u
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0

0

6.1.2 CLIP Experiment with Translation Model

There are two approaches to use translation model to translate the queries: translate

word by word or translate by query. In the first approach, we translate the query

word by word; in the second approach, we translate the query as a whole. In order to

investigate the effect and difference, we compared the CLIR results of two

approaches with the translation model trained over a fixed filtering combination of

5% empty alignment proportion, 0.05 length ratio difference and 1.5 known

translation weight. For translating by word, we took the first three translations of

each word into the translated query. On the other hand, to translating by query, the

translation is a series of words that are the most probable translations of the source

sentence. Thus it is necessary for us to set the number we take from the output

translation words of translation model. Here we import a concept called length factor

Cieng, which is the ratio of the lengths of target query and source query. This means,

for a query with N words, we take CiengN words for its translation. According to

Chen's results [CheOO], for Chinese-English CLIR, we take the best Cieng = 3.

Furthermore, also based on Chen's results, we utilized the word weight given by

translation model to each word during translation.

For the 21 English queries of TREC 6, the average precision of monolingual IR is

38.61%. The experiment results are shown in Table 6.2.

Approach Ave. Precision Comparison to mono-ÏR

Translate by word 20.49% 53.07%

Translate by query 20.63% 53.43%

Table 6.2 Comparison of translation approaches

u

From table 6.2, we noticed that the effects of both approaches are very similar, so we

adopted the query translation approach in the rest experiments. In the fallowings, we

examined the influence of different filtering criterion combination on CLIR
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0 precision. Because the alignment precision and translation accuracy of translation

model both had positive reaction to the increasing strictness of filtering criteria, we

just selected some specific test points, which had approximately equal interval of

translation model accuracy as shown in Table 6.3, to conduct the experiments.

The results of Table 6.3 show us that the average IR precision strictly increases when

the translation accuracy increase. Or the translation model with highest accuracy

(here 91.5%) leads to the highest IR precision (here 20.63%). Comparing to Chen's

result obtained from non-filtered corpus [CheOO], which has 16.54% average IR

precision or is 42.80% of mono-IR, the CLIR results with tools from filtered corpus

in table 6.3 have made significant progress (highest 53.43% of mono-IR).

Filtering combination
(empty + length deviation +

word weight )

TM
accuracy

Average
Precision

Comparison
to mono-IR

No. of
unknown

words

No filtering ([CheOO]) 77% 16.54% 42.84% 0

50%+0.5+1.0 86% 18.98% 49.16% 0

50%+0.05+1.0 88% 19.52% 50.56% 0

5%+0.05+1.0 90% 20.09% 52.03% 0

5%+0.05+1.5 91.5% 20.63% 53.43% 0

Table 6.3 CLIR results with translation model

From Table 6.3, we also notice there is no unknown word encountered in the

translation of the queries. This is because all the words used in the queries arc

common words. Only one proper noun is included: Waldheim. This proper noun is

covered by the parallel corpus, and is translated correctly. So the deduction in the

number of words covered by the model after the filtering does not have any negative

impact on these queries.

u
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n 6.1.3 CLIR Experiments with Dictionary Combined

As Chen found that the enforcement of translation tools by combining translation

model with dictionary would improve the CLIR precision. What will happen when

we combine our translation model with some dictionary? We tried it in this way: for

each query, we took its translation of both translation model and an extra dictionary;

discarded the probabilities given by translation model. Then, we gave different

weight coefficients to the translations produced by translation model and dictionary.

In this experiment, we used a large size Chinese-English dictionary, which has

128,366 words.

0

Combination ratio Ave. precision Comparison to monoIR

TM.-dictionary = 2:1 27.45% 71.10%

TM.-dictionary = 1:1 28.11% 72.81%

TM dictionary = 1:2 27.89% 72.24%

Table 6.4 CLIR with different combination ratio

u

First, we need to determine the combination ratio between translation model and

dictionary. We had several experiments of using different combination ratio between

the translation model and dictionary as Table 6.4. The experiments are conducted

with the same translation model, which is trained with the same filtering criterion

combination: 5% empty alignment proportion, 0.05 length ratio difference and 1.5

known translation weight. Based on the results of table 6.4, we set the combination

ratio of translation model and dictionary at the best ratio of 1:1. Then we investigated

the effects of different filtering criteria. Similarly to the previous experiments, we

only test for some specific points, which have equal translation accuracy interval of

translation model. The CLIR experiment results are shown in Table 6.5, in which the

best precision reaches 28.11%, or 72.81% of mono-K., and the number of unknown

words does mot change.



0 Filtering combination
(empty + length

deviations word )

TM
accuracy

Average
Precision

Comparison
to mono-IR

No filtering ([CheOO]) 77% 25.83% 66.90%

50%+0.5+1.0 86% 26.89% 69.64%

50%+0.05+1.0 88% 27.36% 70.86%

5%+0.05+1.0 90% 27.65% 71.61%

5%+0.05+1.5 91.5% 28.11% 72.81%

No. of
unknown

words

0

0

0

0

0

81

Table 6.5 CLIR results combined translation model and dictionary

In comparing and analyzing the results from Table 6.2 to Table 6.5 together, we can

notice the following points:

0

•

For both query translation approaches, i.e. only using translation model or using

extra dictionary and translation model together, the average CLIR precision of

those translation models trained from filtered corpus is improved with respect to

that of the translation model trained from non-filtered corpus. This means that

filtering training corpus will finally benefit CLD?..

The average precision will further improve when the translation model is trained

from a more strictly filtered corpus. The best results are obtained under the

strictest filtering combination for both approaches. This means that the changing

tendency of CLIR effectiveness is consistent with that of alignment quality (F-

measure) and translation model accuracy.

The expansion of translation tool by combining extra dictionary brings

significant improvements to CLIR precision.

6.2 English-Chinese CLIR

u

In this section, we describe English-Chinese CLIR experiments.
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6.2.1 The Collection and Retrieval Tool

For English-Chinese direction, we used the Chinese collection of TREC 5 and TREC

6, which come from two major news media of mainland China: People's Daily and

Xinhua News Agency. There arc total 54 topics given in both English and Chinese,

28 in TREC5 and 26 in TREC 6 as shown in Table 6.6. We also used SMART

system as the IR tool. All documents are indexed in Itc weighting scheme, all

translated queries with the probabilities given by the translation model are indexed

by mtc. For the 54 queries, the average precision of monolingual IR is 39.76%.

Topic Document

Number Average word

number/topic

Number Average word

number fdocument

Total size

54 103.27 164,811 549 170MB

Table 6.6 collection ofE-C IR

6.2.2 CLIR Experiments with Translation Model

u

First, all words in stoplist are removed and all words are converted into their citation

forms, Then we used the translation model to translate 54 queries into Chinese. As in

the Chinese-English experiments, we tested the two translation approaches as

illustrated in Table 6.7, while the filtering criterion combination is fixed at 5% empty

alignment proportion, 0.05 length ratio difference and 1.5 known translation weight.

As what we did for Chinese-English direction, we used length factor, and word

weight, But this time we set the length factor Cieng = 2, the value that Chen proved to

be the best [CheOO]. Table 6.7 shows that two approaches have similar results, so the

remaining experiments were conducted with translating by query.



0 Approach

Translate by word

Translate by query

83

Ave. precision \ Comparison to mono-IR

19.96% 50.20%

20.13% 50.63%

Table 6.7 Translation approach comparison

0

Filtering combination
(empty ^length difference

+ word)

TM
Accuracy

Average
precision

Comparison
to mono-IR

No filtering ([CheOO]) 81.50%Tl) 15.91% 40.02%

50%+0.5+1.0 81.50% 18.43% 47.11%

50%+0.05+1.0 83.50% 19.21% 48.31%

5%+0.05+1.0 85.50% 19.76% 49.70%

5%+0.05+1.5 87.50% 20.13% 50.63%

Table 6.8 CLIR results with translation model

No. of
unknown

words

7

7

9

10

10

The probabilities given by the translation model were kept. The experiments were

conducted over some selected different filtering combination points for the same

reason, which have similar translation accuracy interval of translation models. The

results arc listed in Table 6.8, where the monolingual IR benchmark is 39.76%.

From Table 6.8, we can observe that the average IR precision strictly increases when

the translation accuracy increase. Or the translation model with highest accuracy

87.5% leads to the highest IR precision 20.13%. Comparing to Chen's result

obtained from non-filtered corpus [CheOO], which has 15.91% average IR precision

or is 40% of mono-IR, the CLIR results with tools from filtered corpus in Table 6.8

have made significant progress that the highest reaches 50.63% of mono-IR.

u
(l)Translation accuracy is examined by different human judge in [CheOO].
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We also note that when the filtering criteria become stricter the number of unknown

words to the trained translation model increases a little bit. This means some texts

that have these words are filtered out from the coq)us. The unknown words appear in

the following cases:

0

Some unknown words are not covered by the parallel corpus. They are

unknown word even before the filtering. Most of these words are proper

nouns. For example, the corpus contains no sentence with "Mount Pinatubo"

and its Chinese translation "J$îà®M". Therefore, the Chinese proper is

unknown to the model trained with the corpus.

These new unknown words are not the key words of the queries, so they do

not effect the CLIR effectiveness.

The three new unknown words added after the filtering are: ^.^ (poverty

assistance), ^A(Beijing-Kpwloon) and ^"|IIÎ§(Hope Project). In the

unfiltered model, these words are not translated correctly. ^^ is translated

as "poverty", ~^ ft as "capital" and ^'IIIÏ§ as "hope engineering". These

translation do not have a positive impact on the CLIR effectiveness

6.2.3 CLIR Experiments with Dictionary Combined

u

As in the Chinese-English CLIR, we also combined translation model with bilingual

dictionary for extensive English-Chinese CLIR experiments. The dictionary we used

has 110,834 entries, and three different combination ratios were tested from 2:1 to

1:2. The experiments of Table 6.9 were conducted with the translation model trained

with a filtering combination of 5% empty alignment proportion, 0.05 length ratio

difference and 1.5 known translation weight. The experiments on influence of

different filtering combination over final CLIR performance are conducted with a

fixed 1:1 combination rate between translation model and extra dictionary. As for
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Combination ratio Ave. precision
Comparison to

mono-IR

TM.-dictionary = 2:1 25.87% 65.07%

TM: dictionary = 1:1 26.01% 65.42%

TM: dictionary = 1:2 25.46% 64.03%

Table 6.9 CLIR with different combination ratio

other verifying experiments, we only tested several specific filtering combinations.

The results are shown in Table 6.10. As for English-Chinese CLIR, the strictest

filtering combination also leads to the highest CLBR. performance and extra

dictionary can cover some more words. We also note that all unknown words are

recognized by the dictionary, which has a large amount of entries.

Filtering combination
(empty + length

difference + word)

TM
accuracy

Average
precision

Comparison
to mono-ÏR

No. of
unknown

words

No filtering ([CheOO]) 81.50% 22.32% 56.14% 0

50%+0.5+1.0 81.50% 24.63% 61.95% 0

50%+0.05+1.0 83.50% 24.98% 62.83% 0

5%+0.05+1.0 85.50% 25.37% 63.81% 0

5%+0.05+1.5 87.50% 26.01% 65.42% 0

Table 6.10 CLIR results with combined translation model and dictionary

From Table 6.7 to Table 6.10, we can conclude that:

u

Filtering parallel corpus for training statistical translation model can bring better

CLIR precision.

The CLIR precision tendency is consistent with the strictness of filtering criteria,

as well as alignment precision and accuracy of translation model.
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significantly improve the CLIR precision.

0

6.3 Summary

Up to this chapter, we have finished to describe all experiments of our project. The

final CLIR experiment results of this chapter show strong support to our proposal of

filtering noisy parallel text corpus will bring better translation model and significant

improvement of CLIR performance.

Comparing the best results with former researches as Chen's study [CheOO], our

translation model trained from the filtered corpus leads to better translation accuracy

as well as better CLIR precision as shown in Table 6.11 and Table 6.12.

Comparing item Translation

accuracy

CLIR precision comparing to mono-IR

Translation model \ TM + dictionary

Non-filtered [CheOO] 77.00% 42.84% 66.90%

Filtered 86.50% 53.43% 72.81%

Improvement 14.84% 24.72% 8.83%

Table 6.11 Improvement of C-E direction

Comparing item Translation

accuracy

CLIR precision comparing to mono-IR

Translation model \ TM + dictionary

Non-filtered [CheOO] 81.50% 40.02% 56.14%

Filtered 91.50% 50.63% 65.42%

Improvement 12.27% 26.51% 16.53%

J Table 6.12 Improvement ofE-C direction
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From Table 6.11 and 6.12, we observe that while the translation accuracy increases

about 13-15%, the CLIR effectiveness improves about 25-27% (only TM) or

9-17% (TM and dictionary). The best CUR effectiveness reaches 65.42% or 72.81%

of monolingual IR.

0

The best CLIR effectiveness has been obtained when strict filtering criteria are

applies, and the known translation factor is attributed a value of 1.5. The CLIR

effectiveness is very consistent with the evaluation on sentence alignment and

translation quality of the translation model. We observe that a good text filtering

method leads to a good sentence alignment result, which leads to a better translation

model. This latter in turn results in a better CLIR effectiveness. This series of

experiments show clearly the benefits to have a better parallel corpus. Even if during

the filtering, some parallel texts are also removed (leading to a lower recall),

globally, the quality of the corpus is improved. During the whole experiment, there is

no word that is not covered by the model even the filtering criteria get stricter. This

proves that as the number of the remaining texts is still large, a strict filtering will not

compromise the coverage of the translation model.

These experiments invalidate somehow common belief that " more data is better

data". This is not the case at least for CUR.

D
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Chapter 7

Conclusions

0

Our description in this thesis involved four different topics: online parallel pages

mining, corpus purification or filtering, translation model training, and cross-

language information retrieval. The motivation and final goal of our research aim to

finding a high accuracy, low-cost and effective query translation approach for CLIR,

by filtering out noise from raw corpora, improving text alignment and translation

model.

Rapidly increasing online parallel pages provide us with a theoretically unlimited

resource of parallel texts, especially for those languages that have few parallel corpus

available, such as between Orient and European languages. The Web significantly

extends the possibility and feasibility of training statistical translation model from

parallel corpus. But the problem is how to efficiently find out parallel Web pages.

PTMiner, developed in Chen's project, is an online parallel page finder without

reading the contents of pages, but by checking the URL and file names. Chen's result

of using PTMiner is a large English-Chinese parallel corpus.

u

The poor parallelism of the corpus created by PTMiner, comparing to manually

constructed corpus, directly lead to unsatisfied translation accuracy and CLIR

precision. We analyzed the noise in the original corpus, compared the original

alignment results with manually built sample results. We found that most noise has

some common properties:
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large empty alignment proportion

great length difference

inexact translation

0

We then proposed a set of criteria to filter out noise from the raw corpus then

improve the text alignment algorithm. In our corpus purification and alignment

system, three filtering principles arc employed: empty alignment proportion, text

length ratio and known translation. We found stricter empty alignment proportion

and length ratio difference brought better alignment accuracy, and higher weight for

known translation also leads to better results, but the weight should not be too high.

The experiment results proved that combinations of above constraints have positive

effect on alignment accuracy. Furthermore, the translation accuracy of translation

model trained from the filtered corpus and the CLER. perfonnance using this

translation model are consistent with the alignment correctness.

We adopted IBM model I and its implementation in the RALI lab when we trained

our translation model. However, because the properties of Chinese language and its

difference from English, we made some preprocessing on both texts so that they can

be aligned correctly in sentence level. Among these preprocesses, we imported

Chinese code conversion, Chinese punctuation conversion, Chinese word

segmentation, English word transformation into citation form and expression

extraction. The sentence alignment algorithm we used was based on Gale-Church's

length-based algorithm, but some modifications were made by integrating filtering

criteria and other adjustments. The hybrid algorithm incorporated sentence length,

HTML tags and known translation and they significantly improved the alignment

accuracy.

u

Evaluated upon randomly selected sample words, we noticed that the translation

accuracy of translation model trained from filtered corpus is significantly improved

over the new corpus. We obtain relative improvements of 12.27% for English-
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English and 14.94% for Chinese-English. On the other hand, it also showed that

stricter corpus parallelism, or higher precision rather than higher recall, is preferable

for our situation. This is possibly due to the fact that we have sufficient parallel pairs

in the corpus for filtering.

Finally, we used the translation models in CLIR query translation. Significant

improvements are obtained in both English-Chinese and Chinese-English CLIR. For

English-Chinese CLIR, when using only our translation model, the precision reaches

50.63% of monolingual IR. This means an improvement of 26.51% over the model

trained directly from the original corpus (when using translation model with extra

dictionary, they reach 65.42% and 15.53% respectively). For Chinese-Chinese CLIR,

we obtained a precision of 42.84% or improvement of 24.72% for translation model

alone, and 72.81% and 8.83% when combining translation models with dictionaries.

0
This study clearly showed that a filtering process of noisy corpus can greatly help

improve CLIR. However, we had not examined every aspect of the filtering process

in this study. We believe there are still some potential improvements possible on

many aspects along the processing chain. The possible improvements could include

the following ones:

The translation of statistical translation model is influenced and limited by the

domain and topics of collected parallel texts. In order to cover most possible

translation of multi-meaning words then improve query translation and CLIR

precision, expanding the diversity of mining websites is helpful and useful.

New markup languages like XML are getting more popular on the Internet. This

provides other possibilities to further refine the mining and filtering process in

the future.

Sometimes, the CLIR needs are limited in some specific domains. Then rather

than mining full domain parallel Web pages, only collecting those domain

specific pages to form the corpus and training translation tools from it may lead

u
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n to better translation models and better CUR performance over the specific

domain.

In this study, our alignment algorithm is based on that of Gale-Church with some

modifications in order to integrate the additional filtering factors. As we

indicated in Section 4.1, it is possible to further modify the coefficients used in

this algorithm to adapt it further to our parallel corpus. It is also possible to use a

different sentence alignment algorithm such as the one proposed in [LSV98].

0

u
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