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Résumé

La focus de cette thèse de maîtrise est l’analyse de l’étalonnage de l’incertitude pour la lo-
calisation et la cartographie simultanées (SLAM) en utilisant des modèles de mesure basés
sur les réseaux de neurones. SLAM sont un problème fondamental en robotique et en vision
par ordinateur, avec de nombreuses applications allant des voitures autonomes aux réalités
augmentées. Au cœur de SLAM, il s’agit d’estimer la pose (c’est-à-dire la position et l’orien-
tation) d’un robot ou d’une caméra lorsqu’elle se déplace dans un environnement inconnu
et de construire simultanément une carte de l’environnement environnant. Le SLAM visuel,
qui utilise des images en entrée, est un cadre de SLAM couramment utilisé. Cependant, les
méthodes traditionnelles de SLAM visuel sont basées sur des caractéristiques fabriquées à la
main et peuvent être vulnérables à des défis tels que la mauvaise luminosité et l’occultation.
L’apprentissage profond est devenu une approche plus évolutive et robuste, avec les réseaux
de neurones convolutionnels (CNN) devenant le système de perception de facto en robotique.

Pour intégrer les méthodes basées sur les CNN aux systèmes de SLAM, il est nécessaire
d’estimer l’incertitude ou le bruit dans les mesures de perception. L’apprentissage profond
bayésien a fourni diverses méthodes pour estimer l’incertitude dans les réseaux de neurones,
notamment les ensembles, la distribution sur les paramètres du réseau et l’ajout de têtes
de prédiction pour les paramètres de distribution de la sortie. Cependant, il est également
important de s’assurer que ces estimations d’incertitude sont bien étalonnées, c’est-à-dire
qu’elles reflètent fidèlement l’erreur de prédiction.

Dans cette thèse de maîtrise, nous abordons ce défi en développant un système de SLAM
qui intègre un réseau de neurones en tant que modèle de mesure et des estimations d’in-
certitude étalonnées. Nous montrons que ce système fonctionne mieux que les approches
qui utilisent la méthode traditionnelle d’estimation de l’incertitude, où les estimations de
l’incertitude sont simplement considérées comme des hyperparamètres qui sont réglés ma-
nuellement. Nos résultats démontrent l’importance de tenir compte de manière précise de
l’incertitude dans le problème de SLAM, en particulier lors de l’utilisation d’un réseau de
neur
Mots clés: SLAM, estimation de l’incertitude, Étalonnage, Les réseaux de neurones, l’ap-
prentissage en profondeur, Robotique
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Abstract

The focus of this Masters thesis is the analysis of uncertainty calibration for Simultaneous
Localization and Mapping (SLAM) using neural network-based measurement models. SLAM
is a fundamental problem in robotics and computer vision, with numerous applications rang-
ing from self-driving cars to augmented reality. At its core, SLAM involves estimating the
pose (i.e., position and orientation) of a robot or camera as it moves through an unknown
environment and constructing a map of the surrounding environment simultaneously. Vi-
sual SLAM, which uses images as input, is a commonly used SLAM framework. However,
traditional Visual SLAM methods rely on handcrafted features and can be vulnerable to
challenges such as poor lighting and occlusion. Deep learning has emerged as a more scal-
able and robust approach, with Convolutional Neural Networks (CNNs) becoming the de
facto perception system in robotics.

To integrate CNN-based methods with SLAM systems, it is necessary to estimate the
uncertainty or noise in the perception measurements. Bayesian deep learning has provided
various methods for estimating uncertainty in neural networks, including ensembles, distribu-
tions over network parameters, and adding variance heads for direct uncertainty prediction.
However, it is also essential to ensure that these uncertainty estimates are well-calibrated,
i.e they accurately reflect the error in the prediction.

In this Master’s thesis, we address this challenge by developing a system for SLAM that
incorporates a neural network as the measurement model and calibrated uncertainty esti-
mates. We show that this system performs better than the approaches which uses traditional
uncertainty estimation method, where uncertainty estimates are just considered hyperpa-
rameters which are tuned manually. Our results demonstrate the importance of accurately
accounting for uncertainty in the SLAM problem, particularly when using a neural network
as the measurement model, in order to achieve reliable and robust localization and mapping.
Keywords: SLAM, Uncertainty Estimation, Calibration, Neural Networks, Deep Learning,
Robotics
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Chapter 1

Introduction

Simultaneous Localization and Mapping (SLAM) comprises the estimation of a
robot/embodied-agent pose along with creating a map of the unknown surrounding
environment [4, 52, 20]. The map is a representation of aspects of interest such as
landmarks, obstacles, etc. SLAM is a core building block of any embodied agent such
as self-driving cars, mining robots, etc. as it enables the robot to localize itself in the
environment and the estimated map can be used for other important tasks such as path
planning, manipulation, etc.

One of the most used SLAM frameworks is Visual SLAM - images are the input to the
SLAM system - as the camera is a very common sensor modality in robots. The traditional
Visual SLAM frameworks work on handcrafted feature extractors for point landmarks which
are tracked across frames, odometry is predicted by solving for geometric constraints of
tracked points [39, 36, 12, 11]. Since the methods depend on handcrafted feature extrac-
tors, the SLAM system might not be robust in challenging scenarios such as poor lighting
conditions, occlusion, etc.

With the advent of deep learning, owing to the scalability and robustness relative to
traditional computer vision methods, CNNs became the de-facto perception system in ro-
botics. Modern embodied agents heavily rely on learning systems (deep neural networks).
Various tasks like detecting and localizing objects, processing medical scans and segmenting
out anomalies, or predicting control actions of self-driving vehicles from image inputs employ
neural network models as a core component [53, 3]. CNNs enable to capture an abstract fea-
ture representation of a scene in an image, due to which many SLAM methods emerged using
CNNs as the perception component of the SLAM system, replacing traditional handcrafted
feature extraction methods [50, 6, 59, 10].

Pose graph optimization approaches for tackling SLAM problems such as factor graph
optimizaion [7, 26] are probabilistic approaches, as these methods allow for probabilistic
inference over the state of the map and the robot. Probabilistic methods also give the ability



to handle the different sources of noise in the measurements which are used as input to SLAM
systems. Hence to allow for probabilistic reasoning and being able to handle noises in SLAM,
the perception measurement models should have a probability distribution over the output.
Traditionally, different Visual SLAM used different ways to estimate noise/uncertainty in
the perception measurement model. Similarly, to be able to integrate the deep learning
based method with SLAM, the deep learning-based sensor model needs to be equipped with
noise/uncertainty estimation.

Bayesian deep learning has provided different methods for providing probabilistic output
in neural networks [16, 2, 30, 28]. There are different types of approaches to estimate
uncertainty such as ensembles, distribution over network parameters, and adding prediction
head for distribution parameters of output. These approaches have been successfully used in
CNNs for perception deep learning models in tasks such as object detection, segmentation,
depth estimation, etc. Hence these probabilistic approaches allow to integrate deep neural
networks with probabilistic SLAM systems.

The quality of uncertainty estimates is indicated by calibration. Calibration evaluates
the predicted uncertainty estimate by comparing it to the actual data distribution. A well-
calibrated model has uncertainty prediction that is an indicator of error in the prediction.
Hence, only having uncertainty estimates in deep neural networks is not enough, they also
need to be calibrated. Traditionally, probabilistic robotic systems used to have calibrated
noise estimates i.e, calibration experiments can be performed by doing multiple measure-
ments of known ground truth. Variance across those multiple measurements of the same
ground truth quantity gives a calibrated uncertainty estimate.

A large amount of research on the calibration of uncertainty estimation in deep learning
is limited to classification setup whereas SLAM mostly deals with regression setup [18, 42].
Hence, one of the contributions of this work is calibrated uncertainty estimation in neural
networks for regression.1 There have been few efforts to translate the calibration techniques
used for small-scale methods such as linear regression to deep neural networks [13, 29] but
they don’t exploit the learning algorithm of the deep networks and don’t scale well. To
overcome this, we propose a loss function f -Cal based on distribution matching to enforce
the calibration of uncertainty estimates in a deep neural network. f -Cal is a neural network
equipped with calibrated uncertainty estimation over the output.

Subsequently, there hasn’t been much research done on assessing the effectiveness of
uncertainty calibration on downstream tasks i.e extent of the influence of calibration on
leading decision-making tasks. So combining f -Cal based uncertainty estimation in deep
learning with SLAM allows evaluating the effect of calibration on downstream tasks. To

1This is shared work with a paper [1]. The work was published in ICRA 2022. My contribution to the paper
included the theoretical derivation of the method, an initial set of toy experiments, and one set of large-scale
experiments
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our knowledge, we are one of the first work to assess the effectiveness of calibration for a
downstream task.

We chose QuadricSLAM[41] as a baseline to build upon, as it works with perceptual
input such as object detection. Hence f -Cal based calibrated object detector prefixes the
QuadricSLAM seamlessly. Along with that, QuadricSLAM provides a semantic map of the
environment, unlike other featured-based SLAM systems such as ORB. Semantic SLAM pro-
vides maps of objects, hence calibrated SLAM should allow for object maps with calibrated
uncertainty estimates, this can further allow for better belief space planning, but we leave
that as possible future work.

Fig. 1.1. Pipeline for CalibSLAM. CalibSLAM takes calibrated uncertainty estimates of
measurement bounding boxes. CalibSLAM provides trajectory and semantic information
using quadrics. Odometry can be estimated using sensors on robot or using Visual odometry
methods.

Here is a summary of the contributions made in this thesis:

• We propose a distribution matching based loss function to enforce calibration of
uncertainty estimates in deep learning - f -Cal which scales well with input dimension,
unlike traditional calibration methods such as isotopic regression or temperature
scaling.
• We engineer a deep learning based SLAM pipeline with the integration of learned

uncertainty estimates, which we call CalibSLAM. See Figure 1.1.
• We evaluate the effectiveness of calibrated uncertainty estimates in deep learning on

a downstream task.
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Chapter 2

Background

In this chapter we will talk about the core components of this work: Uncertainty Estimation
in deep learning (section 2.1) and SLAM (section 2.2). In section 2.1 we describe sources of
uncertainty, different methods of uncertainty estimation in deep learning and calibration of
uncertainty estimates. In section 2.2 we describe the SLAM formulation using probability
and factor graphs. Followed by that, we describe baseline work in section 2.3 in detail.

2.1. Uncertainty Estimation
Uncertainty is a broad and general term used to describe an imperfect state of knowl-

edge or a variability resulting from a variety of factors including, but not limited to, lack
of knowledge, physical variation, randomness or stochastic behaviour of the process, and
approximation. Depending upon the source or behaviour, uncertainty has been broadly
categorized into the following two categories:

• Aleatoric Uncertainty: This uncertainty arises due to inherent stochasticity in the
process. An example of this would be coin flip or rolling of dice, as the result of
these events depends on stochastic events which are considered out of our control.
Aleatoric uncertainty is also known as irreducible.
• Epistemic Uncertainty: This uncertainty arises due to the lack of knowledge about

the process. Also known as model uncertainty. Epistemic uncertainty is considered
reducible as you can collect more data to increase knowledge about the process. For
example, uncertainty about model parameters is epistemic uncertainty because we
can collect more data to increase confidence in the parameters.

Uncertainty estimation is the process of predicting/estimating the uncertainty of model
predictions. It combines uncertainties in a model, or data and of quantifying their effect on
prediction. Uncertainty estimation is an essential step in the evaluation of the robustness of
statistical models, especially when applied in risk-sensitive areas.



Probability as a measure of uncertainty

In mathematics, probability theory is the tool to model, represent or work with uncer-
tainties. Hence, we will represent uncertainty in terms of a probability distribution. For
example, let’s say we have dice represented by a multinomial distribution with known pa-
rameters, this distribution represents pure aleatoric uncertainty as multiple outcomes are
possible depending on the stochasticity in the process. Now, if the parameters of the multi-
nomial distribution are not known or if the parameters themselves have some distribution,
then we have epistemic uncertainty as well because there is a lack of knowledge about the
value of the parameters of the dice.
To predict uncertainty in classification is to predict output labels with its confidence and in
regression, it’s to predict the output with its variance.

2.1.1. Uncertainty Estimation in Deep Learning

In deep learning, we train neural networks parameterized by θ using dataset D =
{(xn, yn)}N

n=1 ∼ p∗(y|x), where p∗(y|x) is the ground truth data-generating distribution,
to predict target y given x as the input to the network.

In Bayesian deep learning [55, 17], instead of learning a point estimate of θ and
predicting a point estimate of y, we try to learn a distribution over θ and predict a
distribution over y. Given dataset D and some prior p(θ), equations below dictate the
bayesian deep learning paradigm:

Learning:

p(θ|D) = p(D|θ)p(θ)
p(D) ∝ p(D|θ)p(θ) (2.1.1)

So the learning of a neural network requires learning a posterior p(θ|D)over θ unlike just
finding MAP or MLE estimate in vanilla deep learning.

Inference:
Inference means predicting an output y∗ for an input x∗ given a learned model with parameter
θ on dataset D.

p(y∗|x∗,D) =
∫

θ
p(y∗|x∗, θ)︸ ︷︷ ︸

Data

p(θ|D)︸ ︷︷ ︸
Model

dθ (2.1.2)

The first term in the integral denotes data uncertainty i.e aleatoric uncertainty and
the second term denotes model uncertainty i.e epistemic uncertainty. The distribution
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p(y∗|x∗,D) is called the predictive posterior and denotes predictive uncertainty can be quan-
tified using it.

Below we enumerate different classes of methods in bayesian deep learning to capture
different kinds of uncertainty:

• Bayesian Neural Network: Model parameters are treated as random variables
with an associated probability distribution [2]. Techniques based on variational in-
ference, MCMC are used to learn the parameters of the model. Weights are sampled
from the distribution to run a forward pass of the network, hence allowing for stochas-
ticity in the network predictions.
• Ensembles: Multiple models are trained with different seeds, initialization, etc.

The predictions of individual models are aggregated to produce the final prediction.
MC-Dropout [16] and Deep-Ensembles [30] are two major examples of this class of
methods.
• Variance Networks: This class of methods predict the aleatoric or epistemic un-

certainty as the output of the network [28, 24]. They are modelled as to predict
the parameters of the distribution of the output variable. For example, output mod-
elled as gaussian will have the network predict its mean and variance. The predicted
variance is a measure of uncertainty.

2.1.2. Calibration

Calibration is the metric to evaluate the quality of an uncertainty predictor. A predictor
is called well-calibrated if the derived predictive confidence represents a good approximation
of the actual probability of correctness [42]. Calibration error is the metric to evaluate the
quality of the predictor, it is the deviation of predicted probabilities from the actual empirical
observation.

Calibration Error = | Confidence︸ ︷︷ ︸
predicted probability

of correctness

− Accuracy︸ ︷︷ ︸
observed frequency

of correctness

| (2.1.3)

For example, if multiple predictions are made with confidence p, then the predictor is
calibrated if exactly p% of predictions are accurate where p ∈ [0,1] i.e. if multiple predictions
have 0.8 confidence then exactly 80% of those predictions should be true and the rest false
for a perfectly calibrated classifier/predictor. For regressive predictors, quantiles are used to
calculate the confidence.

Expected Calibration Error (ECE) [42, 18] is the most used metric used to quantify the
calibration of a model/predictor. It is defined as the expected difference between confidence
and accuracy i.e.:
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ECE = EP̂ [|P(Ŷ = Y |P̂ = p)− p|] (2.1.4)

To calculate ECE, predictions are partitioned into N equally-spaced bins (size 1
N

) and
taking a weighted average of the bin’s accuracy/confidence difference. More precisely,

ECE =
N∑

n=1

|Bn|
n
|acc(Bn)− conf(Bn)| (2.1.5)

where Bn is the set of indices of samples whose prediction confidence falls into the interval
In = (n−1

N
, n/N ]. Accuracy of Bn, acc(Bn) = 1

|Bn|
∑

i∈Bn
1(ŷi = yi) and average confidence

within bin Bn is conf(Bn) = 1
|Bn|

∑
i∈Bn

p̂i

2.1.3. Related Works

The rapidly growing field of Bayesian deep learning has resulted in the development of
models that estimate a distribution over the output space [15, 16, 28, 30, 2]. There is
a distinction between uncertainty that is due to the stochasticity of the underlying process
(aleatoric) versus uncertainty that is due to the model being insufficiently trained (epistemic)
[28]. Epistemic uncertainty is often estimated by either using ensembles of neural networks
or by stochastic regularization at inference time (Monte-Carlo dropout) [16, 30, 48]. In this
work, epistemic uncertainty is low (i.e., in-distribution setting with reasonably well-trained
models such as those common in robot perception), and focuses specifically on calibrat-
ing aleatoric uncertainty estimates in regression problems. Such challenging settings have
received far less attention in terms of uncertainty estimation [29, 32, 46, 13]. Existing cal-
ibration techniques are post-hoc and either require a large held-out calibration dataset [13]
and/or add parameters to the model after training [58, 13]. Quantile regression methods
[5, 48, 23, 45, 49] quantify uncertainty by the fraction of predictions in each quantile. Other
methods, such as isotonic regression and temperature scaling, have also been extended to be
the regression setting [29, 13]. Recently there has been a focus on the calibration of uncer-
tainty estimates in deep neural networks by enhancing the loss function used for training the
network which enforces calibration [19, 1, 13]. Methods trained with surrogate/enhanced
loss functions for calibration are more computationally and data-efficient as they don’t need
a held-out calibration dataset nor extra parameters.

2.2. SLAM
Simultaneous Localization and Mapping (SLAM) is considered one of the hardest prob-

lems in robotics due to its chicken-or-egg paradigm. SLAM is a process by which robots build
a map of their unknown environment and simultaneously localize themselves in the environ-
ment. The robot is equipped with different kinds of sensors to make a map and localize itself.
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Two of the most important modalities of the sensor for SLAM are the odometry sensor and
the environment-perceiving sensor. Odometry sensors such as encoder and IMU give relative
pose transformation of the robot between two time-steps. An environment-perceiving sensor
such as Lidar, RADAR, and camera gives information about landmarks and features in the
environment relative to the current pose of the robot, which helps build the map.

2.2.1. Formulation

We will formulate one of the most used formulations of SLAM: Landmark SLAM [8, 52].
In this, we have to estimate the robot’s trajectory as well as the position of landmarks.
Landmarks can be any fixed features in the environment i.e unique objects, identifiers, etc.

Let the robot pose be xt for t ∈ 0, 1 . . . , T , and there be N landmarks with pose lj for
j ∈ 0, 1 . . . , N , robot will also be doing measurements at each pose for different landmarks,
measurements are denoted by zk for k ∈ 0,1, . . . , K. Now the goal of SLAM is to estimate
X = x0:T and L = l0:N given the measurements Z = z0:K , mathematically:

X∗, L∗ = arg max
X,L

P (X, L|Z) (2.2.1)

∝ arg max
X,L

P (Z|X, L)P (X,L) (2.2.2)

∝ arg max
X,L

P (x0)
T∏

t=1
P (xt|xt−1)

K∏
k=0

P (zk|xtk
, ljk

) (2.2.3)

where P (x0) is a prior on the initial state, P (xt|xt−1) is the motion model (given by odometry
sensor), and P (z|x, l) is the landmark measurement model. The above assumes a uniform
prior over the landmarks l. Furthermore, it assumes that the data-association problem has
been solved, i.e., that the indices tk and jk corresponding to each measurement zk are known.

2.2.2. Factor Graph

A factor graph [8] is a graphical model used in probabilistic modelling. It’s a bipartite
graph where nodes represent unknown variables or factors. Unknown variables in our case can
be robot pose or landmark pose and the factor is a function over the subset of these unknown
variables, constraining these variables. Edges in the factor graph are always between factors
and variables since it’s a bipartite graph, and indicate that a particular factor depends on a
particular variable.

The node with names is an unknown variable to be estimated. The black dots are fac-
tor nodes which connect variables and denote measurement between variables. The factor
node between two robot pose variables denotes an odometry measurement and the factor
node between robot pose and landmark denotes a landmark measurement. The factor node
connecting to the only single variable is a prior factor. So in the Fig. 2.1 we have three
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Fig. 2.1. Factor graph representing Landmark-SLAM

types of factor: f0 is a prior factor connection to only one variable, it generally denotes fixed
measurement i.e constraining the variable to some constant value, f1, f2 are odometry mea-
surement, giving information about the relative movement between two consecutive poses,
f3, f4, f5 denotes landmark measurements which are the relative position of landmarks with
respect to robot poses.

A factor graph is just the specification of the probability density P (X,L|Z) using fac-
tors which denote independent conditional likelihood of measurements. Formally, the joint
density of a factor graph with factor nodes φi and variable nodes θj is given by:

P (Θ) =
N∏

i=1
φi(Θi) (2.2.4)

where Θ is the set of all unknown variables θj in the graph and Θi is set of variables θj

adjacent to φi. Each factor φi is a function of variables in Θi, determining the measurement
or constraint between variables in Θi.

Extending the general factor graph to formulate the SLAM problem, we see that Equa-
tion 2.2.4 is equivalent to Equation 2.2.1. We have three types of factors: φ(t−1)t(xt−1, xt)
denoting odometry measurement, φtkjk

(xtk
, ljk

) denoting landmark measurement and φi(θi)
denoting prior on single variable θi where θi can be xt or lj. Using this Equation 2.2.4
becomes

P (Θ) = φ0(x0)
T∏

t=1
φ(t−1)t(xt−1, xt)

K∏
k=1

φtkjk
(xtk

, ljk
) (2.2.5)

The equivalence between equations 2.2.1 and 2.2.5 can be established by taking:
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φ0(x0) ∝ P (x0) (2.2.6)

φ(t−1)t(xt−1, xt) ∝ P (xt|xt−1) (2.2.7)

φtkjk
(xtk

, ljk
) ∝ P (zk|xtk

, ljk
) (2.2.8)

SLAM as a Non-Linear Least Squares Problem

Here we assume that the odometry and landmark measurement models follow the Gauss-
ian noise model, defined by:

xt = f (xt−1) + wt ⇔ P (xt | xt−1) = 1√
2π|Λt|

exp−1
2 ||f (xt−1)− xt)||2Λt

(2.2.9)

where f(·) is the motion model and wt is normally distributed noise mean zero and covariance
Λt.

zk = h (xtk
, ljk

) + vk ⇔ P (zk | xtk
, ljk

) = 1√
2π|Σk|

exp−1
2 ∥h (xtk

, ljk
)− zk∥2

Σk
(2.2.10)

where h(·) is the measurement model, and vk is the normally distributed measurement noise
with mean zero and covariance Σk. Above ||e||2Σ ≜ eT Σ−1e is the Mahalanobis distance.

Following the above, we derive the factors:

φ(t−1)t(xt−1, xt) = exp−1
2 ||f (xt−1)− xt)||2Λt

(2.2.11)

φtkjk
(xtk

, ljk
) = exp−1

2 ∥h (xtk
, ljk

)− zk∥2
Σk

(2.2.12)

Now we can show that maximum a posteriori inference in factor graphs is equivalent to
non-linear least square minimization. Using Equation 2.2.5

X∗, L∗ = arg max
X,L

T∏
t=1

φ(t−1)t(xt−1, xt)
K∏

k=1
φtkjk

(xtk
, ljk

)

= arg min
X,L
−(

T∑
t=1

log φ(t−1)t(xt−1, xt) +
K∑

k=1
log φtkjk

(xtk
, ljk

))

= arg min
X,L

T∑
t=1
||f (xt−1)− xt)||2Λt

+
K∑

k=1
∥h (xtk

, ljk
)− zk∥2

Σk

(2.2.13)

Regarding the prior P (x0), we will assume that x0 is given and hence it is treated as a
constant. Since the origin of a coordinate system is arbitrary we can fix x0 at the origin.
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Fig. 2.2. Spatial representation of factor graph for Landmark SLAM. Blue nodes represent
landmark positions and cyan nodes represents robot position.

Hence, the above formulation is non-linear least square minimization.

Covariance Tuning
As shown in Equation 2.2.13, the minimization problem depends upon the motion and

measurement noise covariance, which are design variable and needs to be given or estimated.
For optimal solutions, covariances need to be estimated accurately. With traditional sensors
such as LIDAR, IMU, etc., there are procedures for sensor calibration which can be used
to estimate sensor noise covariances. But with modern deep learning-based sensors such as
object detection, depth regression, etc., calibrated covariance estimation is a difficult task.
And since covariance can be seen as weighting the different error terms, accurate estimation of
covariances such that they reflect the error in the measurement and motion model accurately
is a very important task. Hence, the optimization is highly sensitive to the covariance values.

2.2.3. Related Works

Initial works in Visual SLAM used key points/features extracted from images [39, 14].
These methods largely deal with dense feature-based map i.e., the predicted map after op-
timization is key points in the environment. Recently there has been a lot of work on
semantic SLAM which optimizes for the semantic map of the environment i.e objects in the
environment [57, 41, 38].
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With the advances of deep learning, there has been a lot of work incorporating deep
learning with SLAM [53, 25, 51, 6]. SLAM system has different components such as
feature detector and descriptor, optimization, etc. Initial incorporation of deep learning into
SLAM dealt with better feature extraction and matching leveraging the better representation
capabilities of CNNs [35, 22] and for visual odometry [53, 54]. Deep learning enables
estimating the semantics of a scene such as location/shape/size of the objects in a scene
using methods such as object detection, pose estimation, etc. Hence, deep learning can
aid significantly semantic SLAM which is a useful paradigm for downstream tasks such as
task planning, manipulation, etc. Recently work has been done to leverage deep learning
methods such as 2D/3D object detection and pose estimation for better semantic SLAM
[41, 57, 37]. One of the important works which we use as a baseline in our work uses a
deep learning-based object detector as a backbone and combine the perceptual output of the
object detector with semantic SLAM pipeline [41].

2.3. QuadricSLAM
Semantic SLAM is a SLAM framework which enables encoding rich semantic information

about the environment such as objects, etc. Traditionally, semantic slam has been limited
because of a lack of semantic measurement models, but with the advance of deep learning,
semantic information about the environment such as different objects, their location, etc
is easily available. QuadricSLAM [41] is a semantic SLAM framework which takes 2D
object detections as the measurement model and jointly estimates camera poses and quadric
parameters of the objects. QuadricSLAM uses the quadric representation to represent 3D
landmarks. A quadric is a 3D ellipsoid, which can encode information such as the size,
position, and orientation of an object in its representation. The work exploits the fact that
quadrics can be estimated using bounding boxes from multiple views. In SLAM, since each
landmark is viewed multiple times along the trajectory, it allows objects to be represented
and computed as quadrics.

2.3.1. Quadric Parametrization

Quadrics are represented by a 4 × 4 matrix which represents 3D surfaces. A quadric
can also be defined by a set of tangential planes such that all the planes form an envelope
around the quadric, this is called a dual form of quadric. A quadric has 9 degrees of freedom
which corresponds to 10 independent elements of the matrix representation minus one for
the scale. So we will denote a quadric in matrix form by Q∗ and in a parametric vector form
by q̂ = (q̂1, . . . , q̂10).
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Since quadrics can represent any sphere, ellipsoid, hyperboloid, cones, etc and we want
to restrict a quadric to represent either ellipsoids or spheres, they show constrained quadric
parametrization as below:

Q∗ = ZQ̄∗ZT (2.3.1)

where Q̄∗ is an ellipsoid at the origin with given radii and Z determines the homogenous
transformation which accounts for the translation and rotation of the quadric. i.e

Z =
R(θ) t

0T
3 1

 and Q̄∗ =


s2

1 0 0 0
0 s2

2 0 0
0 0 s2

3 0
0 0 0 −1

 (2.3.2)

where t = (t1, t2, t3) is quadric translation vector, R(θ) is rotation matrix defined by angles
θ = (θ1, θ2, θ3) and s = (s1, s2, s3) determined the length of semi-axes of ellipsoid. Combining
all these parameters, a quadric represented by q = (θ1, θ2, θ3, t1, t2, t3, s1, s2, s3).

Fig. 2.3. Estimating quadric using multi-view bounding boxes

2.3.2. Quadric Estimation

A quadric of an object can be estimated with multiple views given the bounding box of
the object in multiple views, see Figure 2.3. In this section, we detail how to estimate a
quadric given bounding boxes in images and their poses. Quadrics are surfaces in 3D space
that are represented by a 4× 4 symmetric matrix Q. In dual form, a quadric is defined by a
set of tangential planes such that the planes form an envelope around the quadric. This dual
quadric Q∗ is defined so that all planes π fulfill πT Q∗π = 0. Given poses xi, and enclosing
bounding box bi we will use the mentioned equation to find parametric vector q of matrix
Q.
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We can form the homogeneous vectors defining the planes πik using the landmark bound-
ing box observations bi and resulting lines lik by projecting them according to πik = P T

i lik =
[π1, π2, π3, π4], where Pi is the projection matrix of pose xi. Using all this we can find the
parametric vector q which defines dual quadric Q∗ by solving the equations below:

(π2
1, 2π1π2, 2π1π3, 2π1π4, π2

2, 2π2π3, 2π2π4, π2
3, 2π3π4, π2

4) · (q1, . . . , q10)T = 0 (2.3.3)

We can get multiple equations using different poses and bounding boxes i and solve the
system of equations using the least squares.

2.3.3. Object Detector Measurement Model

In SLAM, odometry and measurement factors constitute the non-linear optimization
formulation. For landmark measurement optimization, we have to derive the measurement
model h(xt, lj) as shown in Equation 2.2.10. Since the measurement model is a function of
the current pose and quadric, we have to derive a formulation to get the bounding box as a
measurement model from the pose and quadric. So in this section, we will derive a bounding
box measurement model h(xt, qj). Given a quadric qj and camera pose xt, you can project
the quadric on the image plane which will be a dual conic C∗ denoted as C∗ = PtQ∗

qj
PT

t .
Pt is the projection matrix computed as Pt = K[R|t] using intrinsic matrix K and camera
pose parameters R, t given by xt. We can take the adjugate of the dual conic C∗ to get its
primal C. Once we have a conic C, finding the enclosing bounding box of the conic C, gives
us the bounding box btj. Hence the bounding box measurement model is derived as:

h(xt, qj) = BBox(adjugate(PtQ∗
qj

PT
t )) = btj (2.3.4)

2.3.4. Optimization

Using the optimization framework derived in Equation 2.2.13, in the QuadricSLAM
framework and replacing general landmark notation L with quadric notation Q, we will
get following QuadricSLAM optimization:

X∗, Q∗ = argmin
X,Q

T∑
t=1
||f (xt−1)⊖ xt)||2Λt︸ ︷︷ ︸

Odometry factors

+
∑
tj

∥h (xt, qj)− btj∥2
Σtj︸ ︷︷ ︸

Quadric Landmarks factors

(2.3.5)

We solve the above non-linear least square minimization problems using non-linear op-
timizers such as Levenberg-Marquardt or Gauss-Newton solvers. Noise parameters such
as Σt, Λtj are considered hyper-parameters and have to be tuned manually or using some
heuristic.
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(a) (b) (c)

Fig. 2.4. Quadric Representation of 3D object Landmarks
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Chapter 3

Uncertainty Calibration for Optimality

In this chapter, we aim to theoretically motivate that uncertainty estimates to need to be
calibrated for factor graph optimization to reach the true optimal solution. To do so, we will
first demonstrate that calibration is necessary for Kalman filters [27] to optimally solve as
they are simpler methods for state estimation and have been studied extensively in regard
to uncertainty estimation. Kalman filters can be thought of as an instance of a factor graph
under certain equivalence conditions. By showing the importance of calibration for Kalman
filters, we can then generalize this conclusion to factor graphs in general. We use Kalman
filters as a starting point for our theoretical analysis of uncertainty calibration because they
are a simple and well-studied class of probabilistic inference methods, and have been applied
to solve SLAM problems. Through this approach, we aim to theoretically demonstrate the
need for calibrated uncertainty estimates in factor graph optimization in order to ensure that
the true optimal solution is reached.

3.1. Kalman Filter and Covariance Optimality
In this section, we theoretically show under some assumptions that calibrated uncertainty

estimates are a requirement for optimization to give a truly optimal solution. We show how
calibrated uncertainty estimates/covariance is required for optimization to work in Kalman
Filters.

Kalman Filtering [27] is a widely studied technique for state estimation in a wide range of
dynamical systems, it is one of the basic approaches towards SLAM as well. Similar to Factor
Graphs, Kalman Filter also has a motion model/prediction model denoted by xt+1 = f(xt)
which predicts the next state given the current state and a measurement model z = h(x). For
a standard Kalman Filter, these functions are assumed linear, with a more general method
called extended Kalman filter that considers non-linear motion and measurement model as
well.



The Kalman filter works by iteratively applying two steps, predict and update. Optimal-
ity of the Kalman filter assumes additive Gaussian noise with zero mean and covariances on
both motion and measurement models, which need to be given to the filter. Kalman Filter
equations are as follows:

xt = Fxt−1 + wt

zt = Hxt + vt

(3.1.1)

where F is the state transition model, wt is the process noise which is assumed white noise
with covariance Q, wt ∼ N (0, Q). H is the measurement model with vt as the measurement
noise which is assumed white noise with covariance R, vt ∼ N (0, R).

Kalman filter uses a two-step methodology to estimate the current state. The first
step is to predict the next state using the transition/motion model given the current state,
hence getting the predicted state estimate, then next is the update/correction step which
combines the predicted state and state estimates using the measurement taken. Kalman
filter also keeps track of the state covariance matrix Pt which represents uncertainty in the
state estimate.
Predict :
We get a prior estimate from the previous state estimate using the transition model.

x̂′
t = Fx̂t−1

P′
t = FP′

t−1FT + Q
(3.1.2)

Update :
In the update equation, the prior estimate is then updated using the current measurement
zt to obtain the posterior estimate:

x̂t = x̂′
t + Kt (zt −Hx̂′

t)

and Pt = (I−KtH) P′
t

with Kt = P′
tHT

(
HP′

tHT + R
)−1

= (FP′
t−1FT + Q)HT

(
H(FP′

t−1FT + Q)HT + R
)−1

(3.1.3)
where I denotes the identity matrix. The matrix Kt is referred to as the Kalman gain.

The Kalman gain is optimal to minimize the mean square error of the state estimate.

Here the quantity of interest for us is the covariance matrix Q and R on which
the Kalman gain depends. We need Q and R to be calibrated i.e should be an ac-
curate variance of error of prediction and measurement model for optimal solution i.e
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solution corresponding to the minimum mean squared error. For example, in a sys-
tem, let actual noise covariance be Qa and Ra, but durign solving the state estima-
tion using kalman filter, if we chose some other covariance matrices Q and R such that
Qa ̸= Q, Ra ̸= R, then we will estimate the Kalman gain on which the prediction de-
pends we will get Kt = (FP′

t−1FT + Q)HT
(
H(FP′

t−1FT + Q)HT + R
)−1
̸= (FP′

t−1FT +

Qa)HT
(
H(FP′

t−1FT + Q)HT + Ra

)−1
̸= Ka, hence the calculated kalman gain will be

wrong and leading to wrong prediction.
Following this, we will show how the Kalman filter can be seen as an instantiation of

the factor graph under certain specific conditions, showing that both methods have a similar
derivation of optimization cost and behave the same from the perspective of uncertainty
calibration.

3.2. Kalman Filter as an instantiation of Factor graph
The Kalman filter can be seen as an instance of a factor graph under the following

conditions:
• The motion model and measurement models are linear.
• The random noise in the motion and measurement models is Gaussian.

Fig. 3.1. Kalman Filter as a factor graph. In factor graph optimization, all the state vari-
ables are jointly optimized, whereas Kalman Filter optimizes the state variables recursively.

3.2.1. Kalman Filter Optimization as Factor graph Optimization

In this section we will derive the Kalman Filter optimization from the perspective of
factor graph optimization, showing that the Kalman filter and factor graph optimization are
equivalent under the conditions mentioned above.

Kalman filters can be derived as a minimum least squares optimization problem as follows:
Let xt be the state of the system at time t, and zt be the measurement of the system at

time t. The goal of the Kalman filter is to estimate the state xt based on the measurement
zt and the previous state estimate xt−1. The relationship between state transitions and
measurement is expressed in Equation 3.1.1.
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The Kalman filter seeks to find the state estimate xt that minimizes the error between
the estimated state and the measurement, subject to the constraints of the state transition
model and the measurement model. This can be expressed as a least squares optimization
problem:

xt = arg min
x
||zt −Hx||2R + ||x− Fxt−1||2Q+FPt−1FT (3.2.1)

This optimization problem can be solved using the Kalman filter algorithm, which itera-
tively updates for each time step t, the state estimate xt based on the measurement zt and
the previous state estimate xt−1. Solving the above least square problem will give the same
solution for xt as shown in Equation 3.1.3

We can see the equivalence between the cost function for optimization of Kalman filter as
shown in Equation 3.2.1 and factor graph optimization as shown in eq. 2.2.4. Both of these
equations have similar terms which are the transition term error weighted by its uncertainty
and the measurement prediction error weighted by its uncertainty. Both of these algorithms
solve the same problem from the perspective of state estimation and how the uncertainty
optimality affects them, the only difference being factor graph solves the problem at the
global scale i.e solve for all the xt∀t jointly whereas the Kalman filter solves recursively i.e
one-time step at a time then use a solution of the previous time step for the current time
step. But both of these algorithms have the same cost function from the perspective of
covariance matrices. Since the cost function is similar and we have shown in Section 3.1
that Covariance matrices need to be calibrated for the Kalman filter to be optimal, we can
generalize the similar argument about factor graphs.
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Chapter 4

Calibrated Uncertainty for SLAM

In this chapter, we will develop a method to calibrate predictive uncertainties in deep neural
networks. In section 4.1 we picture deep neural networks as a sensor modality from the
perspective of robotics. Following, in section 4.2 we discuss the lack of calibration in neural
networks predicting uncertainty. We use distributional calibration to motivate the derivation
of a loss function which we call f-cal that can enforce calibration of uncertainty estimates
in deep neural networks. In section 4.3 we then integrate the f-cal based neural network
measurement model with the QuadricSLAM framework to have CalibSLAM. CalibSLAM
uses calibrated distribution prediction of bounding boxes from the network and uses it as an
input to solve the Object SLAM problem using factor graphs.

4.1. Deep neural network as a sensor
In this section, we motivate deep neural networks from the perspective of a sensor modal-

ity that may directly be used in probabilistic planning or sensor fusion.
Deep Learning allows us to make use of high-dimensional modalities of data as mea-

surements such as images, audio, tactile etc which gives information-rich output. This has
caused a shift towards using deep learning based methods more in robotics. Traditionally, a
measurement sensor gives information about the state of the robot, such as LiDAR, IMU,
GPS, and RADAR. It’s denoted by z = h(x, ν), i.e sensor output is a measurement z which
is a function of the current state of robot x with some noise measurement noise denoted by
ν. Deep learning models such as object detection networks, depth estimation networks and
segmentation networks are an instantiation of deep neural networks as sensors, where object
detections, and depth estimates are sensor outputs and the robot state is defined by image
as input.

While modern deep neural networks are performant perception modules, performance
(accuracy) alone is insufficient, particularly for safety-critical robotic applications such as
self-driving vehicles. Robot autonomy stacks also require these otherwise black box models



to produce reliable and calibrated measures of uncertainties on their predictions, denoted by
ν in the measurement model equation. When using sensors like LiDAR, IMU, and GPS it was
easy to find the measurement noise ν by sensor calibration methods. In sensor calibration,
multiple trials of the same measurement are supposed to be done, allowing for computation of
the sensor noise parameter also known as the sensor covariance matrix, usually, it’s a constant
property of the sensor for fixed settings/environment. Since training data in a deep learning
has single ground truth label, calibration of deep neural networks using similar methods as
for traditional sensors is not feasible. Existing approaches estimate uncertainty from these
neural network perception stacks by modifying network architectures, inference procedures,
or loss functions. However, in general, these methods lack calibration, meaning that the
predictive uncertainties do not faithfully represent the true underlying uncertainties (process
noise). To this end, we develop a loss based on distribution matching which enforces that
predicted distribution matches with data distribution which lead to calibrated uncertainty
estimates in variance networks.

4.2. f-cal: Calibrated uncertainty estimation for regres-
sion tasks

In this section, we explain the method developed for calibrated uncertainty prediction in
deep neural networks in regression settings which allows neural network models to be used
as replacements for measurement sensors.1

Fig. 4.1. f-cal pipeline

4.2.1. Uncertainty Calibration

Calibrated uncertainty estimates are those where the output uncertainties can be exactly
interpreted as confidence intervals of the underlying target label distribution. This allows
uncertainty estimates across multiple samples (and models) to be compared. Intuitively, we
1This section contains my contribution done in the work [1] which is published in ICRA 2022. I contributed
to the mathematical derivation of calibration as distributional matching and sets of initial toy experiments
to confirm the hypothesis
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understand the notion of uncertainty calibration to mean that if we repeated a stochastic
experiment a large number of times, for example by asking many different people to label
the same image, the “label generating distribution” matches the predictive distribution of
the model:

yi ∼ fp(xi) (4.2.1)

However, in practice, it is impractical to label every piece of data multiple times. Instead,
we wish to aggregate the labels across many different inputs to produce calibrated predictive
distributions. Using our definitions from Sec. 2.1.2 and adapting from [46], we can define
what we desire in terms of calibration in the case of a deep neural regressor as follows:
Definition 4.2.1 (Uncertainty Calibration). A neural regressor fp is calibrated if and
only if:

p(Y ≤ y|s(y)) =
∫ y

−∞
s(y′)dy′ ∀y ∈ Y (4.2.2)

In the above definition, Y is an instantiation of the random variable y. If we can assume
that the noise is sampled from a parametric distribution s(y; ϕ), then the probabilistic model
needs only output the parameters associated with each sample. In this case, we can consider
the model to be calibrated if and only if the aggregated error statistics over multiple outputs
of a model align with the parameters predicted by the model.

4.2.2. Calibration as Distribution Matching

Following the definition of distributional calibration (Def. 4.2.1), f -Cal formulates a vari-
ational minimization objective to calibrate the uncertainty estimates from a deep neural
network regression model.

In the case of a traditional (non-deep learning based) sensor, we would calibrate the noise
distribution with the procedure:

(1) Choose a distribution family for the noise
(2) Hold the input fixed at some known value and sample the output many times
(3) Fit the output samples to the distribution family
In the deep neural network as a sensor (DNNS) case, we only have one sample for any

given input and we have no knowledge of the ground truth (noise free) label. We can sim-
ilarly choose a distribution family for our model, but we cannot assume that any of the
parameters are fixed across samples. Our approach to overcome this problem will be to as-
sume that there is some canonical element of the distribution family that we can transform
each predictive distribution to. Specifically, we seek to approximate the empirical posterior
over some canonical transformation of the target variables Y by a simpler (tractable) target
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distribution Q (modelling choice). This enables us to leverage an abundant class of distri-
bution matching metrics, f -divergences, to formulate a loss function enforcing distributional
calibration.

We assume that we can transform each training sample output distribution to some
canonical element of the distribution family. For instance, Gaussian random variables are
canonicalized by centering the distribution (subtracting the output label), followed by nor-
malization (scaling the result by the inverse variance). These canonical elements are used
(in conjunction with the labels) to determine the empirical error distribution. f -Cal then
performs distribution matching across this empirical and target distribution.

Motivation
In this section, we show how to form a loss function to enforce the cumulative density

function (CDF) of the random variable. For motivation, we take an example of a Gaussian
variable as many regression problems have this assumption but this method can be general-
ized to any distribution of random variables as shown in Theorem 1 in [46].

Eq. 4.2.1 for a Gaussian variable Y ∼ N (µ, σ2) can be be written as

P (µ−
√

2erf−1(p)σ ≤ Y ≤ µ +
√

2erf−1(p)σ) = p,∀p ∈ [0,1]

P (−n ≤ Y − µ

σ
≤ n) = p

P (−n ≤ Z ≤ n) = p

(4.2.3)

where erf(x) = 2√
π

∫ x
0 e−t2

dt is the special function, p = erf( n√
2) and Z = Y −µ

σ
. The Eq.

4.2.3 constrains the CDF over variable Z which comes from the condition of calibration.
Since Eq. 4.2.3 is the standard CDF equation for standard normal variable we can easily

show that for Eq. 4.2.1 to hold true we need:

Z ∼ N (0,1) (4.2.4)

Hence, we can conclude that enforcing Z ∼ N (0,1) will enforce the calibration of the
model.

4.2.3. f-cal algorithm

Given a mini-batch containing N inputs xi, a probabilistic regressor predicts N sets of
distributional parameters fp(xi) = ϕi(ϕi ∈ Φ) to the corresponding probability distribution
s(yi; ϕi). Define g : Y × Φ 7→ Z as the function that maps the target random variable yi

to a random variable zi which follows a known canonical distribution. Since these residuals
{z1, z2, . . . , zN} must ideally follow a chosen calibrating (target) distribution Q:

zi = g(yi, ϕi) ∼ Q (4.2.5)
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The key difference between (4.2.1) and (4.2.5) is that (4.2.5) now applies for all samples
in the dataset, as opposed to just a single sample. As a result, we can now follow the similar
procedure that we would with a traditional sensor and compute the empirical statistics of
the residuals of the zi variables across the entire set (or in practice across a mini-batch) to
fit a proposal distribution Pz, and minimize the distributional distance from the canonical
distribution Q. This minimization can be performed with a variational loss function that
minimizes an f -divergence, Df (Pz||Q), between these two distributions.

In summary, we propose a distribution matching loss function that augments typical
supervised regression losses, and results in the neural regressor being calibrated to the target
distribution:

L = (1− λ)Remp(fp) + λLf -Cal (4.2.6)

= (1− λ)Remp(fp) + λDf (Pz||Q)

where λ is a hyper-parameter to balance the two loss terms.
We experiment with a number of f -divergence choices and identify KL-divergence and

Wasserstein distance as viable choices.
Importantly, f -Cal is agnostic to the choice of probabilistic deep neural regression model

or task. In practice, it is a straightforward modification to the training loss function that
can also be applied as a fine-tuning step to a previously partially trained model.

The f -Cal framework is generic and can be applied to arbitrary distributions. In this
section we consider the case when the distribution s(yi; ϕi) is Gaussian with ϕi ≜ (µi,σi).
The variance σ2

i denotes the aleatoric uncertainty in this case. The error residuals are
computed as zi = yi−µi

σi
, where µi and σi are predicted mean and the standard deviation of

the ith Gaussian output from the neural network for each input xi. So, yi ∼ N (µi,σ
2
i ), then

zi ∼ N (0,1).
Optionally, one may apply several transforms to the random variables yi and impose

distributional hyper-constraints over the transformed variables. In practice, we find that
this can improve the stability of the training process and enforces more stable calibration.
In this case, we compute the sum-of-squared error residuals q = ∑K

i=1 z2
i , and enforce the

resulting distribution to be Chi-squared with parameter K i.e q ∼ χ2
K , so, in this case,

target distribution Q = χ2
K . Subsequently, we note that as the degrees of freedom K of a

Chi-squared distribution increase, it can be approximated by a Gaussian of mean K and
variance 2K through the application of the central limit theorem:

lim
K→∞

χ2
K −K√

2K
→ N (0,1) =⇒ lim

K→∞
χ2

K → N (K,2K)
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In practice, this variation of the central limit theorem for Chi-squared random variables
holds for moderate values of K (i.e., K > 50). This is practical to ensure, particularly in
dense regression tasks such as bounding box object detection (where hundreds of proposals
have to be scored per image) and per-pixel regression. We summarize the process for gener-
ating the calibration loss in Alg. 4.2.2. This loss is then combined with the typical empirical
risk as given by (4.2.6).
Algorithm 4.2.2. f-cal for Gaussian uncertainties

Input: Dataset {xi, yi}|D|
i=1, probabilistic neural regressor fp,

degrees of freedom K, batch size N ,
number of samples for hyper-constraint H

for i = 1 . . . N do
(µi, σi)← fp(xi)
zi ← yi−µi

σi

end
C = ∅ // Samples for chi-squared distribution
for i = 1 . . . H do

qi ←
K∑

j=1
z2

ij, zij ∼ {z1, z2, . . . zN}

C.append(qi)
end
Pz ← Fit-Chi-Squared-Distribution(C)
Lf -Cal ← Df (Pz||χ2

K)
return L;

4.3. CalibSLAM: Calibrated probabilistic object detec-
tor for SLAM

In this section, we integrate the object detector trained with the f-cal algorithm with
the QuadricSLAM framework to show the effectiveness of calibrated uncertainty estimates
in SLAM.

4.3.1. Backbone: QuadricSLAM

We build CalibSALM on top of QuadricSLAM, as it uses bounding box detection for
measurement and treats objects as landmarks in the scene. QuadricSLAM uses a quadric to
parametrize an object in the scene which can be estimated using multiple bounding boxes of
the object observed in different frames. QuadricSLAM uses YOLO to obtain bounding boxes
and some heuristics to obtain the covariance for the bounding boxes of object. Note that in
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QuadricSLAM, all the bounding boxes of an object have the same covariance throughout all
the frames in the scene. Hence even frames where an object is clearly visible will have the
same covariance as frames with an occluded object, hence making the method agnostic to
the bounding box’s actual error in the frame. QuadricSLAM optimization estimates camera
pose and quadrics by solving following optimization:

X∗, Q∗ = argmin
X,Q

T∑
t=1
||f (xt−1)⊖ xt)||2Λt︸ ︷︷ ︸

Odometry factors

+
∑
tj

∥h (xt, qj)− btj∥2
Σtj︸ ︷︷ ︸

Quadric Landmarks factors

(2.3.5: revisited)

The core difference between QaudricSLAM and CalibSLAM lies in the estimation of the
measurement covariance. Quadric SLAM calculates uncertainty as follows, for the bounding
box belonging to Quadric j, the standard deviation for the bounding box in frame t is
calculated as

σj =

√√√√ 1
T

T∑
t=1

(wt
j − µw

j )2 +

√√√√ 1
T

T∑
t=1

(ht
j − µh

j )2 = σw
j + σh

j

Σtj = σjI4×4

(4.3.1)

where wt
j and ht

j are the width and height of the bounding box belonging to quadric k in the
image at time t. With µw

j = 1
T

∑T
t=1 wt

j and µh
j = 1

T

∑T
t=1 ht

j. The standard deviation σj for
each bounding box measurement factor is the sum of the standard deviation of the width
and height of bounding boxes over all the frames.

4.3.2. CalibSLAM

We denote the f-cal trained object detector by hcal : ℜ 7→ Φk, where ℜ is the domain of
images and Φk is the domain of k distribution parameters predicted for k bounding boxes in
the image It. So we have hcal(It) = {ϕi}k

i=1, where It ∈ ℜ and ϕi ∈ Φ, ϕi is the distribution
parameter for the ith predicted bounding box bi i.e bi ∼ s(b; ϕi) where s(b) is the probability
distribution over b.

In this work we assume that the bounding box follows a Gaussian distribution i.e. ϕi =
(µi, Σi), hence bi ∼ N (µi, Σi).

The novelty here is the use of calibrated heteroscedastic noise estimation for each bound-
ing box factor for SLAM, unlike the constant noise hyper-parameter in QuadricSLAM. In-
tuitively this should down-weight the bounding box measurements of quadrics which are
occluded in some frames more compared to other measurements because occluded objects
should have high measurement uncertainty.

At each frame, we associate the detected bounding box with already added quadrics in the
factor graph from previous frames. A bounding box measurement at time t corresponding to
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quadric j is denoted as bj
t and the distribution parameters as µj

t , Σj
t . Hence for CalibSLAM,

we have:

µt
j, Σt

j = hcal(It) (4.3.2)

Note that not all the quadrics will have the measurement at all time steps as not all
quadrics will be visible in all frames. Using the above notations incorporating the f-cal object
detector in the SLAM framework defined in Eq. 2.3.5, we derive the following optimization:

X∗, Q∗ = argmin
X,Q

T∑
t=1
||f (xt−1)⊖ xt)||2Λt

+
∑
tj

∥∥∥h (xt, qj)− µj
t

∥∥∥2

Σj
t

(4.3.3)

where X ≜ {xt}T
t=1 and Q ≜ {qj}J

j=1

We describe the complete CalibSLAM algorithm in Algo. 4.3.1.

Algorithm 4.3.1. CalibSLAM

Input: Images {I}T
t=1, calibrated neural regressor hcal, camera odometry

between poses {xt
t−1}

T

t=1
for t = 1 . . . T do
{(µt, Σt)j}k

j=1 ← hcal(It) // Predicting bounding box mean and covariance
f(xt), Λt ← odometry

end
x1 ← [0,0,0] // put prior on first pose
for t = 1 . . . T do // Initializing poses

xt = f(xt−1) // Initializing poses using odometry only
for j = 1 . . . K do // Initializing quadrics

qj ← Solving using Equation 2.3.3 given initialized poses xt

// factor graph optimization
X∗, Q∗ = argminX,Q

∑T
t=1 ||ft (xt−1)⊖ xt)||2Λt

+ ∑
tj

∥∥∥h (xt, qj)− µj
t

∥∥∥2

Σj
t

Output: X∗, Q∗
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Chapter 5

Experiments

In this chapter, we show experiments to empirically verify the effects of uncertainty calibra-
tion on SLAM. We employ experiments with different complexity - toy experiments to enable
controlled experiments for thorough analysis and TUM-RBGD for analysis on the real-scale
dataset.

5.1. Toy experiments
We simulate toy experiments to understand the effects of uncertainty calibration on

SLAM optimization in small-scale controlled settings. We imitate a robot moving on the 2D
plane along the trajectory which makes a figure "8" and the robot is equipped with a laser
rangefinder sensor ( i.e., it can detect landmarks up to some maximum range and output
their distance from the robot and angle). Landmarks are denoted as points in the 2D plane.
Figure 5.1 is an example of the mentioned toy experiments.

5.1.1. Setup

We generate the ground truth trajectory with a robot moving in figure "8" by making
it move in a circle with velocity v = 1m/s and angular velocity ω = 0.05rad/sec. We store
points from the generated trajectory every dt = 1s. This is how we generate the ground truth
odometry. After this, we uniformly place landmarks in the area encompassing the trajectory
(Note: In the figure, you only see the landmarks in the range of the robot sensor). After
generating the ground truth trajectory and landmarks, we generate the noisy odometry and
noisy measurements by adding noise to the ground truth values to make a factor graph of
the SLAM problem.

Now to test the hypothesis of calibration leading to better SLAM results, we test with
two settings:



(a) (b) (c)

Fig. 5.1. (a) Ground truth trajectory (b) Noisy trajectory after adding noise to ground truth
trajectory used for initialization (c) Estimated trajectory after solving the factor graph for
SLAM.

(1) Giving process and measurement noise hyper-parameter to the factor graph equal to
the actual noise used to generate odometry and measurement factors. This simulates
the experiment with calibrated uncertainty estimates scenario.

(2) Giving different process and measurement noise hyper-parameter to the factor graph
than the actual noise used to generate odometry and measurement factors. This
simulates the uncalibrated uncertainty estimates scenario.

5.1.2. Optimization

The two key components for optimization of non-linear least square cost of factor graph
optimization as shown eq. 2.2.4 is the initialization of variables and the method of optimiza-
tion.

We initialize the robot pose variable using noisy odometry measurements, to initialize
the landmarks we use the first measurement of the landmark from a noisy robot pose and
compose the measurement with robot pose initialization.

For optimization, we choose Levenberg–Marquardt (LM) method [31]. LM method is
an iterative algorithm to solve non-linear least square problems. It interpolates between
gradient descent and the Gauss-Newton method using the damping factor λ.

5.1.3. Evaluation

To evaluate SLAM results we use the metrics ATE (Absolute Trajectory Error) & RPE
(Relative Pose Error). ATE is the average squared error between estimated and ground truth
poses and RPE gives the squared relative pose (pose at time t + 1 with respect to pose at
time t) error between estimated and ground truth trajectories.
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Uncertainty Estimation ATE RPE Landmark RMSE

Underconfident 1.187± 0.386 0.111± 0.004 1.181± 0.384

Calibrated 0.9878± 0.356 0.0996± 0.004 0.992± 0.351

Overconfident 1.034± 0.492 0.114± 0.006 1.047± 0.493

Table 5.1. Effect of Uncertainty Calibration in SLAM. We can see the calibrated uncer-
tainty estimation provides the best results for SLAM. The lower the number the better, we
show mean and standard deviation across 20 seeds of experiments

5.1.4. Results

We do three sets of experiments to evaluate the effect of uncertainty calibration on SLAM
optimization. We generate the odometry and measurement factors for SLAM optimization
by adding noise to known ground truth odometry and landmark measurements. Odometry
is the relative pose of the next robot pose with respect to the current robot pose, which is
given as an observation to the factor graph. We add odomtery noise σa

odom = [0.1, 0.1, 2π
180 ],

which is noise in x, y and θ i.e orientation of the pose. The σa stands for actual/ground-truth
noise/uncertainty used to generate the odometry factors. The measurement is defined by
distance d and bearing (angle) θ of the landmark with respect to the robot pose. Similarly
for odometry, we add measurement noise σa

measurement = [0.1, 2π
180 ] which is noise in d and

bearing θ. Ideally, this is the noise to be given to the factor graph as a covariance parameter
in the least square terms in Eq. 2.2.4 i.e Λ = diag(σa

odom) and Σ = diag(σa
measurement) where

diag(·) indicates a diagonal matrix using the vector as diagonal elements. Now to replicate
the real settings we are addressing in this thesis, which are about addressing uncertainty
calibration in the measurement sensor from the perspective of neural networks, we ablate
over measurement uncertainty/noise in these experiments.

To verify the hypothesis of uncertainty calibration for SLAM, we do the following three
experiments:

(1) Calibrated: In this, we give the optimization the exact noise/uncertainty parameter
value that is the actual noise in the measurements. i.e Σ = diag(σa

measurement).
(2) Underconfident: This is the more conservative setting and we consider that the

measurement is noisier than the actual noise. For underconfident uncertainty esti-
mates, we used Σ = diag(2× σa

measurement) i.e covariance is twice the actual noise.
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(3) Overconfident: This is the setting which is more optimistic and we consider that the
measurements have less noise than the actual noise. This shows more confidence in the
measurements. For overconfident uncertainty estimates, we used Σ = diag(σa

measurement
2 )

i.e covariance is half the actual noise.
Note that we kept the odometry calibrated (i.e Λ = diag(σa

odom)) in all the experiments to
replicate realistic experiments and have more controlled ablation. We run these experiments
over 20 seeds for statistically significant results.

Now based on the results as shown in table 5.1, we see that optimization with calibrated
uncertainty estimates gives the optimal results. Hence confirming our hypothesis that cali-
brating uncertainty estimates gives a better optimization result for SLAM.

5.2. CalibSLAM
5.2.1. Implementation

We test the CalibSLAM on the same benchmark as QuadricSLAM [41] which is TUM
RBGD [47]. We evaluate the two sequences available in the TUM dataset which are seman-
tically rich: freiburg3_long_office_household and freiburg2_desk. The sequences are
stream of images along with their ground truth camera pose. For each image in the sequence
there is correponding ground truth robot pose available. Images are used by the f -Cal as
input, whereas GT robot pose are used for calculating the accuracy of SLAM robot pose
estimates. We implement the experiments using GTSAM [9] and the GTSAM Quadrics
library.

5.2.2. f-Cal

We use the popular Faster R-CNN [44] with a feature pyramid network [33] and a
Resnet-101 backbone [21]. We use the publicly available Detectron2 [56] and PyTorch [43]
implementation and we the model with uncertainty head to regress uncertainty estimates.
We train the model with COCO dataset [34]. We train this model with f -Cal loss from
Equation 4.2.6. The f -Cal object detection model also provides class labels of the objects,
which is not used in SLAM optimization directly but is used in data association of objects
in different frames.

5.2.3. Odometry using ORB SLAM

We use ORB SLAM [40] to provide odometry. The ORB-SLAM generated trajectory
plus added noise is used to initialize the trajectory for CalibSLAM. Note that we only use
the visual odometry part of ORB-SLAM i.e no global information was used to estimate the
trajectory, this is analogous to using only relative odometry between the frames. Any other
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image-based method can also be used to generate the trajectory. We initialize the quadrics
using the method detailed in section subsection 2.3.2. To initialize a quadric we need at least
3 frames with bounding boxes. We use initialized camera poses and the detected bounding
boxes over all the frames in the dataset to get initializations for the quadrics.

We use QuadricSLAM as the starting point and build upon it. We replaced their YOLO-
based object detector for bounding box prediction with our f -Cal trained object detector
which provides uncertainty of the bounding box as well.

5.2.4. Results

Uncertainty Estimation Trajectory ATE Trajectory RPE

Fixed Noise = 5px 0.429± 0.117 0.027± 0.0033

QuadricSLAM 0.484± 0.197 0.018± 0.0006

CalibSLAM 0.377 ± 0.081 0.033

Table 5.2. Results of experiments on TUM RBG-D freiburg3_long_office_household
SLAM sequences. The results are aggregated over 10 runs with different random initialization
of robot pose.

Uncertainty Estimation Trajectory ATE Trajectory RPE

Fixed Noise = 5px 1.461 ± 0.071 0.042 ± 0.005

QuadricSLAM 1.407 ± 0.160 0.033 ± 0.0005

CalibSLAM 1.394 ± 0.117 0.053 ± 0.010

Table 5.3. Results of experiments on TUM RBG-D freiburg2_desk SLAM sequences.The
results are aggregated over 10 runs with different random initialization of robot pose.

In the fixed noise experiment, we add fixed noise η to the bounding box measurement as
follows:

σk = η (5.2.1)
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(a) (b)

Fig. 5.2. Estimated Quadrics with predicted bounding boxes with uncertainty estimation
in CalibSLAM

Quadric SLAM calculates uncertainty as follows, for the bounding box belonging to
quadric j, the standard deviation for the bounding box in frame t is calculated as

σj =

√√√√ 1
T

T∑
t=1

(wt
j − µw

j )2 +

√√√√ 1
T

T∑
t=1

(ht
j − µh

j )2 = σw
j + σh

j

Σtj = σjI4×4

(4.3.1: revisited)

Whereas for CalibSLAM, the uncertainty is provided by f -Cal network with image I at
time t as input as follows:

µt
j, Σt

j = hcal(It) (4.3.2: revisited)

We would like to mention that QuadricSLAM is a really strong baseline since it calculates
the standard deviation of actual bounding boxes over the whole dataset and hence the
standard deviation is true standard deviation though the downside is that the calculated std
dev is fixed over all the frames. Another downside is that calculating standard deviation
over all the frames is infeasible for online applications. Whereas CalibSLAM uses f -Cal
predicted standard deviation which is trained to be calibrated on the COCO dataset, hence
there might be an out-of-distribution error in the prediction of f -Cal uncertainty, whereas
QuadricSLAM uncertainty is calculated over the actual data.

As shown in table 5.3, CalibSLAM performs better on Trajectory ATE compared to such
a stronger baseline, because of calibration guarantees and uncertainty conditioned on each
image rather than fixed hyper-parameter calculated over all the dataset.
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5.2.5. Qualitative Results

In this section, we show some qualitative analysis and results of different components of
CalibSLAM.

In Figure 5.2, we can see different objects in the scene represented as quadrics with
their associated bounding box detections and corresponding uncertainty estimates. The
grid structure around the objects denotes their quadric representation, which is a bounded
ellipsoid. The rectangle denotes the bounding box measurement of the object that we get
from the f -Cal object detector, along with associated uncertainty estimates shown as ellipses
at the top-left and bottom-right corners. The radius of the ellipse along two axes denotes 2σ

standard deviation in the pixel space, where σ2 is the covariance of the predicted Gaussian.
Note that the covariance of the predicted bounding box of the object 21 in Figure 5.2 (b)
is really high compared to other detection, which is a desired behaviour as the object is
truncated in the image.

(a) (b)

Fig. 5.3. Comparison of bounding box measurement uncertainty estimates. Yellow denotes
uncertainty predicted from f -Cal, Blue denotes uncertainty estimated in QuadricSLAM

Figure 5.3 shows the comparison of uncertainty estimates used in QuadricSLAM vs Cal-
ibSLAM. We can clearly see that bounding box uncertainty estimates via heuristics which are
used in QuadricSLAM are highly inflated/underconfident. This shows underconfidence in the
bounding box measurements, leading to under-utilization of the information being provided
from bounding box measurements compared to the odometry, since the measurement term in
the optimization will be down-weighted more. Whereas the uncertainty estimates predicted
via f -Cal are tightly bounded/calibrated leading to more accurate information utilization
of bounding box measurement. Figure 5.4 shows the ground truth trajectory vs estimated
trajectories & quadrics using CalibSLAM. We can see that the estimated trajectory roughly
matches the ground-truth trajectory.
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Fig. 5.4. CalibSLAM estimated 3D trajectory with quadrics
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Chapter 6

Conclusion

This work was focused on showing that calibrated uncertainty estimates provide better SLAM
results compared to other heuristic ways of estimating uncertainty. We introduce the idea of
a deep neural network as a measurement sensor and showed f -Cal as calibrated measurement
sensor for regression tasks and use it as an object detector for our work. Further, we show
the effectiveness of calibrated uncertainty estimation for SLAM by combining QuadricSLAM
with f -Cal. We showed improved results over previous semantic SLAM QuadricSLAM work.
Hence, we conclude that calibrated uncertainty estimates in SLAM optimization give better
results than fixed noise hyper-parameters.

In the sections below we indicate some of the limitations of the work and possible future
extensions:

6.0.1. Limitations

• Out-of-domain operation: There is no guarantee in the calibration performance
of the object detector as the measurement model when operated outside the training
data distribution. Hence, uncertainty estimates may not be reliable in this situation,
so SLAM might not work optimally in an environment different from than training
environment.
• Lack of odometry calibration: The current method doesn’t provide any uncer-

tainty estimation for the odometry measurement model. So, even though bounding
box measurements are calibrated, errors in uncertainty estimation for odometry might
still lead to suboptimal SLAM results.

6.0.2. Future Work

• End-to-End Training: We can train the neural network based measurement model
end-to-end with the SLAM optimization. This should train the measurement model



to increase the SLAM performance overall. This will also allow the possibility to fine-
tune the measurement model in a new environment so that it can provide calibrated
uncertainty estimates for optimal SLAM performance in a new environment.
• Belief Space Planning: Probabilistic estimates of quadrics also allow for belief

space planning, where quadrics can be treated as an obstacle with probabilistic
boundaries instead of fixed boundaries. This allows for probabilistic planning and
manipulation.
• Data-Association: Data-association is a major part of any SLAM pipeline, as

measurements belonging to the same object need to be associated across the frame.
Calibrated uncertainty estimation over the measurement could allow for probabilistic
data association.
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