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Résumé 

20 à 57 % des victimes d'un accident vasculaire cérébral (AVC) sont diagnostiqués aves des déficits 

visuels qui réduisent considérablement leur qualité de vie. Parmi les cas extrêmes de déficits 

visuels, nous retrouvons les cécités corticales (CC) qui se manifestent lorsque la région visuelle 

primaire (V1) est atteinte. Jusqu'à présent, il n'existe aucune approche permettant d'induire la 

restauration visuelle des fonctions et, dans la plupart des cas, la plasticité est insuffisante pour 

permettre une récupération spontanée. Par conséquent, alors que la perte de la vue est considérée 

comme permanente, des fonctions inconscientes mais importantes, connues sous le nom de vision 

aveugle (blindsight), pourraient être utiles pour les stratégies de réhabilitation visuelle, ce qui 

suscite un vif intérêt dans le domaine des neurosciences cognitives. La vision aveugle est un 

phénomène rare qui dépeint une dissociation entre la performance et la conscience, principalement 

étudiée dans des études de cas. 

Dans le premier chapitre de cette thèse, nous avons abordé plusieurs questions concernant 

notre compréhension de la vision aveugle. Comme nous le soutenons, une telle compréhension 

pourrait avoir une influence significative sur la réhabilitation clinique des patients souffrant de CC. 

Par conséquent, nous proposons une stratégie unique pour la réhabilitation visuelle qui utilise les 

principes du jeu vidéo pour cibler et potentialiser les mécanismes neuronaux dans le cadre de 

l'espace de travail neuronal global, qui est expliqué théoriquement dans l'étude 1 et décrit 

méthodologiquement dans l'étude 5. En d'autres termes, nous proposons que les études de cas, en 

conjonction avec des critères méthodologiques améliorés, puissent identifier les substrats 

neuronaux qui soutiennent la vision aveugle et inconsciente. 

Ainsi, le travail de cette thèse a fourni trois expériences empiriques (études 2, 3 et 4) en 

utilisant de nouveaux standards dans l'analyse électrophysiologique qui décrivent les cas de 

patients SJ présentant une cécité pour les scènes complexes naturelles affectives et ML présentant 

une cécité pour les stimuli de mouvement. Dans les études 2 et 3, nous avons donc sondé les 

substrats neuronaux sous-corticaux et corticaux soutenant la cécité affective de SJ en utilisant la 

MEG et nous avons comparé ces corrélats à sa perception consciente. L’étude 4 nous a permis de 

caractériser les substrats de la détection automatique des changements en l'absence de conscience 
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visuelle, mesurée par la négativité de discordance (en anglais visual mismatch negativity : vMMN) 

chez ML et dans un groupe neurotypique. Nous concluons en proposant la vMMN comme 

biomarqueur neuronal du traitement inconscient dans la vision normale et altérée indépendante des 

évaluations comportementales. Grâce à ces procédures, nous avons pu aborder certains débats 

ouverts dans la littérature sur la vision aveugle et sonder l'existence de voies neurales secondaires 

soutenant le comportement inconscient.  

En conclusion, cette thèse propose de combiner les perspectives empiriques et cliniques en 

utilisant des avancées méthodologiques et de nouvelles méthodes pour comprendre et cibler les 

substrats neurophysiologiques sous-jacents à la vision aveugle. Il est important de noter que le 

cadre offert par cette thèse de doctorat pourrait aider les études futures à construire des outils 

thérapeutiques ciblés efficaces et des stratégies de réhabilitation multimodale.  

 

Mots-clés : Cécité corticale, vision aveugle, vision aveugle affective, perception consciente, 

perception inconsciente, espace de travail neuronal global, électrophysiologie, voies visuelles, 

voies sous-corticales, négativité de discordance, réhabilitation visuelle. 
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Abstract 

20 to 57% of victims of a cerebrovascular accident (CVA) develop visual deficits that considerably 

reduce their quality of life. Among the extreme cases of visual deficits, we find cortical blindness 

(CC) which manifests when the primary visual region (V1) is affected. Until now, there is no 

approach that induces restoration of visual function and in most cases, plasticity is insufficient to 

allow spontaneous recovery. Therefore, while sight loss is considered permanent, unconscious yet 

important functions, known as blindsight, could be of use for visual rehabilitation strategies raising 

strong interest in cognitive neurosciences. Blindsight is a rare phenomenon that portrays a 

dissociation between performance and consciousness mainly investigated in case reports. 

 

In the first chapter of this thesis, we’ve addressed multiple issues about our comprehension 

of blindsight and conscious perception. As we argue, such understanding might have a significant 

influence on clinical rehabilitation patients suffering from CB. Therefore, we propose a unique 

strategy for visual rehabilitation that uses video game principles to target and potentiate neural 

mechanisms within the global neuronal workspace framework, which is theoretically explained in 

study 1 and methodologically described in study 5. In other words, we propose that case reports, 

in conjunction with improved methodological criteria, might identify the neural substrates that 

support blindsight and unconscious processing. 

 

Thus, the work in this Ph.D. work provided three empirical experiments (studies 2, 3, and 

4) that used new standards in electrophysiological analyses as they describe the cases of patients 

SJ presenting blindsight for affective natural complex scenes and ML presenting blindsight for 

motion stimuli. In studies 2 and 3, we probed the subcortical and cortical neural substrates 

supporting SJ’s affective blindsight using MEG as we compared these unconscious correlates to 

his conscious perception. Study 4 characterizes the substrates of automatic detection of changes in 

the absence of visual awareness as measured by the visual mismatch negativity (vMMN) in ML 

and a neurotypical group. We conclude by proposing the vMMN as a neural biomarker of 

unconscious processing in normal and altered vision independent of behavioral assessments. As a 
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result of these procedures, we were able to address certain open debates in the blindsight literature 

and probe the existence of secondary neural pathways supporting unconscious behavior.  

 

In conclusion, this thesis proposes to combine empirical and clinical perspectives by using 

methodological advances and novel methods to understand and target the neurophysiological 

substrates underlying blindsight. Importantly, the framework offered by this doctoral dissertation 

might help future studies build efficient targeted therapeutic tools and multimodal rehabilitation 

training.  

 

Keywords: Cortical blindness, blindsight, affective blindsight, conscious perception, unconscious 

perception, global neuronal workspace, electrophysiology, visual pathways, subcortical pathways, 

visual mismatch negativity, visual rehabilitation.  
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Chapter 1: Theoretical Background 
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1.1. Blindsight 

1.1.1. Cortical Blindness 

 

Strokes and disorders affecting the primary visual cortex (V1) in one hemisphere cause cortical 

blindness (CB) in the contralateral hemifield (Goodwin, 2014; Sand et al., 2013). Depending on 

the size of the lesion and hemisphere affected, CB can extend to a few degrees within one hemifield, 

as observed in delimited scotomas, it can cover a quarter of a hemifield, i.e. quadranopsia, it can 

affect the entire hemifield, which is known as homonymous hemianopia (HH) or it can even affect 

the entirety of the visual field caused by bilateral V1-lesions within both hemispheres (Swienton 

and Thomas, 2014). Unfortunately, approximately 50 % of stroke victims live with CB (Rowe et 

al., 2019).  This condition significantly reduces the quality of life (Perez and Chokron, 2014) and 

prognosis linked to comorbidity, leading to a decrease in recovery of other functions (Patel et al., 

2000). 

 

When V1 is altered due to post-chiasmatic lesions, neuronal plasticity with various degrees 

of structural and physiological adaptations and major changes in brain circuitry emerge such as 1) 

loss of function in the impacted region, 2) reinforcement of spared pathways or formation of new 

ones to strengthen the original connections, and 3) emergence of new or modified functions (Ajina 

and Bridge, 2017; Bridge et al., 2008; Stoerig and Cowey, 1995). Although occipital cortical 

connectivity is subject to changes following a lesion, this plasticity is seldom associated with a 

retake of visual function unless it occurs within the first months following the lesion (Duquette & 

Barrel, 2009). In fact, within the subacute phase, i.e. 6 months after a stroke affecting the visual 

cortex, visual consciousness is preserved but disappears after a period (Saionz et al., 2020). 

Therefore, to date, there is no systematic approach that induces recovery of function. Nonetheless, 

while sight loss is often considered permanent, unconscious yet important functions referred to as 

blindsight (Weiskrantz et al., 1974), provide a unique opportunity to study the behavioral and 

neural mechanisms of conscious and unconscious processing and probe new methods to assess 

residual abilities after a V1-lesion raising strong interests in cognitive neurosciences. These 

residual abilities once apprehended in terms of neural mechanisms could be exploited in the 

development of restoration therapies.  
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1.1.2. Blindsight and Behavior 

 

Blindsight portrays a rare case of dissociation between performance and consciousness, more 

specifically between what is reported, for example, the subject states not seeing anything, and what 

is measured objectively, i.e. a performance that is above chance-level. Weiskrantz first tokened the 

term blindsight by reporting the case of D.B. and by using multiple behavioral approaches to show 

that blindsight can be associated with a wide variety of manifestations, ranging from locating 

random targets by reaching or pointing at them, to determining the presence or absence of visual 

targets especially when these targets are of low spatial frequencies or in motion (Weiskrantz, 1986). 

With these findings reforming the field of unconscious visual perception, subsequent research 

showed different abilities in blindsight patients as the ability to recognize colors (Brent et al., 1994), 

detect global movement, and distinguish between coherence (Alexander and Cowey, 2009; Pavan 

et al., 2011), to recognize facial expressions (de Gelder et al., 1999; Striemer et al., 2019; Tamietto 

et al., 2009) or to perform an action based on an unseen target (Brown et al., 2008; Danckert et al., 

2003). As we will go further into the discussion of conscious and unconscious processing, it is 

important to define what we refer to as consciousness. For clarity, the work in this thesis refers to 

content consciousness and will not discuss philosophical differences between theories of 

consciousness as we will mainly take an empirical point of view on the question (Doerig et al., 

2020). In other terms, we refer to ˝consciousness˝, ˝conscious processing˝, ˝visual consciousness˝, 

and ˝visual awareness˝ as the ability to report a percept and we define ˝unconsciousness˝, 

˝unconscious processing˝, ˝absence of visual consciousness˝ and ˝absence of visual awareness˝ as 

the lack of reported perceptual experience. Though theoretical neural frameworks will be presented 

to better comprehend the neural substrates supporting blindsight, they will not be viewed from a 

philosophical perspective.  

 

Blindsight can be observed in the absence of visual awareness which refers to Type I 

blindsight or can be associated with a form of awareness that is described as something happening 

in the blind hemifield which is known as Type II blindsight (Lau and Passingham, 2006; Leopold, 

2012). In chapter 3, we discuss different hypotheses regarding the nature of blindsight and the 

lack of understanding revolving around its neurological processes, leading to inefficient visual 

rehabilitation training. We thus propose a new perspective on residual visual abilities. The reason 
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why some patients may not present residual vision or awareness could include an inability to 

allocate sufficient resources to the information presented in the blind hemifield and to access their 

state of consciousness which could derive from a lack of neuronal synchrony between inefficient 

networks/workspaces of attention, perception, and consciousness (Melloni et al., 2007; Silvanto, 

2015). This unavailability may be caused by structural and functional changes following cerebral 

lesions. Some authors refute the theory of unconscious vision by stating that blindsight is only a 

sort of degraded near-threshold normal vision (Mazzi et al., 2016; Overgaard and Grünbaum, 

2011). While arguments that support both theories can be given, we propose in chapter 3 to 

describe residual abilities depending on the pathways that support residual abilities after a V1-

lesion, and in chapter 6 we provide some insights into the difference between the neural 

mechanisms underlying lack of visual awareness in neurotypical and blindsight individuals.  

 

1.2. The Neurophysiological Correlates Supporting Blindsight 

1.2.1. The Neural Substrates Involved in Visual Consciousness 

 

Visual inputs presented in the visual field stimulate specific retinal ganglion cells causing the 

activity to propagate to the optic chiasma through the optic nerve. Specifically, activity driven by 

the stimulation of the one hemifield will first be projected into the contralateral hemisphere before 

recruiting the ipsilateral hemisphere through inter-hemispheric transfer (Urbanski et al., 2014). The 

decussation via the optic chiasma leads to projections to contralateral subcortical structures, mainly 

to the lateral geniculate nucleus (LGN) found within the thalamus. Therefore, stimulus-driven 

information is received by the thalamus and is then sent to the striate cortex via the geniculo-striate 

pathway (McFadyen et al., 2020). V1 will then project its activity to higher-order visual regions 

within the ventral parvocellular and dorsal magnocellular pathways involved in conscious and 

unconscious perception (Breitmeyer, 2014). A stimulus either remains unconscious or is accessed 

by consciousness depending on bottom-up, e.g. strength of the stimulus, and top-down 

modulations, e.g. visuospatial attention (Dehaene et al., 2006). Hence, information from the 

bottom-up and top-down systems is continually updated through reciprocal influences contributing 

to both unconscious and conscious processing which can involve higher-order cognitive 

mechanisms such as expectation, knowledge, attention, prediction, feedback, and learning 
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(Mashour and Hudetz, 2018). Henceforward, investigating the neural correlates of consciousness 

(NCC) and isolating them from substrates of higher-order cognitive mechanisms is challenging. 

The role of V1 in consciousness is still up to debate, mainly due to opposing theories, the first 

suggesting the necessity and sufficiency of recurrent activity in V1 (Koch et al., 2016a; Lamme, 

2018; Tong, 2003; Tononi et al., 2016)  and the second of higher-order regions (Baars, 2002; 

Dehaene and Changeux, 2011; Dehaene et al., 1998). We can tackle this problem by understanding 

the temporal dynamics of conscious and unconscious processing through electrophysiological 

studies. Such dynamics can be assessed by (1) the changes in the event-related potentials (ERPs) 

or the visual evoked responses (VER) (Förster et al., 2020; Kranczioch et al., 2007; Rutiku et al., 

2016) which will be examined in chapters 5 and 6 and by (2) the modulations of the properties of 

brain rhythms mediated by neural synchronization mechanisms, (Aru and Bachmann, 2009; Baars 

et al., 2013; Doesburg et al., 2009; Engel and Singer, 2001) which will be addressed in chapters 4 

and 6, as both neural substrates can be inherently linked and can be considered to be potential 

electrophysiological markers of conscious processing. 

 

(1) The assessment of VER is fundamental in our understanding of cognitive processing 

and its underlying brain mechanisms. For instance, we can measure the presence of an early visual 

component referred to as C1 that originates within V1 and that characterizes the early processing 

of visual information as soon as 90 ms (Di Russo et al., 2002) while subsequent P1 and N1 

components around 100 ms emerge from extra-striate higher-order regions (Hillyard and Anllo-

Vento, 1998; Klimesch, 2011; Di Russo et al., 2002). These VER are thought to reflect early 

sensory information that is processed before visual consciousness even though some have shown 

modulations of P1 in visual awareness (Aru and Bachmann, 2009). The earliest component that 

seems to be associated with visual awareness and feedback processing emerges around 200 ms and 

is characterized by a negative deflection (Koivisto and Grassini, 2016; Pins and Ffytche, 2003; 

Railo et al., 2015). This negativity referred to as N2 has been demonstrated to fluctuate through 

stages of visual consciousness in numerous studies  (Förster et al., 2020).  

On the other hand, a negative component in the N2 time range referred to as the visual 

mismatch negativity (vMMN) was found to be independent of visual awareness. The vMMN can 

be elicited using an oddball sequence that is ignored by the participant and where the presence of 

a rare stimulus, i.e. deviant stimulus, alters a sequence of frequent stimuli, i.e. standard stimuli 
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(Pazo-Alvarez et al., 2003; Qian et al., 2014; Stefanics et al., 2014). The presentation of the deviant 

stimulus causes predictions errors (Oxner et al., 2019; Rowe et al., 2020; Stefanics et al., 2016) due 

to a violation of regularities (Fitzgerald and Todd, 2020; Yeark et al., 2021) which can notably be 

measured by the vMMN when comparing the VER of the deviant and standard stimulus, where the 

bottom-up information contradicts top-down expectations. Nonetheless, it is still up to debate 

whether this component can be triggered in the absence of visual awareness which assessment 

could lead to a new tool for measuring unconsciousness in blindsight patients independent of 

behavior, an idea that will be supported by empirical evidence in chapter 6.  Such conclusions on 

the use of the vMMN could also serve in other dysfunctions of consciousness as is the case for the 

auditory MMN (Höller et al., 2011; Solís-Vivanco et al., 2021).  

Moreover, another line of research suggests that visual awareness is only modulated at a 

late time frame measured by a positive component emerging around 300 ms usually termed the P3 

(Dehaene et al., 2003a; Salti et al., 2012), however, this late positivity can also be modulated by 

other higher-order cognitive processes (Patel and Azzam, 2005; Railo et al., 2011; Rutiku et al., 

2015) raising the question about whether P3 accompanies visual awareness or if it supports it 

(Förster et al., 2020). Studies in neurotypical individuals have debated the difference between early 

and late processing involving the dynamic processes of bottom-up, recurrent, and top-down activity 

(Förster et al., 2020; Koivisto et al., 2010; Mashour et al., 2020; Moratti et al., 2011; Rutiku et al., 

2016). This discussion on when the earliest component of visual awareness emerges can be further 

discussed through the literature on brain rhythms where the cleavage between early and late stage 

processing in the involvement of the NCC is also argued, with early theories mainly supporting the 

role of N2 and recurrent activity in V1, and late theories supporting the role of P3 and ignition of 

the global workspace. Let us nonetheless bear in mind that this clear separation between both 

theories is not set in stone as it will be discussed further in chapters 5 and 6.  

(2) The rhythmic activity involved in visual perception has been driving recent research on 

visual consciousness to allow for a better understanding of the NCC (Bourdillon et al., 2020; 

Dehaene and Changeux, 2005; Gallotto et al., 2017; Pal et al., 2020). Once visual information is 

received by V1, it distributes the information to higher-order regions within 100 ms through gamma 

(˃30Hz) feedforward sweeps and almost instantly extra-striate feedback propagations carried by 

alpha (8-13 Hz) and beta (13-30 Hz) rhythms are sent to V1 (Michalareas et al., 2016). Thus, even 
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before the involvement of prefrontal areas, V1 is reactivated by recurrent processes driven by extra-

striate regions which have been proposed to induce visual consciousness (Lamme and Roelfsema, 

2000). Consistent with this view, evidence suggests that visual consciousness can sufficiently arise 

from the communication between the striate and extra-striate cortex without the subsequent 

involvement of higher order regions, thus suggesting that consciousness arises in an early time 

window (Hurme et al., 2017, 2019; Koch et al., 2016a). 

Nonetheless, a parallel stream of research that provides a different view has shown that 

alpha feedforward and feedback pathways and gamma feedforward propagation between the 

macaque thalamus and frontoparietal regions modulate global state consciousness (Redinbaugh et 

al., 2020). These results corroborate with the workspace model proposal that the NCC are driven 

by the subsequent ignition of higher-order regions (Baars, 2002; Dehaene et al., 2003a; King et al., 

2016; van Vugt et al., 2018). In fact, studies have found that prefrontal regions (Knotts et al., 2018; 

Liu et al., 2019; Panagiotaropoulos et al., 2012) and the parieto-frontal network are modulated by 

beta oscillations (Quentin et al., 2015a; Vernet et al., 2019a) and gamma power (Dehaene and 

Changeux, 2005; Panagiotaropoulos et al., 2012) play important roles in visual consciousness. 

Even so, these changes could be confounded with higher-order cognitive processes (Tsuchiya et 

al., 2015). In fact, gamma modulations in higher-order regions have been shown to enhance global 

neural potentiation to improve attention (Fiebelkorn et al., 2018), subjective reports (Lau and 

Passingham, 2006), self-awareness (Lou et al., 2017), qualia (Babiloni et al., 2016), rather than 

induce visual consciousness, per se.  

Taken together the debates that animate the VER and oscillatory literature, it is fair to say 

that identifying the NCC is a multidimensional complex challenge even though promising 

integrative views are now proposed (Mashour et al., 2020; Melloni et al., 2021). For this reason, 

the study of blindsight provides a unique opportunity in understanding the neural correlates of 

conscious and unconscious perception as an alteration to the primary visual pathway has a direct 

impact on conscious perception (Boly et al., 2017), while unconscious processing can be preserved 

(Silvanto, 2015a). Moreover, higher-order cognitive processes emerging from unconscious 

perception as the detection of deviant changes associated with prediction errors are yet to be 

addressed in the blindsight literature which could provide insights into the early-late and local-

global debates providing a new framework for blindsight. Therefore, we can contribute to the NCC 
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problem and clinical problem associated with CB by probing the neural mechanisms supporting 

blindsight and enhancing them through visual training. Investigating these notions which drive this 

thesis work starts with understanding the implication of the thalamo-extrastriate pathway in 

blindsight (Danckert and Goodale, 2000; Danckert and Rossetti, 2005; Fox et al., 2020).  

 

1.2.2. The Subcortical-Extrastriate Pathways: A Window into Blindsight 

 

After a V1-lesion, primary visual pathways as described in the previous section are altered which 

suggests that blindsight emerges from subcortical secondary pathways recruiting extrastriate 

regions (Ajina et al., 2015a; Bridge et al., 2016; Kinoshita et al., 2019; Persaud et al., 2011; 

Tamietto and Morrone, 2016). The cortical modulations that occur after the blind field of blindsight 

patients are stimulated are mainly influenced by the thalamus (Min, 2010; Vakalopoulos, 2005a) 

and include the LGN (Ajina et al., 2014, 2015) and the pulvinar (Bourne and Morrone, 2017; Maior 

et al., 2010; Villeneuve et al., 2005) which receives inputs from the superior colliculus (SC) (Leh 

et al., 2006; Lyon et al., 2010; Tamietto et al., 2010).  The thalamus more specifically drives 

koniocellular and magnocellular-like projections that bypass V1 through a dorsal stream in order 

to reach extra-striate regions (Ajina et al., 2015a; Lyon et al., 2010; Vakalopoulos, 2005b). The 

projections are thought to directly discharge their activity to V2-V4 and more importantly the 

medio-temporal area (MT) without the input of V1 (Fox et al., 2020). Once the extra-striate regions 

of the lesioned hemisphere are recruited, higher order regions can be involved (Tipura et al., 2017), 

as well as the intact hemisphere through interhemispheric transfer (Celeghin et al., 2015; 

Chaumillon et al., 2018; Georgy et al., 2020; Goebel et al., 2001; Tamietto and de Gelder, 2008). 

 

The LGN – While lesions to V1 directly impact the geniculo-striate pathway and visual 

consciousness, it does not lead to complete degeneration of the LGN where koniocellular 

projections can still send information via the dorsal pathway to secondary extrastriate regions, such 

as V5/MT, a region specialized in motion processing (Warner et al., 2010).  Moreover, a causal 

link between the responsiveness of the LGN and blindsight has been established in macaques 

(Schmid et al., 2010). In humans, connections between the LGN and V5/MT, have also shown a 

correlation with blindsight (Ajina and Bridge, 2019; Ajina et al., 2015; Bridge et al., 2008). 



26 

Therefore, the koniocellular pathway (Sincich et al., 2004; Warner et al., 2010, 2015) and extra-

striate regions as V5/MT (Hervais-Adelman et al., 2015; Silvanto et al., 2009) may play a crucial 

role in processing information from the blind hemifield.  

 

The SC –  The superior colliculus may play a crucial role in multisensory integration and 

saccadic movements (Bell et al., 2005; Corneil et al., 2002; Gingras et al., 2009) when visual 

awareness is altered which can be targeted in audio-visual training requiring saccades towards the 

target (Bolognini et al., 2005; Passamonti et al., 2009). This pathway can be triggered by 

stimulating the blind hemifield using specific stimulations that recruit the magnocellular pathway. 

Neuroimaging studies of blindsight case reports have shown the functional role of the SC in 

processing motion stimuli along with area V5/MT (Leh et al., 2006; Tran et al., 2019) through a 

dorsal magnocellular pathway (Lyon, Nasi, & Callaway, 2010). Nonetheless, these collicular 

responses mostly send their projections to the pulvinar which is involved in large neural networks 

essential to perception (Schmid and Maier, 2015). The anatomical and functional role of the 

pulvinar will further be dissected as the empirical thalamic neurophysiological dynamics provided 

by chapters 4 and 5 are mainly interpreted with regard to the function of the pulvinar.  

 

The pulvinar – From an anatomical point of view, the pulvinar receives a lot of inputs from 

the SC and connections directly from the retina. The medial pulvinar projects its activity via the 

dorsal pathway to MT, the medial superior temporal area, and the superior temporal sulcus (STS), 

while the lateral pulvinar is connected to the ventral pathway (Warner et al., 2010, 2015). In fact, 

MT receives considerable direct inputs from the medial pulvinar that does not pass through V1 

which allows MT to achieve specificity early in the brain development of newborns in order to 

perceive motion stimuli (Warner et al., 2015). The anatomy and connectivity of the pulvinar have 

been primarily reported in animals, specifically, in the marmoset monkey, but advances in 

functional imaging (fMRI) have allowed for some cross-species extrapolations regarding the dorsal 

and ventral contributions (Arcaro et al., 2015). Therefore, the pulvinar has a critical role in the 

maturation of the visual pathways from the retina to the pulvinar to MT which makes him an ideal 

candidate for processing information when V1 is lesioned. Nonetheless, gradually, the pulvinar 

loses come of its influence input and gives way to the geniculo-striate pathway (Bourne and 

Morrone, 2017).  
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From a functional point of view, an association between the extrastriate colliculo-pulvinar 

pathway and blindsight has been found in a hemispherectomized patient (Leh et al., 2006). For 

instance, Lyon et al. (2010) demonstrated projections from the SC to areas V3 and V5/MT via the 

pulvinar in the macaque demonstrating the possibility that blindsight may be mediated by a dorsal 

pathway from the retina, to the pulvinar, through the SC, similar to the magnocellular pathway 

involved in eye movements and orientations (Lyon et al., 2010). The pulvinar also responds to 

high-level visual information, such as motion selectivity (Villeneuve et al., 2005) and affective 

processing (Maior et al., 2010). In fact, emotional processing could be mediated by activations and 

projections of the pulvinar and SC going to the amygdala for non-consciously perceived fearful 

visual stimuli (Koller et al., 2019). 

 

1.3. The Neural Substrates of Affective Blindsight 

1.3.1. A Thalamo-Amygdala Pathway  

 

As we move through the external world, the saliency of a visual stimulus allows us to select relevant 

information more quickly, and in an adaptive manner, to process only unconsciously what the brain 

receives as input that it deems nonessential to the analysis of its environment (Kentridge et al., 

2004). By exploiting this principle, it is possible to ask healthy participants to pay attention to a 

target stimulus and simultaneously present a non-consciously perceived stimulus in the opposite 

hemifield which interferes with the target stimulus response either by playing on duration (Song 

and Keil, 2013), eccentricity (Bayle et al., 2011), masks (Wiens, 2006), or low spatial frequency 

filters (Rohr and Wentura, 2014). We notably respond almost automatically to fearful stimuli even 

in the absence of visual awareness (Troiani et al., 2014). In fact, fMRI studies have demonstrated 

that the colliculo-thalamo-amygdala pathway constitutes a functional network in response to 

implicit fearful facial expressions (Anderson et al., 2003; Striemer et al., 2019; Vuilleumier et al., 

2001). Thus, human perception seems to utilize, when needed, a neural network where relevant 

visual information is not processed via the striate cortex, V1, and that privileges certain emotions 

or features. This could be the result of an evolutionary process where 'risky' information has an 

advantage. Therefore, any information that is processed unconsciously should also be processed 
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rapidly, hence the importance of studying the temporal dynamics underlying implicit emotional 

processing.  

 

There are clear behavioral, anatomical, and functional indications of a human functional 

fast thalamo-amygdala pathway that bypasses the striate cortex (Fox et al., 2020; LeDoux, 2000; 

McFadyen et al., 2020). To provide evidence for a fast alternative subcortical pathway, Kiebel and 

colleagues (2009) used dynamic causal modeling based on electroencephalography (EEG) and 

magnetoencephalography (MEG) data, which consists of comparing two functional models to each 

other, in this case, the subcortical pathway and the cortical pathway and determining which of the 

two is more likely. They found that the subcortical model was able to explain greater variability in 

early activity found in the amygdala (Kiebel et al., 2009). Moreover, temporo-spectral dynamics 

of the thalamus and amygdala have been reported in neurotypical individuals using MEG and 

source reconstruction showing very early gamma synchronization in the thalamus and the 

amygdala in response to fearful stimuli prior to activity in the visual cortex (Luo et al., 2007) with 

the attentional load of the task affecting the activity of the amygdala only at longer latencies (Luo 

et al., 2010). Furthermore, this processing seems to be mediated by early gamma connectivity from 

the thalamus to the amygdala specific to negative emotional stimuli  (Liu et al., 2015). 

Corroborating these results, numerous studies have driven their interpretations toward this 

unconscious ‘risky’ specific evolutionary pathway (Bayle et al., 2009; Dumas et al., 2013; Hung 

et al., 2010; Koller et al., 2019; McFadyen et al., 2019; Méndez-Bértolo et al., 2016; Rigoulot et 

al., 2011; Ward et al., 2005), while others show that this pathway is also involved irrespective of 

one specific emotion (Garrido et al., 2012; McFadyen et al., 2017), which distinction will be 

discussed in chapters 4 and 5.  

 

1.3.2. Affective Blindsight and Case-Reports 

 

The reported previous studies on neurotypical individuals suggest that there might be a fast 

pathway for processing non-consciously perceived visual and emotional information in the normal 

brain. This idea was tested using the inactivation of V1 in neurotypical individuals during an 

emotional congruence task between two stimuli each presented within one hemifield (Cecere et al., 

2013). The results of this study showed an acceleration of the response induced by the masked 
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emotion of fear that generated a facilitating effect on conscious emotional processing further 

suggesting a ‘low road’ involved in affective-blindsight after a V1-lesion. Further studies 

extrapolated these results to patients with V1-lesions. Affective-blindsight was therefore tested in 

these patients via indirect tasks, i.e., where the behavior is oriented towards the intact hemifield 

but is influenced by the presentation of a stimulus presented in the blind hemifield. These 

researches showed a congruence effect where the presentation of the same emotion in the blind 

hemifield influenced the reaction times reported for the intact hemifield and a reinforcing effect 

when presenting fear stimuli in the blind hemifield which results were interpreted by the 

interhemispheric neural summation hypothesis (Bertini et al., 2013, 2017; Cecere et al., 2014; 

Tamietto and de Gelder, 2008). The reason why affective-blindsight within the blind hemifields of 

these patients was not directly tested is since only a few individuals with CB have been documented 

as having the ability to discriminate emotional expression presented in the blind hemifield on direct 

tasks. 

 

Case reports of patients with unique abilities in their blind hemifield are of critical 

importance in probing the neural substrates of blindsight and, more extensively, of affective 

unconscious processing (Andino et al., 2009; Burra et al., 2019; de Gelder et al., 1999; Morris et 

al., 2001; Pegna et al., 2005; Striemer et al., 2019; Del Zotto et al., 2013). Specifically, affective-

blindsight was discovered in 1999 in well-known and studied patient G.Y. presenting residual 

visual abilities in his blind hemifield (de Gelder et al., 1999) and was later assessed in patient TN 

who suffered from bilateral V1-lesions, thus exhibiting complete cortical blindness  (Del Zotto et 

al., 2013a). TN was tested in a functional magnetic resonance imaging (fMRI) paradigm using 

neutral and fearful emotional faces that were either unfiltered or filtered in low or high spatial 

frequencies. Unfiltered and low spatial frequency filtered emotional fearful faces activated the 

amygdala, which was not the case for high frequency filtered faces (Burra et al., 2014). Functional 

evidence showed that affective-blindsight might be caused by greater activation of the amygdala 

and subcortical structures, including the superior colliculus and pulvinar, in response to non-

consciously perceived facial expressions without prior influence from V1 (de Gelder et al., 1999; 

Morris et al., 2001a). On the other hand, an EEG study on blindsight patient TN revealed significant 

differences in the frontal alpha band (7-13 Hz) between emotional and neutral faces in a time 

interval ranging from 100-400ms following the presentation of the visual stimulus (Del Zotto et 
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al., 2013a). Therefore, it seems that a whole literature is missing regarding the subcortical temporal 

dynamics existing between the thalamus and amygdala in affective-blindsight assessed by case-

reports which was the main focus of chapters 4 and 5.  

 

 

1.4. Improving Visual Awareness in Cortical Blindness 

1.4.1. Multisensory Training  

 

Multisensory training has been developed to target bottom-up mechanisms through non-specific 

perceptual learning and allow the generalization of learning to several cognitive processes, such as 

motion processing and visual-spatial orientation (Kim et al., 2008; Seitz et al., 2006). Multisensory 

stimulations, e.g. presenting a sound and a visual stimulus simultaneously, mainly target the 

bimodal neurons of the SC that responds to audio-visual stimuli by fortifying functionality within 

the extra-striate pathways (Calvert et al., 2001). Moreover, the SC has a crucial role in ocular 

movements which become faster and more accurate with repetitive multisensory stimulations (Kato 

et al., 2011; Lee et al., 1988). Importantly, multisensory stimuli can induce facilitation in learning 

and improvement in performance allowing to considerably decrease the number of training sessions 

needed, which could solve an important problem in the feasibility of rehabilitation interventions 

(Alvarado et al., 2008; Doubell et al., 2003; Perrault et al., 2011). In CB, multisensory training 

combined with saccades can be used as a compensation strategy to allocate greater attentional 

resources towards the blind hemifield resulting in more optimal saccades (Kerkhoff et al., 1992). 

In fact, it has been shown in HH patients that visual performance is greater for bimodal coincident 

stimuli (congruent) compared to unimodal stimuli and bimodal stimuli presented at different 

locations (incongruent) (Leo et al., 2008). Furthermore, after multisensory training, an amelioration 

of the global oculomotor pattern was reported (Passamonti et al., 2009) and an increase in visual 

responsiveness in the ipsilesional SC of cats was correlated with recovery of visual exploratory 

behavior (Jiang et al., 2015). Moreover, by targeting the colliculo-pulvinar extrastriate pathway 

such training could increase attentional processes in the blind hemifield (Dundon et al., 2015). 

Indeed, following extensive audio-visual training, patients with HH showed a reduction in the P3 
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amplitude known for reflecting attentional allocation for the intact hemifield. These results 

demonstrate a decrease in attentional bias towards the intact hemifield that can be attributed to an 

increase in attentional capacities within the blind hemifield generated by neuronal reorganization 

(Dundon et al., 2015). Increasing attentional allocation towards the blind hemifield could increase 

residual abilities within the blind hemifield (Kentridge et al., 2004; Vernet et al., 2019b) which 

justifies why rehabilitation strategies should include multisensory training (Grasso et al., 2016). 

Moreover, such training has been associated with improved visual detection and exploration 

(Bolognini et al., 2005; Leo et al., 2008; Passamonti et al., 2009) and quality of life (Roth et al., 

2009). Although compensatory therapies have been shown to be effective for more than two 

decades now (Kerkhoff et al., 1992), they are still underestimated due to the little clinical impact 

and specificity associated with them (Pollock et al., 2011). For this reason, the use of bottom-up 

multisensory training in combination with top-down training, e.g. the visual restitution training, 

could lead to greater improvement in visual detection, localization and recognition which will be 

discussed in chapters 3 and 7. 

 

1.4.2. Visual Restitution Training Using Motion Stimuli 

 

Visual restitution techniques aim to reduce the size of the scotoma or blind hemifield by measuring 

the performance within one training area or multiple training areas depending on how much of the 

visual field is trained (Bouwmeester et al., 2007; Saionz et al., 2021). In order to do so, restitution 

training needs to target and reinforce the residual extra-striate pathways involved in blindsight 

(Huxlin et al., 2009). One way that could lead to the enhancement of secondary pathways following 

a V1 lesion, is the use of high contrast visual stimulations, high temporal frequencies, low spatial 

frequencies, and motion stimuli (Sahraie et al., 2013). Training patients with these stimuli can 

increase detection (Sahraie et al., 2006), identification, recognition, pointing, and localization 

(Chokron et al., 2008) or discriminations abilities (Kavcic et al., 2015a). Notably,  these studies 

showed the importance of using double stimulations including complex motion and static stimuli 

presented in different positions in the blind field (Das et al., 2014), increasing the difficulty of 

visual detection and discrimination as the performance gets better (Kasten et al., 2008), using 

spatial and temporal cues (Kentridge et al., 1999) and using feature-based attentional cues  

(Cavanaugh et al., 2019).  Moreover, this perceptual enhancement was transferred to other types 
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of stimuli and experiments (Huxlin et al., 2009). Thus, there is important evidence regarding the 

beneficial role of perceptual relearning using visual restitution training in patients with CB, 

however, this learning is still limited in terms of transfer learning and size recovery of the blind 

areas. In fact, current training does not sufficiently target multiple cognitive processes to ensure 

conscious vision restoration, which is why in chapter 7 we propose a new training combining 

multisensory and specific visual stimuli inspired by compensatory and restitution strategies. 
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Chapter 2: Aims and Research Hypotheses 
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2. General Aims  

 

Blindsight studies bring new perspectives to different areas of research in neuroscience as they 

provide unique opportunities to probe the existence of secondary neural pathways supporting 

unconscious behavior. Specifically, the study of individuals with exceptional abilities as described 

by case reports allows to (1) achieve a new understanding of unconscious behavior, (2) assess the 

functional role of neural pathways involved in unconscious processing that are hard to identify in 

neurotypical individuals, (3) compare the neural substrates of conscious and unconscious 

processing and (4) exploit the neural mechanisms underlying blindsight with adequate 

rehabilitation strategies to restore vision in patients with CB. 

 

While this literature is rich and captivating, there are gaps concerning the nature and 

mechanisms of blindsight as described in chapter 1. Therefore, the aims of this thesis were 

threefold: (1) to offer an integrative perspective on blindsight and residual abilities based on 

previous theories, (2) to investigate the neural substrates of blindsight and affective-blindsight by 

utilizing methodological advances in electrophysiology, and (3) to propose new methods in probing 

and enhancing unconscious perception.  

 

2.1. Aims of the First Study 

The first study is a theoretical paper proposing a new interpretation of the nature of blindsight and 

how its understanding can lead to optimized rehabilitation strategies (chapter 3). Blindsight is 

often characterized as unconscious perception (Weiskrantz, 1986), however, some authors refute 

this claim by referring to blindsight as normal degraded vision (Brogaard, 2011; Phillips, 2020). 

Their rationale is mainly driven by the fact that some blindsight patients preserve extraordinary 

abilities comparable to what is observed in normal degraded vision, but yet that the majority of 

people affected with CB do not demonstrate residual abilities. We, therefore, make a point about 

why and how behavioral assessment is important to understand discrepancies between patients. 

Thus, the first aim of this paper was to suggest a new way to assess behavior in blindsight patients. 

Our second aim was to propose an integrative way to understand residual visual abilities in terms 

of their subjective nature and to make a fair point about inter-individual differences that can support 

the unconscious and degraded vision hypotheses. As the paper was mainly inspired by the global 
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workspace theory first proposed by Bernard Baars (Baars, 1988) and later broadened by Stanislas 

Dehaene (Dehaene et al., 1998), our third aim was to better frame the nature and mechanisms of 

blindsight within an altered unsynchronized neuronal framework of global workspace following a 

V1-lesion. Finally, the last aim of this paper was to suggest a new consolidative rehabilitation 

strategy to improve vision in CB that combines multisensory compensation training with restitution 

training where the rationale was incorporated into our theoretical altered neuronal framework. 

 

2.2. Aims and Hypotheses of the Second Study  

The second study is a case report that aimed to investigate the subcortical gamma connectivity 

involved in affective blindsight as no empirical evidence of fast thalamo-amygdala dynamics has 

been evidenced in patients following a V1-lesion (chapter 4). To do so, we reported the case of a 

patient with HH not yet described in the literature that we referred to as SJ. Interestingly, SJ 

preserved residual abilities for discriminating affective natural complex scenes which is a unique 

characteristic not yet investigated in the blindsight literature. Based on the theory of an unconscious 

evolutionary subcortical pathway (Fox et al., 2020; McFadyen et al., 2020) and studies of brain 

rhythms in neurotypical individuals (Liu et al., 2015; Luo et al., 2007), we hypothesized that the 

thalamus exerts a causal influence on the amygdala and extrastriate regions through high-frequency 

oscillations in order to process unconscious affective information presented in the blind hemifield. 

To test our hypothesis, we used MEG, cortical and subcortical source reconstruction, spectral, 

Granger causality analysis, and linear regression. 

 

2.3. Aims and Hypotheses of the Third Study 

The third study also report the case of SJ as the aim was to decode the subcortical and striate 

temporal signal associated with conscious and unconscious experiences for affective natural scenes 

using MEG and source reconstruction (chapter 5). With respect to the early-late debate on when 

the earliest component associated with conscious perception emerges (Förster et al., 2020; Mashour 

et al., 2020), we hypothesized that conscious and unconscious percept can be decoded in late time 

windows through maintained and recurrent activity, while differences in conditions within the blind 

hemifield could be assessed at very early stages. To validate our hypothesis, we used MEG, cortical 

and subcortical source reconstruction, evoked analysis, decoding, temporal decoding, temporal 

generalization, and Granger causality analysis. 
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2.4. Aims and Hypotheses of the Fourth Study 

The fourth study aimed to assess the vMMN and its spectral connectivity to address the debate on 

evaluating unconscious processing independent of subjective bias and behavior. To do so, we tested 

neurotypical individuals and blindsight patient ML (chapter 6). Patient ML has been reported in 

our previous study where we showed that her blindsight for motion stimuli involved subcortical 

structures and extra-striate regions (Tran et al., 2019). The rationale to test the vMMN in blindsight 

patients is twofold: (1) it is still unknown whether the vMMN reflects true detection of changes in 

the absence of visual awareness which could be determined in blindsight patients and (2) measuring 

unconscious processing depends on multiple factors including the subjective bias and dependency 

on the protocol thus an objective measure with no report that is independent of behavior is needed. 

Therefore, our hypothesis states that the vMMN can reflect a reliable index of unconscious 

processing which would be assessed in both the neurotypical group and blindsight patient. To 

verify our hypothesis, we used EEG, evoked, spectral and connectivity analyses. 

 

2.5. Aims of the Fifth Study 

The fifth study aimed to propose a combined strategy for visual rehabilitation of patients with CB 

(chapter 7). Therefore, we developed a dynamic and motivating environment using the beneficial 

approaches of video games. In order to stimulate alternative visual pathways thought to support 

blindsight, we used (1) multisensory stimulations to enhance visual exploration and saccadic 

performances towards the blind hemifield (Leo et al., 2008) and (2) motion stimuli, high temporal 

frequencies, and low spectral frequencies presented at multiple locations of the blind hemifield 

(Huxlin et al., 2009). The proposed training combining a multisensory compensation approach and 

a visual restitution approach involves attentional engagement and positive reinforcement. 
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Chapter 3 

Article 1. From Cortical Blindness to Conscious Visual Perception: 

Theories on Neuronal Networks and Visual Training Strategies 
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Abstract 

 

Homonymous hemianopia (HH) is the most common cortical visual impairment leading to 

blindness in the contralateral hemifield. It is associated with many inconveniences and daily 

restrictions such as exploration and visual orientation difficulties. However, patients with HH can 

preserve the remarkable ability to unconsciously perceive visual stimuli presented in their 

blindfield, a phenomenon known as blindsight. Unfortunately, the nature of this captivating 

residual ability is still misunderstood and the rehabilitation strategies in terms of visual training 

have been insufficiently exploited. This paper discusses type I and type II blindsight in a neuronal 

framework of altered global workspace, resulting from inefficient perception, attention, and 

conscious networks. To enhance synchronization and create global availability for residual abilities 

to reach visual consciousness, rehabilitation tools need to stimulate subcortical extrastriate 

pathways through V5/MT. Multisensory bottom-up compensation combined with top-down 

restitution training could target pre-existing and new neuronal mechanisms to recreate a framework 

for potential functionality. 
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Cortical blindness 

Normal vision in humans is primarily mediated by the geniculo-striate pathway where the visual 

information is processed in a hierarchical order via the retina, the lateral geniculate nucleus (LGN), 

and the striate cortex. Once the primary characteristics of visual information are processed, visual 

connections are sent to the parietal cortex involved in spatial attention and action (dorsal pathway) 

and to the temporal cortex involved in recognition and identification (ventral pathway). Following 

post-chiasmatic lesions inducing an alteration in the geniculo-striate pathway, contralateral cortical 

blindness (CB) occurs, either as a result of a neurophysiologic disorder requiring surgical 

interventions of V1 or mainly subsequent to a stroke affecting the posterior visual cortex ( Sand et 

al., 2013, for review, see Goodwin, 2014). Depending on the extent of the lesioned cortex, the 

visual field deficit may correspond to a CB of a few degrees (scotoma), a quarter of a hemifield 

(quadranopsia), or an entire hemifield (hemianopsia) (for review, see Swienton & Thomas, 2014). 

The homonymous hemianopsia (HH) is the most common visual cortical deficit representing 10% 

of stroke cases, with little more than 70 000 new cases per year in the US (Writing Group Members 

et al., 2016; Zhang et al., 2006). Moreover, more than 500,000 Americans live with a HH and this 

deficit reduces significantly their quality of life, for example preventing them from driving and, 

decreasing their reading, orientation, and exploration visuospatial abilities (Perez and Chokron, 

2014). In addition, due to comorbidity, HH significantly reduces the prognosis and the possibility 

of recovery from other damaged functions after stroke, including motor skills (Patel et al., 2000). 

As only a small minority experiences spontaneous recovery, possible within the first 6 months 

(Duquette & Barrel, 2009), it is crucial to rehabilitate these individuals during this time. 

Unfortunately, except for vision restitution therapy (VRT) which, while being approved by the 

FDA due to its therapeutic potential (Kasten et al., 2006; Sabel et al., 2005), remains controversial 

regarding its benefits in terms of pure visual restitution (Bouwmeester et al., 2007; Horton, 2005a, 

2005b; Melnick et al., 2016), there are very few available resources for clinical interventions. This 

may be due to a lack of consensus in the literature caused by inconsistent results across the target 

population, differences between protocols used in research, and an inefficient vision recovery 

(Pollock et al., 2011; for reviews, see Pouget et al., 2012; Riggs, Andrews, Roberts, & Gilewski, 

2007). Furthermore, there is so much inter-individual variability in the origin and extent of lesions 

that most probably plasticity in the visual system is heterogeneous throughout the population. This 

leads us to the question: is the visual recovery in cortically blind individuals possible with strategic 
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rehabilitation? In theory, it would be conceivable, in the light of a well-documented preserved 

visual ability in CB referred to as blindsight, where visual information is processed in the blindfield 

without the knowledge of visual awareness (Weiskrantz, Warrington, Sanders, & Marshall, 1974).  

From a behavioral perspective, blindsight is the dissociation between what is reported subjectively, 

for example, the subject states not seeing anything in the usual scale of the binary report (seen, not 

seen), and what is measured objectively, i.e. the rate of correct answers in the two-alternative 

forced-choice paradigm is above the chance level. The first extended precepts of the phenomenon 

are described from the results obtained on GY who had a trauma affecting the striate cortex at a 

young age (Barbur et al., 1980; de Gelder et al., 1999; Kentridge et al., 2004) and DB who required 

removal of V1 at an adult age (Tamietto et al., 2009; Weiskrantz, 1987). Blindsight includes the 

unconscious ability to be able to locate random targets by reaching or pointing at them, to determine 

the presence or absence of visual targets, to have considerable visual acuity mainly for low spatial 

frequencies, to discriminate directions (Weiskrantz, 1986), to recognize colors (Brent et al., 1994), 

to detect global movement, to distinguish between coherence (Alexander and Cowey, 2009; Pavan 

et al., 2011) and to recognize facial expressions (De Gelder, Vroomen, Pourtois, & Weiskrantz, 

1999). However, it has been found that high contrast and fast movement stimuli could induce 

sensations described as something elusive that happened in the blind hemifield. Accordingly, a 

distinction has been made between type I blindsight, i.e. absolute blindness without conscious 

awareness, and type II blindsight, i.e. blindness with awareness but no visual qualia (Lau and 

Passingham, 2006). In fact, attempting to understand the intrinsic process governing this 

unconscious vision has been the foundation of many theories (Kanemoto, 2004; Smythies, 1999; 

Zeman, 2004).  

 

Fine Line between Type I and Type II Blindsight 

It was in 1917 that the first evidence of a residual visual ability in the blind field emerged when a 

patient reported visual sensation specifically to motion. This non absolute blindness sustained a 

form of visual qualia called the Riddoch Syndrome (Riddoch, 1917). Keeping this in mind, the 

notion of visual qualia is quite important to consider in blindsight studies, especially when 

considering blindsight type II because even if some kind of awareness remains it has to be 

dissociated from visual awareness (Ko and Lau, 2012) which we will discuss further on. 

Subsequently, the characterization and understanding of the dissociation between type I blindsight 
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and type II is controversial, due to the fact that only a few studies have been able to demonstrate a 

correlation between the loss of the striate cortex, the takeover of secondary visual pathways and 

the state of visual consciousness (for review, see Leopold, 2012). The problem that arises with 

respect to blindsight is to figure out which hypothesis could best explain the phenomenon: (1) A 

degraded normal vision (2) An unconscious vision (3) A degraded abnormal vision. 

(1) Degraded normal vision occurs when visual stimuli are processed through the primary 

visual pathway, but do not reach the threshold of full visual awareness. In fact, in some cases, 

spared islands of the striate cortex explain the residual visual capabilities found in HH (Fendrich 

et al., 1992, 2001). However, several patients may present blindsight in the absence of a functional 

striate cortex (Ajina et al., 2015; Mazzi et al., 2016; Morland et al., 2004), regardless of the state 

of awareness (Ffytche and Zeki, 2011). Though we should not overlook the importance of targeting 

vestiges of V1 in rehabilitation strategies, we must be able to stimulate the secondary visual 

pathways bypassing V1 potentially responsible for type I and II blindsight. Therefore, we need to 

understand the mechanisms governing the two forms of this phenomenon. 

(2) Unconscious vision has been showcased by proving that residual abilities in HH do not 

follow the same rules as it is qualitatively different from that of the conscious normal vision 

(Weiskrantz, 2009). In fact, for certain visual stimulations, the performance in the blind side is 

better than the one in the normal side (Trevethan et al., 2007). For example, unlike normal vision, 

performance in a task of exclusion is inversely correlated to the stimuli’s contrasts (Persaud and 

Cowey, 2008), there is a clear abnormal distinction between choice-forced and detection 

performances (Azzopardi and Cowey, 1997) and some physical attributes are processed in the blind 

hemifield, while others are not (Kentridge et al., 2007; Morland et al., 1999). Taken together, these 

studies provide robust evidences to the hypothesis that blindsight is different from normal vision 

and is not simply a form of degraded normal vision. However, they have assumed that this 

abnormal vision is unconscious, whereas an abnormal degraded vision could also explain the 

behavioral results. In fact, unconscious and degraded abnormal vision can both refer to a vision 

qualitatively different from normal vision mediated by secondary neurophysiological correlates, 

but that differ in terms of conscious subjectivity and the nature of the sensation.  

(3) Some authors refute the theory of unconscious vision by stating that the residual visual 

capabilities are due to a degraded abnormal vision that does not reach the threshold of detection 

(Mazzi et al., 2016; Overgaard and Grünbaum, 2011). In GR and SL case studies, with complete 
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lesion to the striate cortex, the perceptual awareness scale (PAS) was used to allow a subjective 

finer report based on four indices, instead of the usual scale of binary report (seen, not seen). This 

showed that patients tend to have a higher threshold to acknowledge that something is conscious if 

the criterions are not based on a scale of consciousness. In fact, after using the PAS, awareness was 

better than what the theory of unconsciousness would have predicted (Mazzi et al., 2016; 

Overgaard et al., 2008). They concluded that type I blindsight can be wrongly considered as 

unconscious; instead, it seems that above chance level performance comes with conscious 

perception. Therefore, GR and SL do not have blindsight, rather they have conscious vision. Their 

results agree with the continuum perception theory, where there is a correlation between increased 

visual sensitivity and higher brain activity. In the normal population, results are contradictory 

depending on the paradigm used. For example, when using masked stimuli, results tend to suggest 

that performance can't exist without awareness and that if the reverse is often inferred, it is due to 

visual bias induced by inappropriate methodological tools measuring awareness. Moreover, even 

among the ideal model, performance is greater than awareness in a non-linear relationship where 

the threshold for perception is inferior to the one for awareness which could explain why in altered 

perception, the state of consciousness decreases more rapidly than the performance. Thus, even if 

performance is accompanied by awareness, the latter can be wrongly underestimated without the 

appropriate tools, since thresholds for explicit visual consciousness is not reached (Peters and Lau, 

2015). Therefore, is it possible that blindsight consists of an abnormal conscious degraded vision 

mediated by secondary visual pathways? If this extrapolation is accurate, we nevertheless disagree 

with the conclusion of Mazzi and colleagues (2016) that SL’s residual abilities are due to conscious 

vison inducing visual qualia, thus inferring that in such case there is no such thing as blindsight. 

First, blindsight was employed to explain an ability which was phenomenologically different from 

blindness and sight and can be referred to as the loss of visual function that is accompanied by 

altered ‘sight’. Secondly, SL had the feeling that something happened in her blindfield; however 

she couldn’t visually describe what she saw. Can we say that she showed a form of consciousness? 

Yes. Can we conclude that the nature of the feeling is visual? Not so much. The scale evaluated 

the following perceptual judgments as: “(1) no experience of the stimulus, (2) brief glimpse, (3) 

almost clear experience, and (4) clear experience” (Mazzi et al., 2016). There was never a reference 

to the nature of the visual stimuli, or even to what was seen, contrarily to the Riddoch phenomenon 

where visual qualia of motion were described (Riddoch, 1917). While we agree that the use of the 
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PAS allows patients to ‘pay more attention’, subsequently giving more insight on residual abilities 

and potential tools to rehabilitation, it’s nevertheless insufficient to conclude on the nature of the 

awareness and the continuum scale of perception. In fact, others have also used a continuous scale 

to assess visual awareness and showed that either the visual stimuli presented in the attentional 

blink was completely perceived or not detected at all independently of stimuli visibility (Sergent 

and Dehaene, 2004a). The non-perceived stimuli in the attentional blink were correlated with 

suppression of the P300 wave, and a dynamic change in brain oscillations indicating that perception 

without consciousness has distributed neuronal correlates (Kranczioch et al., 2007). Unfortunately, 

the neuronal correlates underlying theses controversial residual abilities has yet to be explained.  

 

An unsynchronised framework for blindsight  

This paper supports the global neuronal workspace framework as a model for conscious and 

unconscious vision (Sergent and Dehaene, 2004b). Thus, in alignment with promising views on 

‘local’ and ‘global’ visual functions in blindsight (Silvanto, 2015), blindsight can be understood as 

a lack of synchronisation in neuronal activity (Melloni et al., 2007) and rapid globalization for 

specific visual properties between altered perception processors (neuronal networks implicated in 

bottom-up activity and visual performances), attention processors (systems of complex neuronal 

association that allow perceptual information to access consciousness) and conscious processors 

(workspace neurons for awareness via top-down activity). Moreover, because the attention network 

can interact with the perception network without creating any kind of visual awareness, it is most 

probable that the perception workspace can send projections to the attention workspace without 

creating any attentional awareness. This phenomenon recently called attentional unawareness was 

hypothesized in blindsight patient for emotional stimuli, subsequent to studies in normal vision (for 

review, see Diano, Celeghin, Bagnis, & Tamietto, 2016). In this context, it would be conceivable 

to induce learning effect resulting in awareness, and moreover visual consciousness, if attentional 

and perceptual feedforward and feedback connections were simultaneously stimulated. This would 

lead to synchronization enhancement and would allow cascading amplification resulting in long-

distance reciprocal connections and global availability (Dehaene et al., 1998). Indeed, attention is 

necessary to visual consciousness even if not sufficient (Kentridge et al., 2004; Schurger et al., 

2008; Yoshida et al., 2012). Visual consciousness would be mediated by top-down activity through 

connections between higher and lower perception processors, as well as between perception, 
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attention and conscious processors creating a global workspace. As a result, the inability of 

cortically blind people to describe what is presented in their blind field could be linked to a lack of 

global availability of the global workspace due to inefficient looping among the altered perception 

and attention processors and interaction with the conscious network. Hence, according to the global 

workspace, blindsight could be mediated by secondary visual pathways that activate the neuronal 

perception and attention networks insufficiently and only locally, without sending long ranging 

connections to other networks in the brain therefore suppressing visual qualia which could explain 

the above-chance visual performances in choice-forced paradigms. Consequently, in type I 

blindsight, the neuronal network generates sufficient activity to process the stimulus, however the 

neuronal pattern required for phenomenal consciousness is insufficient. In type II blindsight, 

activity is sufficient to create a sense of awareness, perhaps due to the activation of local conscious 

processors, but it doesn't reach the threshold for global availability (see Figure 1).  

 

Nonetheless, all residual visual abilities found in CB are not necessarily due to blindsight, 

in the contrary it could be linked to degraded normal or abnormal vision, as we discussed 

previously. In reality multiple networks can co-exist, vary in function of the lesions and express 

themselves depending on the stimulation or given paradigm. In literature, the term blindsight lacks 

clarity because it refers to several types of visions, mechanisms and correlates all at once. Residual 

visual abilities are found only in a few individuals with CB. However, it is more than possible that 

co-existent residual secondary pathways arise together (Tamietto and Morrone, 2016), but when 

cortical alterations are too diffuse residual pathways aren’t activated strongly enough to induce 

residual vision. Therefore, a same individual could have multiple types of residual visual abilities 

or the potential to develop them with training. Thus, we propose the following terminology: 

 

(1) Degraded visual abilities consist of a degraded normal vision caused by vestiges of the 

striate cortex. It is linked to reduced performances and/or visual awareness that are qualitatively 

similar to normal vision but quantitatively poorer.  

(2) Blindsight consists of an unconscious vision mediated by secondary visual pathways 

bypassing V1 independent of visual awareness. It could be explained by inexistent (blindsight type 

I) or not optimal synchronization (blindsight type II) between the perception, attention and 

conscious networks.  
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(3) Alternative visual abilities consist of an abnormal degraded vision which is qualitatively 

different from normal vision but is associated with visual awareness mediated by secondary visual 

pathways that can’t be explained by the activity of the striate cortex.  

 

The idea is to understand how we can pass from blindsight type I, to blindsight type II to 

an alternative visual ability. In other terms how can we pass from a state of no awareness to a state 

of awareness and finally to visual awareness by stimulating secondary visual pathways?  

 

Neuronal substrates underlying the framework of blindsight 

   

Geniculo-extrastriate pathway: a door to perception 

The geniculo-extrastriate pathway is a perfect candidate to our altered perception workspace. Its 

existence implies that V1 lesions do not lead to a complete degeneration of the LGN, and that 

koniocellular projections are sent to the secondary extrastriate regions, such as MT (Warner et al., 

2010). In macaques with no striate cortex (eliminating the possibility of V1 islands) there is a causal 

link between the LGN and blindsight (Schmid et al., 2010). In fact, by presenting high contrasts 

stimuli in the blindfield, the authors have observed visual processing corresponding to blindsight, 

correlated with fMRI activations in several areas including extrastriate region MT. By inactivating 

the LGN, the neuronal activations and the residual detection skills were abolished (Schmid et al., 

2010). Also in macaques, direct koniocellular projections were found between the LGN and MT 

corroborated by a retrograde technique of tracing and histological sections. In addition, a new 

neuronal population, not belonging to the koniocellular system, has been discovered in the 

intercalated layers of the LGN (Sincich et al., 2004). Interestingly, in humans MT (hMT+) acts 

similarly to V1 when presented with global motion (Ajina et al., 2014). This highlights the role of 

existing subcortical visual pathways in blindsight, which was specifically and exclusively 

correlated with the presence of the geniculo-extrastriate pathway (Ajina et al., 2015). However, in 

this study, blindsight was assessed with a motion task; it is possible that the correlation existed just 

for the geniculo hMT+ pathway because the psychophysical measure was specific to this pathway. 

Blindsight negative individuals were categorized as such using the same task, nonetheless they 

could have exhibited blindsight using saccadic localization of a brief visual flash or using indirect 

methods where reaction time to stimuli presented in the normal field are enhanced by stimuli 



46 

presented in the blind field. We extrapolate a possible correlation between blindsight positive 

individuals derived from such paradigms and the colliculo-extrastriate pathway or interhemispheric 

connections between hMT+, respectively. 

 

Colliculo-pulvinar-extrastriate pathway: a door to integration and attention 

The implication of the superior colliculus (SC) in blindsight is strongly corroborated with 

behavioral data. More specifically, the physical parameters of stimuli inducing blindsight 

correspond specifically to the inherent characteristics of the SC neurons (Leh et al., 2010; Tamietto 

et al., 2010). For example, the lack of projections from the short-wavelength sensitive cones of the 

retina towards SC neurons is associated with blindness to blue (Leh, Ptito, Schönwiesner, 

Chakravarty, & Mullen, 2010; Tamietto & De Gelder, 2010). Consequently, when the color blue 

is used instead of red or an achromatic visual stimulation, then blindsight and activations of the SC 

disappears. From a functional point of view, an association between the collicular pathway and 

type I blindsight was found in a hemispherectomized patient, as well as interhemispheric 

connections extending from the SC to the visual, parietal and prefrontal, areas (Leh et al., 2006). 

Even if the SC could relay to the extrastriate cortex via colliculo-geniculate projections (Harting et 

al., 1991), Lyon and colleagues, have demonstrated projections from the SC to V3 and V5/MT 

throughout the pulvinar in macaques assessing the possibility that blindsight could be mediated by 

relays ranging from the SC to the pulvinar and the dorsal pathway similar to the magnocellular 

pathway involved in movement and ocular orientations (Lyon, Nasi, & Callaway, 2010). We 

postulate that the subcortical extrastriate pathway passing by the SC and the pulvinar serves 

attentional workspaces and can be enhanced with multisensory stimulations. In fact, bimodal 

neurons of the SC respond to audio-visual stimuli by fortifying extrastriate pathways 

(Paraskevopoulos et al., 2012; Stein and Rowland, 2011). Moreover, the SC is responsible for 

ocular movements in the centers of attention becoming faster and more accurate with repetitive 

multisensory stimulations (Bell et al., 2005; Corneil et al., 2002; Gingras et al., 2009). Training of 

the oculomotor track could allow a potential increase in allocation of attention in the blind 

hemifield, which is necessary to perception and visual consciousness. On another note, it seems 

that the pulvinar can perform higher order visual processing, as motion-selectivity and emotional 

processing for the former (Maior et al., 2010; Villeneuve et al., 2005) so can the SC, as Gestalt like 

analysis associated with faster responses for stimuli with specific configuration and numerosity 
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(Celeghin et al., 2015a; Georgy et al., 2016). Other studies demonstrated activations, projections 

and connections from the SC and the pulvinar to the amygdala when unconscious visual emotional 

stimuli occurred in hemispherectomized patients (Celeghin et al., 2015b; de Gelder et al., 1999; 

Morris et al., 2001; Tamietto et al., 2012). Therefore, specific perceptual training could directly 

target these structures and reinforce subcortical pathways bypassing V1, hence the idea of 

combining different types of visual training.  

 

Multiple workspaces of consciousness  

We hypothesize that consciousness and moreover visual consciousness is mediated by multiple 

workspaces interacting together. Conscious processors can be mediated by interactions of the 

fronto-parietal and prefrontal network (Persaud et al., 2011; Zeman, 2004) with higher visual areas 

(Dehaene and Changeux, 2011), and visual conscious processors by the thalamic reticular network 

(Min, 2010). Consciousness, and more specifically visual consciousness can be achieved with 

feedforward and feedback connections from higher to lower visual areas (for review, see Urbanski, 

Coubard, & Bourlon, 2014). An alteration in feedback loops and synchronisation between high 

cognitive areas and visual areas could lead to a lack of awareness (blindsight type I). Between 

higher and lower visual areas inefficient long ranging connections could lead to the lack of visual 

awareness found in type II blindsight. This blindsight model is subsequently the result of altered 

local workspaces that take over when a normal global network degenerates (Silvanto, 2015). 

Therefore, connectivity between new workspaces of perception and abnormal workspace of 

consciousness are weak and non-specific, due to a lack of visual learning reflected by a lack of 

appropriate synchronisation. This unsynchronized framework between posterior and more anterior 

areas diminishes the visual sensitivity for motion stimuli in healthy subjects demonstrating 

precisely the effects of synchronization on V5/MT (Romei et al., 2016). Hence, the idea is to 

employ neurorehabilitation to target residual pathways passing by V5/MT, induce new 

connectivity between interhemispheric V5/MT areas (Bridge et al., 2008; Silvanto et al., 2009) and 

functional interactions within the lesioned hemisphere (Huxlin, 2008).  
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A model of combined interventions reinforcing the global framework 

of blindsight 

 

Importance of the subacute period 

This section reports the estimated tools to promote plasticity following a CB and increase potential 

recovery of functional vision. First, future research should emphasize the importance of stimulating 

visual pathways in the subacute period following the lesion (Alber et al., 2017) to notably reduce 

the degenerations of subcortical tracks (Nijboer et al., 2013) and increase the chances of visual 

improvement (Keller and Lefin-Rank, 2010). In fact, spontaneous restoration in the subacute phase 

is associated with a reactivation of V1, a restoration of the ipsilateral optical radiations and a 

progressive recovery of visual functions (for review, see Matteo, Viganò, Cerri, & Perin, 2016). 

An increase in spontaneous restoration could be induced with reinforcement of the residual tracks 

and recruitment of new ones by activating interhemispheric connections. 

 

The value of interhemispheric connections 

 It has been demonstrated that subsequent to a striate lesion, reorganization of the cerebral cortex 

in favor of the intact hemisphere induces V5/MT of the ipsilateral hemifield to project to V5/MT 

of the contralateral hemifield after stimulation of the blind field (Bridge et al., 2008). Moreover, in 

the lesioned hemisphere, there are areas that respond to stimulations presented in the normal 

hemifield, but not to stimulations in the blind hemifield (Kavcic et al., 2015). Simultaneous 

stimulation of the two hemifields could produce an effect of learning, allow for ipsilesional 

reorganization (Celeghin et al., 2015c), and would be essential to regain visual perception (Silvanto 

et al., 2007). Contralesional V5/MT activation induced by repetitive stimulation of the normal 

hemifield would allow reorganization and potentiation of the ipsilesional V5/MT via 

interhemispheric connections, and therefore gain new normal functionality instead of the “V1 like 

functions”. In fact, we postulate that connections from the contralesional to the ipsilesional V5/MT 

could lower the threshold to induce global availability within the lesioned hemisphere by activating 

new processors in the lesioned hemisphere and/or by interhemispheric synchronisation between 

workspaces. These results added to the proposed neuronal substrates of the global workspace seem 

to lead to the notion that V5/MT could be considered as the crossroad of residual abilities and 

should therefore be the central key to rehabilitation. Multisensory bottom-up activations mediated 
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by the colliculo-extrastriate pathway could lead to V5/MT enhancement without the need of 

attentional processes.  

 

Enhancing attention with audio-visual training 

 Reorganization following audio-visual stimulations allows a decrease of the ipsilesional 

attentional bias showed by a reduction in P300 amplitude (Dundon et al., 2015a), potentially 

moving the attentional capacities towards the blind hemifield. The role of the SC in this attentional 

process is particularly important, since such an effect is obtained by the intermediary of saccadic 

movements. This enhancement of attentional capacities, without prior visual attention needed, is 

exactly why rehabilitation tools should include audio-visual stimulation training (for review, see 

Grasso, Làdavas, & Bertini, 2016) which has been associated with an improvement in visual 

detection and exploration (Bolognini et al., 2005; Leo et al., 2008; Passamonti et al., 2009), and in 

life quality (Roth et al., 2009). Although compensation therapies proved their reliability over more 

than two decades (Kerkhoff et al., 1992), they are still underestimated, due to very little clinical 

evidence of their impact (Pollock et al., 2011). For this reason, the use of multisensory bottom-up 

training in association with top-down training could lead to a higher chance of improving visual 

detection, localization and recognition.  

 

Re-establishing perception with restitution training 

Restitution techniques are effective if they aim typical visual attributes training specific to 

blindsight to expand over a large spectrum of visual characteristics and functions. For example, a 

transfer of information can be achieved by presenting simultaneous and diversified stimulations in 

the blind field accompanied by temporal and spatial cues (Kentridge et al., 1999). As well, it would 

be possible to improve conscious visual detection performances with training of residual visual 

abilities (Chokron et al., 2008), to improve visual functions that are initially outside of the 

spatiotemporal band of blindsight by using double stimulations including complex motion and 

static stimuli presented in different positions in the blind field (Das et al., 2014). This improvement 

in perception is obtained when a transfer of information processing happens between different 

stimuli and experimental conditions (Huxlin et al., 2009), implying that the perception workspace 

is capable of great plasticity when it is targeted via different mechanisms. Restitution tools must 

therefore target multiple functions used in perception, that is to say: detection, localization, 
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identification and discrimination, as well as functions used in consciousness, that is to say: a 

judgment on the nature and the level of visual consciousness (Sahraie et al., 2013). Moreover, it is 

possible with repeated stimulation to increase visual sensitivity (Sahraie et al., 2006, 2010; 

Trevethan, Urquhart, Ward, Gentleman & Sahraie, 2012). This change in subjective awareness 

linked to the performance, highlights the possibility of a transfer from an unconscious vision (type 

I blindsight), to a state of awareness (type II blindsight), hence to a potential visual qualia (vision), 

which is encouraging in regards of rehabilitation tools (Sahraie, Trevethan, Macleod, Weiskrantz, 

& Hunt, 2013). Taken together, these results imply that to gain vision, we have to trigger long-term 

plasticity by targeting multiple pathways and mechanisms together creating a synchronous activity 

through multiple processors of the blindsight framework. Thus, we endorse a combined strategy 

using multisensory compensation and restitution. 

 

Potential effects of a combined-training within a global subcortical framework of blindsight 

Audio-Visual Scanning Training could allow feedforward interactions between the SC and V5/MT 

(Dundon et al., 2015b), causing V5/MT to increase its functional activity and potential to make 

stronger connections in the attentional workspace. When applied with restitution training, the 

increase in functionality could optimally reinforce the tracks between the LGN and V5/MT in the 

perception workspace (Ajina et al., 2015), leading to more efficient interactions with lower and 

higher visual areas resulting in long-distance reciprocal connections and cascading amplification 

in the conscious workspace (see Figure 2). Therefore, a stimulation of the altered blindsight 

framework would allow attention and perception to enhance each other leading to a better access 

to consciousness by a decrease in the threshold of visual attention and discrimination. Lowering 

these thresholds implicates that the visual properties of a stimulus are prompt to be accessible to 

different areas of the brain making them more easily perceived and processed permitting 

awareness. This will be reflected by higher synchronisation of neural activity in visual and higher 

cognitive areas which will induce global availability and possibly lead to conscious visual 

perception (Melloni et al., 2007). Finally, although the main focus of this review covered visual 

training, we can’t omit the potential benefit of pharmacological interventions (Gratton et al., 2017) 

and novel tools for neuromodulation used alone (Gall et al., 2015) or combined with vision 

restauration strategies, e.g. VRT with dtCS (Alber et al., 2017; Plow et al., 2011), that could target 

in different ways the global workspace. However, let’s keep in mind that prior to using any kind 
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of neurostimulation it would be essential to use an efficient visual training that could facilitate 

rehabilitation at home.  

 

Conclusion 

 

The problematic is to know how visual therapies can target residual visual abilities when 

neurophysiological correlates are so divergent between patients. Can we really use what we know 

of blindsight to develop rehabilitation tools? Our review explains how combined rehabilitation 

tools using visual training can enhance blindsight by targeting an inefficient global framework. 

Blindsight, defined as an unconscious residual visual ability, can come with or without awareness, 

but except in rare cases, doesn’t elicit visual awareness (Balsdon and Azzopardi, 2014). The reason 

why some patients may not present residual vision or awareness could include an inability to 

allocate sufficient attention to the information presented in the blind hemifield and to access their 

own state of consciousness. By understanding blindsight within the global workspace theory 

(Sergent and Dehaene, 2004b), we can define the lack of visual awareness as a lack of neuronal 

synchrony and global availability between inefficient workspaces of attention, perception and 

consciousness that we can target and optimize with rehabilitation tools. Therefore, it would be 

possible to pass from a state of no awareness (type I blindsight) to a state of awareness (type II 

blindsight) to a state of visual awareness (alternative visual abilities) by moving the thresholds of 

attention, perception and consciousness via stimulation of the colliculo and geniculo-extrastriate 

pathways and creating connections between different processors. By doing so, we could target 

higher visual areas as V5/MT, induce loops with higher cognitive areas, synchronization of 

neuronal activity and global availability, and potentially it would lead to visual consciousness. 

These mechanisms can be targeted optimally in the subacute phase, using interhemispheric 

stimulations, Audio-Visual Scanning Training and combined restitution strategies, where several 

processes are enhanced at the same time inducing learning transfer and promoting the brain 

reorganization. The establishment of new guidelines in rehabilitation tools targeting the global 

framework of blindsight can lead to clinical intervention tools applicable to the majority of CB 

patients. 
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Figure 1. –  An illustrative schematic of the proposed model for unsynchronized framework for 

blindsight 

An illustrative schematic of the proposed model for unsynchronized framework for blindsight 

(inspired from S Dehaene, Kerszberg, & Changeux, 1998). The grey circles represent neuronal 

processors that are activated in normal vision and the grey lines their respective connections. The 

black circles illustrate the neuronal processors that underlie blindsight and the black lines their 

respective connections. Blindsight can be understood as an alteration in the perception and 

attentional systems, therefore inactivating the long-range workspace connectivity, global 

availability and conscious visual perception. The lack of visual awareness is due to a non-efficient 

global workspace. Awareness found in blindsight type II, could be linked to some long-range 

connectivity between the perception, attention and consciousness workspaces without activating 

the global workspace. – Figure 1 
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Figure 2. –  An illustrative schematic of the proposed hypothesis of the pathways involved in 

blindsight within the model of global workspace. 

An illustrative schematic of the proposed hypothesis of the pathways involved in blindsight within 

the model of global workspace. In peach and green are represented the normal and lesioned 

hemispheres and subcortical areas projecting towards their respective hemispheres. The brown 

lines represent feedforward and feedback projections between workspaces. Enhancing the 

projections from the superior colliculus (SC)/pulvinar and the Lateral Geniculate Nucleus (LGN) 

to V5/MT and interhemispheric connections between V5/MT could allow synchronisation between 

different areas, including the extrastriate regions, the dorsal pathways and the frontal areas, thus 

leading to more efficient interactions between lower and higher visual areas resulting in long-

distance reciprocal connections and cascading amplification in the conscious workspace. – Figure 

2  
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Abstract 

Gamma rhythms have been hypothesized to guide subcortical communication that bypasses the 

primary visual cortex (V1) in unconscious perception. However, evidence that such functional 

connectivity can explain affective unconscious human behavior is needed. Here, we recorded, 

using magnetoencephalography, the neurophysiological activity of a patient with left homonymous 

hemianopia following epilepsy surgery of the right V1. He had a unique form of affective-

blindsight revealed by his ability to unconsciously discriminate between affective natural scenes 

presented to his left blind hemifield. Our results showed that fast thalamo-amygdala and thalamo-

extra-striate pathways guided through high gamma oscillations (HFOs: 90–120 Hz) could support 

SJ’s blindsight abilities. Moreover, we found that affective specific differences were coded by the 

direction of connectivity between the thalamus and amygdala for both seen and unseen pictures. 

The role of subcortical gamma connectivity was furthermore emphasized as they were predictive 

of SJ’s reaction times. In conclusion, this study establishes the role of causal functional subcortical 

communications guided by high-frequency oscillations in patient SJ with unique unconscious 

abilities for affective natural complex scenes. 
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Introduction 

A unique opportunity to probe unconscious neural correlates is to study individuals with acquired 

homonymous hemianopia (HH) subsequent to a V1-lesion who are able to unconsciously process 

visual stimuli despite being cortically blind in one hemifield (Goodwin, 2014; Hadid and Lepore, 

2017; LeDoux et al., 2020). This phenomenon tokened as blindsight (Weiskrantz, 2004; 

Weiskrantz et al., 1995) can also be revealed using emotional stimuli and is known as affective 

blindsight (de Gelder et al., 1999; Heywood and Kentridge, 2000). These unconscious abilities 

have been shown to be mediated by subcortical-extrastriate pathways (Danckert and Rossetti, 2005; 

Leopold, 2012; Tran et al., 2019; Urbanski et al., 2014) and by connectivity between the thalamus 

and amygdala (Ajina et al., 2020; Bertini et al., 2018; Morris et al., 1999, 2001; Tamietto et al., 

2012). However, the spectral and temporal features that guide these communications have yet to 

be characterized in unconscious processing. In other words, how do thalamic pathways that bypass 

the primary visual cortex (V1) support affective unconscious processing? 

Nonetheless, in electrophysiological studies where participants were perceptually aware of 

the stimuli, results show very early gamma (˃30Hz) synchronization in the thalamus (10-20 ms) 

and amygdala (20-30 ms) in response to fearful stimuli prior to activity in the visual cortex (Luo et 

al., 2007) with attentional load affecting the activity of the amygdala only at longer latencies (Luo 

et al., 2010). Negative emotional processing has also been found to induce early gamma 

connectivity from the thalamus to the right amygdala (Liu et al., 2015). Thus, the dominant view 

postulates the involvement of a human functional fast thalamo-amygdala pathway that bypasses 

the striate cortex (Fox et al., 2020; LeDoux, 2000; McFadyen et al., 2020). Some studies suggest 

that this pathway is specific to threatening-fearful-unpleasant pictures (Bayle et al., 2009; Dumas 

et al., 2013; Hung et al., 2010; Koller et al., 2019; McFadyen et al., 2019; Méndez-Bértolo et al., 

2016; Rigoulot et al., 2011; Ward et al., 2005), while others show that it is irrespective of a specific 

emotion (Garrido et al., 2012; McFadyen et al., 2017). The advantage found for negative stimuli 

could have been influenced by the psychophysical properties mainly used to discriminate between 

emotional faces (Kokinous et al., 2017; Prete et al., 2016; Rohr and Wentura, 2014). In affective-

blindsight, behavioral demonstrations have also found an advantage for fearful faces (Bertini et al., 

2013, 2019), though electrophysiological studies showed activation in the amygdala that is not 

restricted to negative emotions (Andino et al., 2009; Pegna et al., 2005). Therefore, the behavioral 
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bias found towards negative stimuli may be due to saliency rather than affective-specific 

differences (Garrido, 2012) or psychophysical differences between fearful-angry and happy faces 

which stimulate the magnocellular pathway involved in blindsight and the parvocellular pathway 

altered in blindsight, respectively (Burra et al., 2019; Mu and Crewther, 2020). To bypass this 

issue, unpleasant and pleasant natural complex scenes instead of emotional faces known to also 

stimulate the limbic system (Colibazzi et al., 2010; D’Hondt et al., 2013; Frank and Sabatinelli, 

2014) can be used to investigate the spectral dynamics and directed connectivity within the 

subcortical affective pathway in blindsight patients to address the pathways of unconsciousness. 

Thus, the purpose of this investigation was to demonstrate that gamma rhythms guide fast 

communication within subcortical routes in order to process unseen positive and negative affective 

natural scenes. In fact, gamma oscillations have been shown to exert multiple roles in visual 

cognition (Tallon-Baudry, 2009), visual (un)consciousness (Mashour et al., 2020), and affective 

processing (Headley and Pare, 2013). Though no report of patients able to discriminate between 

affective scenes has been yet described in the literature, we had the chance to test a patient (SJ) 

suffering from a left HH who exhibited a unique form of affective-blindsight for complex natural 

scenes. Hence, to understand how and when the thalamus communicates with the amygdala and 

other regions in the absence of visual awareness, we applied new standards in electrophysiology 

(Meunier et al., 2020). In fact, we combined magnetoencephalography (MEG) and source 

reconstruction, and Granger causality (GC) to assess the gamma connectivity in the thalamo-striate 

(within the intact hemisphere) and thalamo-amygdala pathways focusing the analysis on the 

connectome formed by both thalami, amygdalae and the left intact V1. An exploratory GC analysis 

was also performed to assess any other thalamocortical pathways involved in unconscious 

processing. 

Experimental Procedures 

Case study 

SJ was 22 years old at the time of this study. He developed epilepsy at the age of 10 years. Seizures 

were characterized by luminous phosphenes in the left visual hemifield followed by nausea, a 

feeling of déjà vu, impaired awareness, panting, and occasionally, bilateral tonic-clonic 

movements. A comprehensive non-invasive presurgical evaluation followed by an invasive 

intracranial EEG study identified right occipital epilepsy (superior occipital gyrus, cuneus, lingual 
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gyrus. A first limited resection (hoping to spare his vision) was performed at age 15 years without 

success; a more extensive resection was then performed at age 16 years which led to seizure-

freedom but resulted in a left HH with no macular sparing. 

SJ demonstrated unconscious abilities to discriminate between unseen natural scenes with 

performance above chance-level and reaction times (RTs) modulated by non-specific to affective 

conditions (i.e. performance and eccentricity) and by affective specific conditions (i.e. affective 

valence). Thus, SJ presented preserved blindsight Type I abilities (Sahraie et al., 2010), i.e. 

behavior modulated by the presentation of stimuli with no conscious visual awareness in his left 

blind hemifield, as well as affective-blindsight, i.e. specific to the affective condition. To our 

knowledge, SJ is the first reported patient with such capability which allowed us to use an 

experimental paradigm that exploits natural scenes instead of faces that are less prone to 

psychophysical bias as mentioned previously. Therefore, the complete resection of V1 and SJ’s 

neurological condition provides a unique opportunity to study the neurophysiological correlates of 

unconscious processing specific and non-specific to affective stimuli that bypass V1. 

Procedure 

Experimental design 

A 3-alternative forced-choice affective discrimination paradigm was assessed during the scanning 

session. We presented 300 pictures of unpleasant, neutral, and pleasant natural scenes selected from 

the International Affective Picture System (IAPS) for which we controlled for arousal and salience 

as described in (D’Hondt et al., 2013). The pictures of size 9 x 12° were randomly projected on a 

screen to the intact right visual field (RVF) or the blind left visual field (LVF) for 1000 ms (150 

stimuli per hemifield). On the center of the screen, a fixation cross was visible at all times. Stimuli 

were presented briefly either within the paracentral or near peripheral visual regions, i.e. at 6° or 

12° of eccentricity from the fixation cross, respectively, to assess any differences in central and 

peripheral perception, known to stimulate the parvocellular and magnocellular pathway (Baizer et 

al., 1991; Dacey and Petersen, 1992).  

Simultaneous to the picture presentation, a white noise of 100 ms presented to both ears 

using earphones signaled that a response was needed as fast as possible. After the picture 

presentation, an inter-stimulus interval (ISI) varied randomly between 2000 and 2500 ms (Figure 
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1). Fixation of the cross was required at all times and trials with ocular movements (>1°) to the left 

or right were identified automatically from the electrooculogram (EOG) and then removed (17/300 

removed trials). Involuntary microsaccades were not removed due to the difficulty to inhibit them 

when presenting a salient stimulus at the border of each hemifield, notably for the seen paracentral 

condition. These microsaccades did not influence the performance in the blind hemifield, i.e. did 

not help in discriminating between affective conditions, considering the size of the stimulus and 

the absence of macular sparing in SJ. This is corroborated by the fact that unseen paracentral 

pictures were not more discriminable than the unseen near periphery pictures which right edge, i.e. 

nearest to the cross, was presented at 6° of eccentricity (performance for unseen paracentral = 41% 

and for unseen near periphery = 46%). However, subsequent interpretations of power results 

account for the presence of microsaccades (Yuval-Greenberg et al., 2008).  

SJ was instructed to orient his attention to both hemifields pre-stimulus considering that the 

timing and location of the stimulus were unpredictable. This type of paradigm using reflexive 

attentional processes limits top-down modulation prior to stimulus presentation and rapidly triggers 

the magnocellular pathway for fast reorienting (Chica et al., 2013; Corbetta and Shulman, 2002; 

Corbetta et al., 2008; LeDoux, 2000; Ries and Hopfinger, 2011). In fact, SJ knew where to orient 

his attention post-stimulus, i.e. if after the noise the stimulus was seen, he oriented his visuospatial 

attention to the right hemifield and if not, he oriented his attention to his left hemifield. Thus, when 

a visual stimulus was presented to the blind hemifield, SJ had to guess the ‘correct’ answer even if 

it was not perceived. The experiment was designed to perform statistical analysis between four 

main comparisons: between (1) hemifields, (2) eccentricities, (3) performances, and (4) affective 

conditions across all trials. Trials were categorized into (1) seen and unseen, i.e. right intact 

hemifield and left blind hemifield, respectively, (2) paracentral and near periphery, i.e. 6° and 12° 

of eccentricity for seen and unseen pictures, respectively, (3) correct and incorrect responses for 

seen and unseen pictures and (3) unpleasant, neutral, and pleasant pictures for seen and unseen 

pictures. This paradigm was adapted from (D’Hondt et al., 2013). 

MEG data acquisition 

MEG data were acquired during the affective discrimination task using a 275-channel whole-head 

MEG system (CTF MEG Int, British Columbia, Canada). Continuous data were recorded with a 

sampling rate of 1200 Hz, an antialiasing filter with a 600 Hz cut-off, and third-order spatial 
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gradient noise cancellation. Horizontal and vertical electrooculograms and an electrocardiogram 

were acquired with bipolar montages. The head position inside the MEG sensor helmet was 

determined with coils positioned at the nasion and the preauricular points (fiducial points). For 

anatomical registration with the anatomical MRI data, the spatial positions of the fiducial coils and 

of about 300 scalp points were obtained using a 3D digitizer system (Polhemus Isotrack, Polhemus, 

Colchester, VT, USA). Participants were seated in an upright position in a sound-attenuated, 

magnetically shielded recording room. 

Behavioral analyses 

Performance 

The number of correct answers was calculated for each affective condition and seen and unseen 

stimuli presented in the intact and blind hemifield, respectively. A trial was considered correct if 

the provided response matched the expected valence of a specific natural scene (unpleasant, 

neutral, and pleasant) (Figure 2). To assess the statistical significance of correct responses for 

stimuli presented in each hemifield, we conducted a Chi-square (X2) test comparing the number 

of correct responses to a 33.33% chance level (since three response options were available).  

Reaction times (RTs) analysis 

Single-trial RTs were estimated as the time taken to press the button and categorize the stimulation 

into an unpleasant, neutral, or pleasant picture. RTs were compared by grouping them into our four 

main comparisons (Figure 2). Consequently, a factorial ANOVA between trials was conducted to 

compare the main effects of the four independent variables on the RTs: hemifield (2 levels), 

eccentricity (2 levels), performance (2 levels), affective valence (3 levels), as well as the interaction 

effect between them. Levene's test indicated that the assumption of normality had not been violated 

(F = 1.50, p =. 292). A Bonferroni post hoc test was performed to assess differences between 

affective conditions. The F-ratio (F), p-value (p), and effect size (r) are reported in the results. 

Effect sizes around 0.01, 0.06, and 0.14 were respectively considered small, moderate, and large 

effects. These results were obtained using IBM SPSS Statistics.  
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MEG preprocessing and source reconstruction 

MEG data preprocessing and source construction were conducted using standard pipelines 

implemented in the open-source NeuroPycon toolbox (Meunier et al., 2020), and tools from MNE 

python (Gramfort et al., 2013). The data were filtered offline using a finite impulse response 

filtering (FIR1, order = 3) between 0.1 Hz and 600 Hz and a notch filter at the power frequency 

(60 Hz) to eliminate line noise artifacts. Eye and heart-related artifacts were identified from the 

data using independent components analysis and visual inspection. Independent components 

related to eye blinks, lateral eye movements, and cardiac activity were removed from the dataset. 

Accordingly, 5.66% of the trials (17/300 trials) were rejected from further analysis. A trial 

consisted of a baseline period of 200 ms pre-stimulus (-200 to 0 ms) and 800 ms post-stimulus (0 

to 800 ms), for a total duration of 1000 ms. The subsequent inverse method was applied to the 283 

trials.  

Cortical and subcortical parcellation and structural segmentation of the patient’s T1-

weighted MRI images were automatically obtained using Freesurfer (Fischl et al., 2002). Structural 

coregistration to the data segmentation was performed by means of the digitized head points and 

used for the lead field matrix. The anatomical mixed source space resulted in 7328 cortical and 

subcortical nodes for both hemispheres, including 7279 nodes for the cortical surface (4098 nodes 

in the left intact hemisphere and 3181 nodes in the right lesioned hemisphere) and 149 nodes for 

the subcortical structures, i.e. deep regions modeled as volume source spaces, (both thalami and 

the amygdalae with 123 and 26 nodes, respectively).  

Source reconstruction was estimated across all trials and performed using the inverse 

pipeline implemented in NeuroPycon (Meunier et al., 2020). First, the lead field matrix was 

computed by using the Boundary Element Method (BEM) from the MNE-python package 

(Gramfort et al., 2013). The extracted BEM surfaces were inspected to ensure adequate quality of 

structural segmentation, more specifically around the lesion. Moreover, the noise covariance 

matrix was assessed from a 5-minute-empty-room-recording. Lastly, we selected the weighted 

Minimum Norm Estimate (wMNE) (Hämäläinen and Ilmoniemi, 1994) available in the MNE-

python package (Gramfort et al., 2013) to solve the inverse problem. Consequently, for cortical 

nodes, the dipole orientation was constrained to be normal to the cortical surface. However, to 

assess the activity in deep structures, 3 dipoles with free orientation were computed for each 
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subcortical node (Meunier et al., 2020). Hence, the subsequent source reconstruction matrix 

contained the estimated time series of all mixed source space dipoles for every epoch (7328 nodes 

* 1200 time points * 283 epochs) providing fine spatio-temporal event-related precision.  

Subsequent MEG analyses were performed on nodes that were identified using the 

Destrieux atlas (Fischl et al., 2004) as part of five specific regions on interest (ROIs), i.e. the left 

calcarine sulcus with 58 nodes (referred to as the intact V1), the left thalamus averaged across 67 

nodes, the right thalamus averaged across 56 nodes, the left amygdala averaged across 11 nodes 

and the right amygdala averaged across 15 nodes. All MEG analyses and statistical assessments 

were computed to compare (1) seen against unseen, (2) paracentral against near periphery, i.e. 6° 

and 12° of eccentricity for seen and unseen pictures, (3) correct against incorrect for seen and 

unseen pictures and (4) the three contrasts resulting from the comparisons between unpleasant, 

neutral and pleasant pictures for seen and unseen pictures. The cortical and subcortical MEG 

activities projected on the brain were visualized using the open-source Visbrain package 

(Combrisson et al., 2019). 

Note that while MEG reconstruction of neuromagnetic activity in subcortical areas was long 

considered to be questionable, there is now substantial evidence for the feasibility of assessing 

activity from deep structures with MEG, including the cerebellum (Andersen et al., 2020), the 

hippocampus (Dalal et al., 2013; Hanlon et al., 2003; Pizzo et al., 2019; Quraan et al., 2011), the 

amygdala (Balderston et al., 2013; Bayle et al., 2009; Cornwell et al., 2008; Dumas et al., 2013; 

Luo et al., 2010; Pizzo et al., 2019) and the thalamus (Lithari et al., 2015; Liu et al., 2015; Luo et 

al., 2007; Roux et al., 2013). 

Spectral power analysis 

Time-frequency analysis was assessed for frequencies between 7 and 120 Hz and a temporal 

window ranging between 200 ms pre-stimulus to 800 ms post-stimulus. The relative power signal 

for each ROI was averaged across nodes and estimated using a Hilbert transform over 50 ms time 

windows implemented in Brainpipe, a python-based toolbox. Specifically, baseline normalization 

was applied by subtracting the power value by the baseline average and further dividing this 

difference by the baseline average, i.e. relative power = (power – baseline average) / baseline 

average. For oscillations under 50 Hz, a sustained desynchronization after 200 ms and an increase 

in power before 200 ms were observed. The short period synchronization was most probably 
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influenced by a P1 peak driven by the trial-by-trial time event-related field (ERF) response which 

we investigated in another study (Hadid et al. 2021 in preparation). Power for high gamma 

oscillations (50–120 Hz), which was the focus of this study, showed significant synchronization 

over time. Thus, we will be referring to the 50–90 Hz range as the high gamma band and the 90–

120 Hz range as high-frequency oscillations (HFOs). Therefore, the single-trial power over time 

was computed for the high gamma band and the HFOs for all nodes. The power was averaged 

across all nodes within an ROI and cluster-based permutation analysis estimated the significant 

differences over time between conditions (Figure 3). The single-trial gamma activity over time was 

used to perform the functional connectivity (FC) measures between ROIs and was averaged over 

time for the regression analysis.  

Directed and undirected single-trial FC analysis between ROIs  

Directed FC, and more specifically conditional covariance-based Granger causality (GC) 

measures, based on single-trial power estimations, is central in studying the temporal causal 

relation between two regions, X and Y, where X exerts a causal influence on Y, in a specific 

frequency band. Without making any assumption whatsoever about structural connectivity, we 

were able to statistically predict how gamma activity in one ROI will be modulated in the future 

based on the past activity modulation of another ROI, given the cognitive processes involved. This 

was possible by computing total Granger interdependence, which informs us about the undirected 

connectivity between ROIs, and the relations between two ROIs’ mutual information and 

conditional entropies using the directed connectivity based on Brovelli et al., paper (Brovelli et al., 

2015) implemented in the python toolbox FRamework for Information Theoretical analysis of 

Electrophysiological data and statistics (Frites). The covariance-based GC measures were assessed 

among ROI pairs of single-trial gamma activity over time. The time windows duration (T) used for 

the calculation of the covariance matrices was optimal at 200 times points for seen stimuli and 300 

times points for unseen stimuli and the lag was 20 and 30 time points, respectively (i.e., 10 % of 

T). Due to the difference between the time windows duration used, activity for seen stimuli started 

at 33 ms pre-stimulus, and activity for seen stimuli started at 50 ms post-stimulus.  

Before concluding causality between two ROIs, measures of undirected connectivity were 

tested. For each pair of ROIs, we first ensured that total Granger interdependence over time was 

superior to zero and that linear correlation was statistically significant using Pearson’s correlation 
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for each pair of trials, i.e. Th-lh ↔ Am-lh; Th-lh ↔ left V1; Am-lh ↔ V1-lh; Th-rh ↔ Am-rh; Th-

rh ↔ left V1; Am-rh ↔ V1-lh. The correlation was compared across conditions for both gamma 

frequency bands (Figure 4) 

Subsequently, directed GC measures were computed for each time point and all 

combinations of ROI pairs, i.e. Th-lh → Am-lh; Th-lh →  left V1; Am-lh →  V1-lh; Th-rh → Am-

rh; Th-rh →  left V1; Am-rh →  V1-lh; Th-lh ← Am-lh; Th-lh ← left V1; Am-lh ← V1-lh; Th-rh 

← Am-rh; Th-rh ← left V1; Am-rh ← V1-lh. To comprehend the dominant directionality in GC 

between pairs of ROIs and conditions, we computed the difference of influence (DOI) by assessing 

the net difference between GC measured from ROI 1 to the ROI 2 and the GC measured from ROI 

2 to ROI 1 (Bastin et al., 2017). Significant differences over time between conditions in DOI among 

ROI pairs were assessed using cluster-based permutation analysis. Linear correlation values and 

directed GC values averaged across time for all combinations of ROI pairs and conditions were 

given to the linear regression analysis (Figures 5 and 6). Finally, we estimated the GC DOIs 

(direction of influence) between each pair of ROIs listed in the Destrieux Atlas until all 

connectomes were formed which included the thalamus, amygdala, and one cortical area. This 

additional exploratory analysis allowed us to address all subcortico-cortical connectivity involved 

in the comparison between our conditions, i.e. seen vs unseen, paracentral vs near periphery, 

correct vs incorrect, and unpleasant vs neutral vs pleasant (Figure 5).   

Linear regression analysis 

A linear regression analysis was conducted separately to predict single-trial RTs based on the 

single-trial gamma activity. In other words, we aimed to assess whether the gamma power and 

directed and undirected connectivity features were of significant importance in predicting behavior 

and, if so, contingent on what predictor(s). In the complete regression model, 46 independent 

continuous variables were given to the model considering that for both gamma bands, we extracted 

the power values averaged over time for all five ROIs the correlation values averaged over time 

for all 6 undirected correlations between ROIs, the GC values averaged over time for all 12 directed 

connectivity measures between ROIs. Moreover, increases in predictive performance, for both 

regression models, were achieved by fitting three independent categorical variables into the 

regression model, i.e. eccentricity (paracentral and near periphery), performance (correct and 

incorrect), and affective conditions (pleasant, neutral, and unpleasant). The F-ratio (F), the 
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correlation coefficient (R2), and the adjusted correlation coefficient (R2 (adj)) representing the 

portion of the explained variance were computed to assess the predictive power of the regression 

model (Figure 7). The significant Pearson coefficients between the independent variable and RTs 

were presented as well as the significant standardized beta coefficient (β), t-value, p-value and 

partial correlation which were used to identify each significant predictor and the direction of the 

effect for the complete regression model (Table 1). The analysis was performed using IBM SPSS 

Statistics.  

Cluster-based permutation over time 

Statistical differences between conditions were obtained by computing cluster-based permutation 

tests over time corrected for multiple comparisons developed in MNE-python (Gramfort et al., 

2013). Clusters were first identified based on the temporal adjacency of independent t-tests 

exceeding an uncorrected p-value of .05. Each cluster was therefore associated with its maximum 

t-value which was then compared to the largest cluster t-value for each permutation under a null 

distribution of 1000 permutations using shuffled labels to address the multiple-comparison 

problem. If the maximum t-value exceeded the maximum cluster-level statistics using a threshold 

of p-value = .05 corrected for multiple comparisons then we concluded that the corresponding 

cluster showed significant differences between conditions (Maris and Oostenveld, 2007). Using 

cluster-based permutation over time, we assessed power and GC DOI differences between 

conditions over time.  

Results 

Behavior Is Modulated by Awareness, Performance, Eccentricity, and Affective Conditions 

We first aimed to validate the presence of affective-blindsight in SJ’s blind hemifield who 

performed a 3-alternative forced-choice affective discrimination paradigm. To validate 

unconscious abilities, we reported the performance and RTs in response to the presentation of 

affective natural scenes in the paracentral (6° of eccentricity) or near peripheral (12° of eccentricity) 

visual areas of the intact and blind hemifields. Hence, we determined the accuracy in both 

hemifields by measuring the number of correct responses between the intact hemifield (108 correct 

/ 149 = 72.67%) and the blind hemifield (66 correct / 150 = 44%) which revealed better 

performance for seen stimuli. Nonetheless, a Chi-square analysis was performed to evaluate 
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whether the number of correct answers was above the chance level of 33% and revealed that SJ 

was able to significantly dissociate between affective conditions in both the intact (X2=108.93, p 

< .001) and blind hemifields (X2=10.47, p = .005) (Figure 3A). Therefore, when we consider the 

non-specific performances by confounding all conditions, we conclude that the expected valence 

was adequately evaluated in the intact hemifield and that SJ demonstrated blindsight abilities that 

were non-specific to one affective condition.  

Further investigating the differences between conditions, we found that seen stimuli 

generated above chance-level performances for the paracentral (X2=66.68, p < .001), near 

periphery (X2=31.32, p < .001) (Figure 3B), unpleasant (82.46%, X2=65.23, p < .001), neutral 

(76.08%, X2=42.37, p < .001) and pleasant (57.44%, X2=15.53, p < .001) conditions (Figure 3C). 

However, unseen stimuli induced performance above chance-level only for the near periphery 

(45.95%, X2=7.76, p = .02) (Figure 3B) and pleasant conditions (47.17%, X2=7.51, p = .02) 

(Figure 3C). While the advantage in the near periphery was expected in unconscious perception, 

the higher performance for pleasant compared to unpleasant pictures was surprising since we were 

expecting an advantage of the negative affect. Also, the best performances in conscious perception 

were achieved by the paracentral and unpleasant conditions, which suggest different mechanisms 

involved in both types of processing. Thus, to further understand these results, we wanted to 

investigate how performance, eccentricity as well as affective valence influenced RTs for seen and 

unseen stimuli. We sought to understand how RTs were influenced by the type of visual stimulus 

in the absence of visual awareness and how to do these changes compare to RTs in the presence of 

visual awareness.  

Significant large effects of hemifield, F (1, 281) = 7.015, p = .009, r = .026, of performance, 

F (1, 281) = 4.414, p = .037, r = .017, and of eccentricity, F (1, 281) = 5.963, p = .015, r = .023, 

were observed. As expected, we found that seen pictures triggered faster RTs compared to unseen 

pictures (seen: 914.772 ± 16.125 ms, unseen: 969.672 ± 13.024 ms) (Figures 3D-F). However, 

interestingly directions of effects were similar in the intact and blind hemifields for differences in 

performance, eccentricity, and affective valence. In fact, correct responses (seen: 880.635 ± 15.577 

ms, unseen: 960.262 ± 19.644 ms) were associated with significant faster RTs compared to 

incorrect responses (seen: 948.909 ± 28.238 ms, unseen: 979.082 ± 17.107 ms) for both hemifields 

(Figure 3D).  Moreover, pictures presented in paracentral vision (seen: 940.059 ± 21.490 ms, 
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unseen: 995.002 ± 18.436 ms) triggered significant slower RTs compared to near periphery pictures 

(seen: 889.486 ± 24.045 ms, unseen: 944.341 ± 18.403 ms) for both hemifields (Figure 3E). While 

no significant main effect was found for affective conditions, the posthoc analysis with Bonferroni 

adjustment (p = 0.04) showed significant faster RTs for unpleasant stimuli (seen: 898.200 ± 31.996 

ms, unseen: 941.591 ± 23.792 ms) compared to pleasant stimuli (seen: 938.916 ± 23.854 ms, 

unseen: 1006.043 ± 21.859 ms) for both hemifields (Figure 3F). Therefore, if we compare the RTs 

to the performance, we can conclude that unpleasant pictures triggered imprecise but faster 

responses compared to pleasant pictures, which suggests that unpleasant and pleasant conditions 

are mediated by two different neural mechanisms, which we identify in the MEG results and 

address in the discussion. 

Moreover, seen pleasant pictures were more rapidly processed in the paracentral vision 

compared to the near periphery (6° pleasant: 922.869  ± 37.307 ms, 12° pleasant: 954.962 ± 29.737 

ms), while a faster response for near peripheral stimuli was observed for unpleasant and neutral 

pictures in the intact hemifield (6° unpleasant:  956.643 ±  31.622 ms, 12° unpleasant: 839.758 ± 

55.633 ms; 6° neutral: 940.666 ± 42.007 ms, 12° neutral: 873.736 ± 34.991 ms) (Figure 3G) and 

was independent of the affective valence in the blind hemifield (6° unpleasant:  957.067 ± 33.028 

ms, 12° unpleasant: 924.114 ±  34.255 ms; 6° neutral:  999.879 ±  31.871 ms, 12° neutral:  922.883 

± 30.260 ms; 6° pleasant: 1026.060 ±  30.859 ms, 12° pleasant: 986.027 ± 30.967 ms) (Figure 3H). 

These results suggest that for seen stimuli, processing pleasant pictures is facilitated in paracentral 

vision, i.e. parvocellular pathway compared to the near periphery, contrarily to unpleasant stimuli 

supporting previous reports (Bayle et al., 2011). However, facilitation in the absence of conscious 

perception is increased for the peripheral unpleasant system implying a specific fast pathway which 

underlying neurophysiological correlates we address in another paper (Hadid et al., 2021 in 

preparation).  Nevertheless, these last behavioral results are marginal since no significant 

interaction effect (hemifield x eccentricity x affective condition) was observed and will not be 

further discussed. 

High Gamma Power (> 50Hz) Differs between Seen and Unseen stimuli 

To assess the role of the gamma band (30-120 Hz) in conscious and unconscious affective 

processing we sought to verify the impact of awareness on gamma power and gamma functional 

connectivity. Therefore, we first computed the spectral activity over time for the sighted and blind 
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hemifields in each ROI which was illustrated using time-frequency (TF) maps (Figure 3A). Values 

in the TF maps representing relative power across time points (-200 to 800 ms) and frequencies (4 

to 120 Hz) showed that the presentation of a stimulus induced increases and decreases of power in 

distinct frequency bands in the intact V1 and subcortical structures confirming synchronization in 

the gamma range between 50 and 120 Hz following stimulus presentation and enduring over time.  

To investigate the high range frequency activity, we estimated the relative power over time 

for two gamma bands, i.e. the high gamma band (50–90 Hz) and HFOs (90–120 Hz). In the high 

gamma band, 10 ms post-stimulus, an increase in V1 gamma power was observed for both seen 

and unseen pictures. Nonetheless, presentation of seen and unseen pictures resulted in gamma 

synchronization post-stimulus compared to baseline and later significant desynchronized gamma 

activity in the unseen condition (seen: maximum peak at 518 ms and relative power of 0.20 ± 0.08 

in z-score, unseen: maximum peak at 503 ms and relative power of -0.29 ± 0.07 in z-score, seen vs 

unseen: cluster between 478 and 528 ms, p < .05 corrected; Figure 3B). We observe the same HFOs 

pattern of activity in both conditions in the left amygdala (seen: peak at 434 ms and relative power 

of 0.18 ± 0.08 in z-score, unseen: peak at 425 ms and relative power of -0.17 ± 0.07 in z-score, 

seen vs unseen: cluster between 411 and 468 ms, p < .05 corrected; Figure 3B).  

In the intact V1, we observe an increase in HFO power from 200 to 410 ms for both seen 

and unseen pictures. After 250 ms, seen stimuli induced higher power compared to unseen stimuli 

(seen: maximum peak at 316 ms and relative power of 0.77 ± 0.11 in z-score, unseen: maximum 

peak at 251 ms and relative power of 0.43 ± 0.10 in z-score,  seen vs unseen: cluster between 275 

and 395 ms, p < .05 corrected; Figure 3B). Significantly, the increase in V1 HFOs was stronger for 

paracentral stimuli compared to the near periphery for both seen (seen paracentral: maximum peak 

at 317 ms and relative power of 0.94 ± 0.14 in z-score, seen near periphery: maximum peak at 251 

ms and relative power of 0.61 ± 0.17 in z-score, seen paracentral vs near periphery: clusters 

between 250 and 306 ms and between 330 and 411 ms, p < .05 corrected; Figure 3B) and unseen 

stimuli (unseen paracentral: maximum peak at 252 ms and relative power of 0.49 ± 0.14 in z-score, 

unseen near periphery: maximum peak at 251 ms and relative power of 0.39 ± 0.13 in z-score, 

unseen paracentral vs near periphery: cluster between 346 and 427 ms, p < .05 corrected; Figure 

3B). A longer HFOs desynchronization for seen paracentral stimuli compared to near periphery 

stimuli was also observed at early latencies (seen paracentral: peak at 57 ms and relative power of 
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-0.36 ± 0.10 in z-score, seen near periphery: peak at 49 ms and relative power of 0.09 ± 0.15 in z-

score, seen paracentral vs near periphery: cluster between 0 and 78 ms, p < .05 corrected; Figure 

3B). 

At the thalamic level, differences were also observed in the left thalamus where the 

presentation of a contralateral seen stimuli induced desynchronization at stimulus onset that was 

significantly different from 0 in the high gamma band (between -60 to 34 ms, p < .05 corrected; 

Figure 3B) and significantly different from the unseen condition for HFOs (seen: peak at 0 ms and 

relative power of -0.41 ± 0.06 in z-score, unseen: no peak at 0 ms and relative power of -0.05 ± 

0.08 in z-score, seen vs unseen: cluster between -64 and 20 ms, p < .05 corrected; Figure 3B). No 

significant differences were observed between seen and unseen pictures in the right thalamus and 

amygdala. Thus, solely reporting gamma power does not provide a clear indication of the neural 

mechanisms supporting affective perception in the presence and absence of visual consciousness 

as distinct mechanisms. Consequently, we aimed a better understanding of the pathways involved 

in both processing using functional undirected and directed connectivity mediated through gamma 

oscillations by computing the correlation and GC between for each pair of ROIs, respectively. 

Conscious Perception Relies on Gamma Connectivity between the Thalamus and Intact V1  

Correlational activity between ROIs for seen and unseen stimuli showed significant correlation 

between the left thalamus and the left amygdala for HFOs (seen (90-120Hz): r(139) = .19, p = .022, 

unseen (90-120Hz): r(140) = .22, p = .007; Figure 4), between the left amygdala and the intact left 

V1 in the high gamma band (Am-lh ↔ V1-lh: seen (50-90Hz): r(139) = .27, p = .001, unseen (50-

90Hz): r(140) = .32, p < .001; Figure 4) and for both gamma bands between the right thalamus and 

the right amygdala (Th-rh ↔ Am-rh: seen (50-90Hz): r(139) = .49, p < .001, unseen (50-90Hz): 

r(140) = .56, p < .001, seen (90-120Hz): r(139) = .41, p < .001, unseen (90-120Hz): r(140) = .44, 

p < .001; Figure 4). Seen stimuli also triggered significant correlation between the left thalamus 

and the intact left V1 in both gamma bands (Th-lh ↔ V1-lh: seen (50-90Hz): r(139) = .20, p = 

.018, seen (90-120Hz): r(139) = .18, p = .03; Figure 4) and additionally between the left amygdala 

and the intact left V1 for HFOs (seen (90-120Hz): r(139) = .21, p = .012; Figure 4). The 

correlational coefficients, therefore, confirmed that the left thalamus and left intact V1 were 

significant only for seen stimuli. In order to address the directionality and causality of these 

correlations in the temporal domain, GC DOI between ROIs for each time point was performed to 
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assess specific differences between conditions. Subsequent results show that significant differences 

were obtained between performance and affective conditions for HFOs.  

Thalamic Connectivity Guided by HFOs Influences Performance in Conscious and 

Unconscious Processing 

Causal-directed FC driven by HFOs showed differences in directionality in influence between 

subcortical structures when comparing correct and incorrect responses. First, correct responses for 

seen pictures induced an increase in the GC DOI from the thalamus to the amygdala around 200 

ms, while incorrect responses were rather mediated by the amygdala influencing the thalamus 

(Figure 5A). More precisely, seen correct and incorrect responses were driven by inverse FC 

between the right thalamus and the right amygdala (correct: Th-rh → Am-rh, GC DOI ˃ 0 between 

191 and 261 ms and values between 0.02 ± 0.01 and 0.04 ± 0.01, incorrect: Th-rh ← Am-rh, GC 

DOI < 0 between 191 and 285 ms and values between -0.03 ± 0.02 and -0.06 ± 0.03, correct vs 

incorrect: cluster between 191 and 267 ms, p < .05 corrected; Figure 5B).  

Based on the HFOs causal directed FC in the absence of visual consciousness, we were also 

able to dissociate between a correct and an incorrect response, with the right thalamus exerting a 

direct influence on the right amygdala for the former and the right amygdala exerting a direct 

influence on the right thalamus for the latter. However, these differences happen as soon as 50 ms 

post-stimulus (Figure 5C) suggesting that correct answers for unseen stimuli were triggered by a 

faster mechanism than the one found for consciously perceived stimuli. We also sought a better 

understanding of the thalamocortical mechanisms involved by performing the GC DOI exploratory 

analysis between the subcortical areas and all the other cortical areas. We specifically found that 

the right thalamus and the right superior temporal sulcus (STS) were causally modulating each 

other with correct and incorrect answers driven by thalamo-STS and STS-thalamic influences, 

respectively (Figure 5C). Thus, non-affective specific blindsight is driven by a thalamo-amygdala 

pathway (correct: Th-rh → Am-rh, GC DOI ˃ 0 between 50 and 100 ms and values between 0.02 

± 0.02 and 0.03 ± 0.02, incorrect: Th-rh ← Am-rh, GC DOI < 0 between 90 and 274 ms and values 

between -0.03 ± 0.01 and -0.05 ± 0.01, correct vs incorrect: cluster between 50 and 227 ms, p < 

.05 corrected; Figure 5D) and a thalamo-STS pathway (correct: Th-rh → STS-rh, GC DOI ˃ 0 

between 138 and 225 ms and values between 0.03 ± 0.02 and 0.04 ± 0.02, incorrect: Th-rh ← STS-
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rh, GC DOI < 0 between 79 and 177 ms and values between -0.02 ± 0.01 and -0.04 ± 0.01, correct 

vs incorrect: cluster between 108 and 227 ms, p < .05 corrected; Figure 5D).  

Late Contralateral Interactions Between the Thalamus and Amygdala Are Specific to 

Affective Conscious and Unconscious Processing  

Affective specific differences in GC DOI between the thalamus and amygdala driven by HFOs 

were also observed in the intact (Figure 6A) and blind hemifields (Figure 6B). In fact, for 

unpleasant seen stimuli, the left contralateral thalamus exerted a causal influence on the left 

contralateral amygdala, through HFOs around 500 ms, and the DOI was inversed for pleasant 

stimuli (unpleasant: Th-lh → Am-lh, GC DOI ˃ 0 between 501 and 518 ms and values between 

0.02 ± 0.02 and 0.06 ± 0.02, pleasant: Th-lh ← Am-lh, GC DOI < 0 between 482 and 577 ms and 

values between -0.03 ± 0.02 and -0.06 ± 0.02, unpleasant vs neutral: cluster between 482 and 544 

ms, p < .05 corrected; Figure 6C). In the same manner, pleasant stimuli induced a greater GC DOI 

from the amygdala to the thalamus compared to neutral stimuli via HFOs around 510 ms (pleasant: 

Th-lh ← Am-lh, GC DOI < 0 between 482 and 577 ms and values between -0.03 ± 0.02 and -0.06 

± 0.02, neutral: Th-lh → Am-lh, GC DOI ˃ 0 between 467 and 484 ms and values between 0.04 ± 

0.02 and 0.05 ± 0.03, pleasant vs neutral: cluster between 467 and 567 ms, p < .05 corrected; Figure 

6C).  

In the blind hemifield, unpleasant unseen stimuli triggered the right contralateral thalamus 

to exert a direct influence on the right contralateral amygdala at around 350 ms through HFOs 

compared to neutral pictures (unpleasant: Th-rh → Am-rh, GC DOI ˃ 0 between 360 and 460 ms 

and values between 0.04 ± 0.01 and 0.07 ± 0.02, neutral: no sig GC DOI ≠ 0, unpleasant vs neutral: 

cluster between 360 and 450 ms, p < .05 corrected; Figure 6D) and pleasant pictures (unpleasant: 

Th-rh → Am-rh, GC DOI ˃ 0 between 360 and 460 ms and values between 0.04 ± 0.01 and 0.07 

± 0.02, pleasant: Th-rh ← Am-rh, GC DOI < 0 between 360 and 400 ms and values between -0.02 

± 0.01 and -0.03 ± 0.01, unpleasant vs pleasant: cluster between 360 and 460 ms, p < .05 corrected; 

Figure 6D).  

Gamma connectivity between the thalamus, amygdala, and intact V1 predicts behavior 

Multiple linear regression was calculated to predict the RTs in response to the stimulation of the 

intact and blind hemifields based on the high gamma and HFOs power for all ROIs, as well as on 
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the correlation activity and GC between pairs of ROIs. We observe that both directed (GC) and 

undirected (correlation) connectivity between subcortical structures via high gamma activity and 

HFOs significantly correlated with behavior (Table 1). In fact, undirected thalamic and amygdala 

correlation with the intact V1 significantly correlated with RTs. More precisely, faster RTs were 

associated with thalamo-striate communication and longer RTs with amygdalo-striate 

communication. A significant regression equation was found (F (36,236) = 1.73, p = 0.005, R2 = 

0.252) (Figure 7) with four variables significantly predicting the RTs (Am-lh ↔ V1-lh (90-120 

Hz): t = 2.06, p = .040, Th-rh ↔ Am-rh (50-90 Hz): t = 2.09, p = .038, Am-rh ↔ V1-lh (90-120 

Hz): t = 2.36, p = .019, Th-lh → V1-lh (90-120 Hz): t = 2.57, p = 0.011; Table 1).  

Discussion 

The aim of this study was to establish the existence of fast subcortical pathways using gamma 

synchronization involved in negative and positive affective discrimination in the absence of visual 

awareness. The behavioral and electrophysiological results confirmed a new form of affective 

blindsight which allowed us to revisit affective unconscious perception using natural scenes.  

SJ’s Behavior Reflects the Role of Different Mechanisms in Affective-Blindsight  

The presentation of natural complex scenes in a 3-alternative forced-choice affective 

discrimination paradigm allowed us to establish residual affective blindsight abilities in patient SJ. 

To study SJ’s behavior we opted to report the performance as a direct measure of how well SJ was 

able to discriminate the affective valence of each picture and the RTs as an indirect measure of 

how conditions modulated behavior. SJ performed above the chance level when all conditions were 

collapsed and RTs were modulated by awareness, performance, eccentricity, and the affective 

condition. First, seen stimuli induced faster RTs compared to unseen stimuli showing that 

attentional capture in the intact hemifield was more salient (Yantis and Hillstrom, 1994). Second, 

correct responses triggered faster RTs compared to incorrect responses even in the absence of 

visual awareness (Cowey et al., 2008). We further demonstrated that accurate and inaccurate 

discrimination depended on separate neural mechanisms which will be discussed in the subsequent 

connectivity section. 

Moreover, for conscious and unconscious perception, RTs showed facilitation for near 

periphery stimuli favoring the use of global information compared to paracentral stimuli exploiting 
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local information, which corroborates the rapidity of the peripheral magnocellular system 

independent of visual awareness (Campana et al., 2016; Maunsell et al., 1999; Tapia and 

Breitmeyer, 2011). However, seen stimuli triggered more accurate responses for paracentral stimuli 

compared to near periphery stimuli, suggesting that using local information supported by the 

parvocellular system is more precise in the presence of visual awareness, while performance was 

greater for the peripheral system for unseen stimuli (Breitmeyer, 2014). Thus, global information 

seems to be prioritized in unconscious perception, in terms of precision and rapidity, which could 

be associated with the koniocellular and magnocellular pathways, respectively. In fact, the 

koniocellular system could allow color and local information processing showing some similarities 

with the parvocellular pathway while by-passing V1 (Hendry and Reid, 2000). 

One important finding is the superior performance for unseen pleasant pictures compared 

to neutral and unpleasant stimuli. By using stimuli that do not rely on one psychophysical property 

as can be the case with emotional faces if not controlled (McFadyen et al., 2017), we confirmed 

our hypothesis that positive stimuli can be processed in affective-blindsight. However, we did not 

expect the performance to be better than for unpleasant pictures. So, were pleasant pictures 

prioritized compared to unpleasant pictures? The answer is that both affective valences seem to use 

divergent mechanisms in the absence of visual awareness. In fact, facilitation was also found for 

unpleasant pictures characterized by faster RTs compared to pleasant pictures which corroborate a 

rapid privileged pathway for negative stimuli. Thus, we explain this discrepancy between 

performance and RTs by postulating that discrimination of pleasant pictures passes by a slower 

more precise system independent of V1, which could potentially depend on the koniocellular 

pathway (Warner et al., 2015), and unpleasant pictures use a fast magnocellular pathway (Méndez-

Bértolo et al., 2016; Nicol et al., 2013). The involved mechanisms will be further explained in 

terms of subcortical top-down and bottom-up pathways as demonstrated by our GC results. 

Gamma Power Modulations Indicate Multiple Processes Involved in Perception 

In order to identify the spectral and temporal neural mechanisms leading to an understanding of 

affective-blindsight behavior, we analyzed the oscillatory profile of the high-range frequency 

activity within the connectome formed by both thalami, amygdalae, and the intact V1 which we 

assumed played a significant role in perceiving and responding to affective complex natural scenes. 

First, we confirmed that during the task, an increase in gamma (> 50Hz) was detected in all ROIs. 
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In fact, modulations of the gamma synchronization over time were observed during the entire time 

window for both seen and unseen pictures, which indicate the role of gamma during the execution 

of a perceptual task by reflecting the cognitive load and requirements involved (Tallon-Baudry, 

2009). To investigate how gamma fluctuated as a function of perceptual differences, we compared 

gamma power for seen and unseen pictures.  

Between 50 and 90 Hz, an increase in gamma power compared to baseline was observed 

post-stimulus for both seen and unseen pictures in the intact left V1 with the maintenance of 

excitatory activity over time for seen stimuli which would be associated with faster and stronger 

responses in conscious perception (Sedley and Cunningham, 2013) which we assessed with the 

behavioral results. In fact, gamma synchronization has been reported to correlate with awareness 

in blindsight (Schurger et al., 2006). Nonetheless, unseen pictures triggered a reversal of activity 

in both the left V1 and amygdala at around 500 ms which could corroborate previous reports of 

modulation of attentional allocation mechanisms in the absence of visual awareness (Bauer et al., 

2009). The desynchronization could also be due to the use of fewer features and inhibition of 

unimportant features (Sedley and Cunningham, 2013). While in need of further investigation 

exploring these hypotheses, post-stimulus synchronization was also observed in HFOs (90-120 Hz) 

in the intact V1 which indicated the involvement of multiple mechanisms between 200 and 400 ms 

in perception. The increase between 200 and 270 ms showed no significant differences between 

conditions and could be related to attentional enhancement (Fiebelkorn et al., 2018; Kastner et al., 

2020), sensory processing (Tallon-Baudry, 2009), and working memory (Jensen et al., 2007) prior 

to conscious perception. However, comparing seen and unseen stimuli, as well as paracentral and 

near periphery conditions, differences in HFOs power were found between 270 and 425 ms, i.e. 

larger for seen compared to unseen stimuli between ≈ 275 and 400 ms, larger for seen paracentral 

compared to seen near periphery pictures between ≈ 250 and 300 ms and larger for unseen 

paracentral compared to unseen near periphery pictures between ≈ 350 and 425 ms. Considering 

the timing and specificity of these differences, we postulate that synchronization is increased for 

stimuli for which involuntary microsaccades were more difficult to inhibit (Yuval-Greenberg et 

al., 2008), as when a picture is more salient due to conscious perception, i.e. seen vs unseen, or 

when it is presented at the foveal limit, i.e. paracentral vs near periphery. The timing also 

demonstrates that involuntary microsaccades are produced earlier for a perceived stimulus 

compared to an unperceived stimulus. In line with these findings, a greater HFOs 
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desynchronization for seen paracentral stimuli compared to near periphery stimuli suggests a 

greater necessity to inhibit saccadic movements in the context of increased attentional cover 

capture. HFOs differences were also observed in the left thalamus which showed 

desynchronization for seen stimuli at stimulus onset. We interpret these results in light of previous 

studies on gamma-band activity (Van Der Werf et al., 2008) and on the primate thalamus 

(Kunimatsu and Tanaka, 2010), as an explicit inhibition/control of saccades towards the right intact 

hemifield at stimulus onset.  

All of these differences considered, gamma power could reflect attentional allocation, 

visual saliency, awareness, micro-saccades, and inhibition of saccades following stimulation of the 

visual system. However, it does not give us a clear indication regarding the neural mechanisms 

underlying affective-blindsight. In fact, we found that the answers to our questions involved the 

undirected and directed connectivity between structures that use gamma synchronization to 

communicate relevant information and guide affective conscious and unconscious perception and 

behavior.  

Subcortical Gamma Communications Are Important Neural Markers of Unconscious 

Perception 

Subcortical correlational activity mediated by gamma oscillations (50-90 Hz and 90-120 Hz) within 

the connectome greatly contributed to predicting RTs. An important result is the significant 

correlation found between the left thalamus and left intact V1 specifically for seen stimuli 

validating the role of gamma (50-120 Hz) in driving thalamo-striate communication in conscious 

vision which is hypothesized in humans (Dehaene et al., 2003; Mashour et al., 2020) and previously 

reported in the mouse (McAfee et al., 2018). These results also confirm the thalamocortical role of 

gamma in consciousness which has been demonstrated in macaques (Redinbaugh et al., 2020). 

Corroborating the implication of the thalamo-striate pathway, we found that the causal influence 

mediated by HFOs from the left thalamus to the intact V1 was a significant predictor of SJ’s RTs, 

thus supporting the role of high-frequency oscillations in feedforward processing and its impact on 

cognition (Van Kerkoerle et al., 2014). Moreover, the activity of the left amygdala significantly 

correlated with the activity of the intact left V1 in both gamma frequency bands in conscious 

perception and for HFOs in the absence of visual awareness supporting the implication of the 

amygdalo-cortical pathway in processing affective scenes (Bocchio et al., 2017).  
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Significant correlations for both seen and unseen stimuli were also found between the left 

thalamus and amygdala in the high gamma band and between the right thalamus and amygdala 

being a significant predictor of SJ’s RTs. Activity via HFOs in the right thalamus and amygdala 

was also significantly correlated. The connectivity between these structures was more important 

compared to the connectivity between all other ROIs supporting previous reports of greater activity 

of the right amygdala in processing affective conditions (Hung et al., 2010) notably in the absence 

of visual awareness (Gainotti, 2012). Electrophysiological studies have likewise shown right 

lateralization in processing affective stimuli in patients with bilateral cortical blindness (Andino et 

al., 2009; Burra et al., 2019; Pegna et al., 2005). Increased connectivity between the right thalamus 

and right amygdala was also reported in fMRI studies for unseen fearful stimuli (Morris et al., 

1999; Williams et al., 2006). Nonetheless, these results also confirm previous fMRI reports 

showing ipsilesional increased communication between the thalamus and the amygdala within the 

damaged hemisphere (Tamietto et al., 2012) which could be related to compensation mechanisms 

(Guo et al., 2014; Pedersini et al., 2020). Yet, these results do not provide us with an explanation 

of how stimuli are accurately processed in the absence of visual awareness or how affective specific 

information is differentiated. These answers were provided by the temporal dynamics observed in 

the GC DOI which showed that the thalamo-amygdala pathway specifically driven by HFOs played 

a significant role in understanding affective-specific and non-affective differences in conscious 

perception and affective-blindsight. Our results of GC DOI reporting a significant contribution of 

HFOs in directional thalamic communication provide new insights and perspectives into the human 

subcortical pathways.  

First, we found non-affective specific differences in directionality between correct and 

incorrect responses for seen and unseen stimuli that were guided by HFOs. For seen pictures, the 

directed connectivity between the right thalamus and the right amygdala around 200 ms shows 

bottom-up and top-down subcortical gamma regulations for correct and incorrect responses, 

respectively. It is usually the case to find gamma oscillations particularly involved in bottom-up 

mechanisms rather than a top-down activity which has been associated with lower frequency ranges 

(Michalareas et al., 2016; Richter et al., 2017). Nevertheless, top-down modulations via gamma 

oscillations have been reported to be involved in affective processing (Carus-Cadavieco et al., 

2017; Kajal et al., 2020). Second, the timing of the influences suggests that the difference observed 

in the accuracy of the behavioral response might be due to differences in visuospatial attention at 
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the attended location (Fiebelkorn et al., 2018). In fact, a trial where the visual stimulus induced 

stronger bottom-up modulations resulted in correct responses (Garrido et al., 2012). However, 

while top-down regulation from the amygdala should increase performance in a task where the 

location of the stimulus can be predicted (Vuilleumier, 2005), in the context where the timing and 

location of the stimulus are unpredictable, these top-down modulations could result in incorrect 

responses. The late influences provide new knowledge on the timing of the human thalamo-

amygdala gamma causal directed FC in the presence of conscious perception suggesting that 

accurate performance is strongly biased by earlier thalamocortical visual processing supporting the 

role of interactions between the thalamus, cortical areas, and the amygdala in the presence of 

conscious perception.  

Interestingly, when the blind hemifield was stimulated, correct and incorrect responses were 

associated with similar but faster GC DOI for HFOs between the thalamus and the amygdala. 

Importantly, this study supports previous results reporting a subcortical pathway that guides the 

activity of the amygdala independent of the stimulus predictability and affective condition (Garrido 

et al., 2012) which we show is mediated by fast gamma postulated to have a particular role in the 

amygdala (Bocchio et al., 2017). Moreover, the GC exploratory analysis showed specifically 

increased causal connectivity between the right thalamus and the right STS in instances of correct 

responses confirming the early contribution of the STS in processing social stimuli in affective-

blindsight (Andino et al., 2009). The roles of the STS include motion processing (Claeys et al., 

2003) even in the absence of motion for stimuli that signal actions (Allison et al., 2000), orientation 

processing (Bogadhi et al., 2018), spatial awareness within the right hemisphere (Karnath, 2001), 

social features (Lahnakoski et al., 2012) and natural scenes (Bettencourt and Xu, 2013). This 

specific thalamo-extrastriate pathway could depend on the koniocellular pathway (Lyon et al., 

2010) as proposed in studies of V1-lesions (Schmid et al., 2010) or magnocellular responses and 

reflect behaviorally relevant information irrespective of conscious perception (de Gelder and Poyo 

Solanas, 2021) which support our behavioral interpretations. In fact, in individuals with complete 

cortical blindness, activation of the STS has been shown to contribute to unconscious abilities 

(Burra et al., 2013; Van den Stock et al., 2014; Striemer et al., 2019). On the other hand, 

connectivity was inversed for incorrect responses with the right amygdala and STS exerting causal 

influences on the right thalamus which could be associated with a lack of adequate detection of 

relevant information (Bogadhi et al., 2021; Corbetta et al., 2008) in context of insufficient thalamic 
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bottom-up influence. Thus, when the bottom-up signal was strong enough probably due to adequate 

attentional resources allocated towards the blind hemifield (Dehaene et al., 2006), the thalamus 

was able to guide the activity of the amygdala 50 ms post-stimulus and influence the STS 100 ms 

post-stimulus which resulted into correct responses. However, when the stimulus signal received 

wasn’t sufficient, the amygdala and STS influenced the activity of the thalamus under 100 ms to 

compensate for the lack of thalamic bottom-up projections which led to incorrect responses. Taken 

together, these temporal dynamics provide novel knowledge about the timing and rapidity of 

thalamic connectivity which is of particular relevance in understanding the mechanisms involved 

in triggering performance above chance-level prior to awareness. Hence, these results offer 

evidence that the thalamus exerts a crucial role on other regions to process non-specific affective 

unconscious stimuli. 

Affective-specific differences were nonetheless revealed by the directed connectivity 

analysis between the thalamus and amygdala in the contralateral hemifield for seen and unseen 

pictures. In fact, contralateral subcortical affective specific differences were found around 350 ms 

for unseen stimuli and 500 ms for seen stimuli, revealing that affective discriminatory information 

is notably coded within subcortical pathways at late latencies. The timing of these influences 

suggests (1) that cortical visual and attentional mechanisms are previously recruited before 

affective-specific discrimination (Andino et al., 2009; Luo et al., 2010) also supported by the 

reported power increase in the intact V1 around 200 ms and (2) that unconscious affective 

processing happens earlier than conscious affective perception suggesting a less complex cortical 

propagation in the absence of visual awareness (Salti et al., 2015). Nevertheless, regardless of 

awareness, stimulation of each hemifield induced unpleasant and pleasant stimuli to be driven by 

opposite directionality between the thalamus and the amygdala. In fact, information from 

unpleasant pictures was mediated by bottom-up gamma propagation from the thalamus to the 

amygdala. We interpret these results as being part of a system that uses stimuli-relevant information 

for negative valences resulting in fast RTs, while in contrast, information from pleasant pictures 

induced top-down gamma propagation from the amygdala to the thalamus highlighting the 

prioritization of relevant information in positive affective processing (Taylor and Fragopanagos, 

2005; Vukelić et al., 2021). Surprisingly, both seen and unseen information were mediated by the 

same mechanisms that dissociate unpleasant from pleasant stimuli. Therefore, the brain can process 

effectively affective information in the absence of visual awareness which could explain the 
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behavioral differences we found between affective conditions and similarities between seen and 

unseen pictures. These results support our prior interpretations regarding the magnocellular, 

koniocellular, and parvocellular pathways.  

In order to determine whether these neural substrates were involved in the higher order 

decision-making computation required in a discrimination task with and without visual 

consciousness, we tried to predict the RTs based on gamma power and directed and undirected FC 

for both gamma bands extracted from the intact V1, both thalami and amygdalae. The regression 

results demonstrated the importance of the primary thalamo-striate pathway and the thalamic 

connectivity with the right and left amygdala in predicting RTs for both conscious and unconscious 

affective perception. Therefore, while performance differences in GC DOI were mainly found 

between the right thalamus and amygdala guided by HFOs, RTs were influenced by other 

interactions within both high gamma frequency bands (50-90 Hz, 90-120 Hz). Hence, the behavior 

was modulated by the multiple complex neural mechanisms discussed in this paper in different 

manners. 

Importantly, this study proposes that direct causal functional influences guided by HFOs 

between the human thalamus and the amygdala are driven by bottom-up and top-down processes 

that diverge in their temporal dynamics in order to code for specific and non-specific affective 

abilities for seen and unseen stimuli. Taken together, the gamma rhythms showed that subcortical 

influences were slower for conscious and content-specific activation, whereas fast bottom-up 

contralateral thalamic connectivity with the amygdala and STS guided general blindsight abilities. 

Finally, though anticipating human behavior using neural markers is a hard challenge, we were 

able to partially predict RTs using gamma features extracted from the connectome formed by both 

thalami, amygdalae, and the intact V1 revealing their importance in visual affective discrimination.  

Significantly, this paper reveals the role of subcortical gamma influences that contribute to 

conscious and unconscious affective perception and that modulate and predict behavior. 
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Figure 1. –  Affective blindsight for natural scenes was demonstrated in patient SJ.  

 (A) SJ’s MRI shows a surgical removal of the entire right occipital cortex performed to withdraw 

two epileptic hubs. The resection area extends to the right occipital pole, calcarine sulcus, superior 

occipital gyrus, precuneus, cuneus, lingual gyrus and the posterior part of the parahippocampal 

gyrus. A schematic representation of SJ’s complete left homonymous hemianopia with no macular 

sparing is shown. SJ presents a unique form of affective-blindsight for natural complex scenes. (B) 

Source reconstruction using the T1 weighted MRI of both cortical and subcortical areas including 

the left thalamus (Th-lh), right thalamus (Th-rh), left and right hippocampus, left amygdala (Am-

lh) and right amygdala (Am-rh) in the left hemisphere (Lh) and right hemisphere (Rh). (C) 

Schematic illustration of the forced-choice paradigm. Pictures from the IAPS were presented for 

1000ms either to the intact right hemifield (unseen condition) or to the blind left hemifield (seen 

condition) centrally at 6° (paracentral) or in the periphery at 12° (near periphery) of eccentricity.  

An ISI varied between 2000 and 2500 ms. Stimuli were categorized as unpleasant, neutral, and 
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pleasant. While fixating on the cross at all times, the participant was asked to evaluate the emotional 

valence as quickly as possible when hearing a 100ms white noise. MAL had to guess the ‘correct’ 

answer even when the picture was not perceived. Responses were assessed as correct or incorrect. 

– Figure 1  

 

Figure 2. –  RTs were modulated by the performance and condition for seen and unseen pictures. 
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 RTs were modulated by the performance and condition for seen and unseen pictures. (A-F) Results 

associated with pictures presented in the intact hemifield are referred to as seen and illustrated in 

dark grey while pictures presented in the blind hemifield are referred to as unseen and illustrated 

in light grey. (A-C) Performance for seen stimuli was greater than for unseen stimuli. To assess the 

statistical significance, the number of correct responses was compared to a 33.33% chance level 

(since three response options were available). Asterisks show performance above chance level. (D-

H) RTs in ms for seen stimuli were faster than for unseen stimuli. Asterisks show significant 

differences between hemifields, performance, eccentricity, or affective conditions. (A) 

Performance scores for seen and unseen stimuli presented in the intact and blind hemifield, 

respectively. (B) Performance scores for seen and unseen paracentral and near periphery stimuli. 

(C) Performance scores for seen and unseen unpleasant, neutral and pleasant stimuli. (D) RTs for 

correct and incorrect responses. Correct responses for seen and unseen stimuli triggered faster RTs 

compared to incorrect responses. (E) RTs for paracentral (6°) and near periphery (12°) pictures. 

Seen and unseen near periphery pictures triggered faster RTs compared to paracentral pictures. (F) 

RTs for unpleasant, neutral, and pleasant pictures. Seen and unseen unpleasant pictures triggered 

faster RTs compared to pleasant pictures. (G) RTs for seen paracentral and near periphery 

unpleasant (black), neutral (dark grey), and pleasant (light grey) pictures. (H) RTs for unseen 

paracentral and near periphery unpleasant (black), neutral (dark grey), and pleasant (light grey) 

pictures. – Figure 2 
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Figure 3. –  Gamma power reflected multiple mechanisms involved in perception.  

Single-trial analysis of power over time computed from -200 to 800 ms in V1-lh, Th-lh, Th-rh, 

Am-lh, and Am-rh for seen and unseen pictures presented in the intact and blind hemifields, 

respectively. (A) Time-frequency maps illustrate relative power modulations over time in z-scores 

for frequencies between 7 and 120 Hz for each ROI averaged across nodes. Sustained oscillatory 

synchronization is observed in the high gamma band (50-90 Hz) and for high-frequency 

oscillations (HFO: 90-120 Hz). (B) Relative power over for seen (red) and unseen (blue) pictures 

for the high gamma band and HFO for all ROIs. Statistical differences over time between 

conditions were assessed using cluster-based permutation analysis corrected for multiple 

comparisons. Significant differences are highlighted in grey. In the 90-120 Hz – V1-lh figure, we 

observe two temporal power modulations graphs where the above graph represents differences in 

the intact hemifield between the paracentral (red) and near periphery conditions (pink) and the 

below graph represents differences in the blind hemifield between the paracentral (blue) and near 

periphery conditions (light blue). – Figure 3  
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Figure 4. –  Correlation between ROIs revealed distinct gamma communication for conscious and 

unconscious processing.  

Pearson coefficient correlation (r) in the high gamma band (50-90 Hz: dark grey) and for HFOs 

(90-120 Hz: light grey) (A) for seen pictures and (B) for unseen pictures. Asterisks show significant 

correlation between ROIs (* p < 0.05, ** p < 0.001). – Figure 4 
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Figure 5. –  HFOs guided fast thalamo-amygdala and thalamo-STS communications in unconscious 

processing.  

GC DOI for correct and incorrect differences in conscious and unconscious perception. The 

dominant directionality in GC between ROIs was computed as the DOI which assessed the net 

difference between GC measured from the ROI1 to ROI2 and from ROI2 to ROI1. Significant 

differences over time between correct and incorrect responses in GC DOI were addressed using 

cluster-based permutation analysis corrected for multiple comparisons. (A) Schematic 

representation of the direction of the causal functional connectivity found between Th-rh and Am-

rh for seen correct (red) and seen incorrect responses (orange). (B) GC DOI over time between Th-

rh and Am-rh for seen correct (red) and seen incorrect responses (orange). Significant differences 

are highlighted in grey. (C) Schematic representation of the direction of the causal functional 

connectivity found between Th-rh and Am-rh and Th-rh and the right superior temporal sulcus 
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(STS-rh) for unseen correct (blue) and unseen incorrect responses (green). (D) GC DOI over time 

between Th-rh and Am-rh, as well as between Th-rh and STS-rh for unseen correct (blue) and 

unseen incorrect responses (green). Significant differences are highlighted in grey. – Figure 5 

Figure 6. –  Unpleasant and pleasant pictures were driven by opposite causal connectivity between the 

contralateral thalamus and amygdala irrespective of visual awareness 
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 (A) Schematic representation of the GC DOI found between Th-lh and Am-lh for seen unpleasant 

(red), pleasant pictures (orange), and neutral pictures (yellow). (B) Schematic representation of the 

GC DOI between Th-rh and Am-rh for unseen unpleasant (blue), pleasant pictures (green), and 

neutral pictures (light blue). (C) GC DOI over time between Th-lh and Am-lh for seen unpleasant 

pictures (red), pleasant pictures (orange), and neutral pictures (yellow). Significant differences are 

highlighted in grey. (D) GC DOI over time between Th-rh and Am-rh for unseen unpleasant 

pictures (blue), pleasant pictures (green), and neutral pictures (light blue). Significant differences 

are highlighted in grey. – Figure 6  

 

Figure 7. –  High gamma power and connectivity features predicted RTs.  

Multiple linear regression. A regression equation was calculated to predict the RTs in response to 

the stimulation of the intact and blind hemifields. There was a collective significant effect between 

the high gamma and HFOs power, correlations and GC obtained between pairs of ROIs. The graph 

illustrates the correspondence between the actual RTs (y-axis) and the predicted RTs in z-score (x-

axis). – Figure 7  
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Tableau 1. –  Independent variables of the regression analysis in predicting RTs (+)  

(+) Only variables that significantly correlated with the dependent variable (RT) or significantly 

contributed to the regression to predict RTs were reported in the table.  * p < 0.05, ** p < 0.01 
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Abstract 

The case of patient SJ presenting a unique form of affective-blindsight for natural complex scenes 

suggests the involvement of subcortical pathways in conscious and unconscious perception. 

However, the underlying cognitive processes remained elusive. Thus, we aimed to probe the 

cognitive mechanisms following SJ’s V1-resection by characterizing and decoding the source time 

course of visual evoked responses for conscious and unconscious perception using 

magnetoencephalography, source reconstruction, and machine learning. The results showed that 

the intact V1 process unseen information through inter-hemispheric transfer, while seen pictures 

triggered enhanced perceptual maintenance in V1, the thalami, and amygdalae. Moreover, we 

found that the thalamus extracted unconscious affective-specific information as early as 10 ms 

post-stimulus for peripheral stimuli which was associated with a fast thalamo-amygdala pathway. 

Taken together, this study proposes different cognitive and neural processes that support affective 

conscious and unconscious perception following a V1-lesion. 
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Introduction 

Following a lesion to the primary visual cortex (V1), some patients preserve the ability to process 

information in their blind hemifield without visual awareness which behavior termed blindsight 

(Weiskrantz, 2004; Weiskrantz et al., 1995) is thought to be driven by subcortical secondary 

pathways involving the thalamus and extra-striate regions (Bridge et al., 2008; Ptito and Leh, 2007; 

Tran et al., 2019). The pulvinar, the biggest structure in the thalamus (Fox et al., 2020), has been 

thought to rapidly project its activity to the amygdala (Garrido et al., 2012; McFadyen et al., 2020) 

when blindsight patients accurately process affective content, which neurological conditions is 

referred as affective-blindsight (de Gelder et al., 1999; Heywood and Kentridge, 2000). To assess 

the pathways of affective-blindsight, we previously investigated the neural mechanisms in patient 

SJ who presented a unique form of affective-blindsight for natural complex scenes (Hadid et al., in 

preparation). We’ve shown that thalamo-amygdala and extrastriate connectivity characterized non-

specific and/or specific affective processing in the absence of visual awareness. Moreover, we’ve 

confirmed that communication between the thalamus and the intact V1 was associated with visual 

consciousness. In order to determine the cognitive processes that could explain these findings, we 

will now assess the impact of SJ’s V1-resection on conscious and unconscious affective perception 

by decoding the time course of visual evoked responses (VER). 

  In fact, VER are prevailing cognitive indicators of how differences in perceptual 

characteristics, attentional load, awareness, and affective content are processed. For instance, an 

early event-related component evoked as soon as 80 ms in the amygdala thought to be independent 

of visual consciousness has been found for fearful faces (Bayle et al., 2009; Méndez-Bértolo et al., 

2016). The striate cortex has been linked to the early visual component C1 peaking around 90 ms, 

while the thalamus has been associated with the P50, a subcortical audio-visual component (Starke 

et al., 2020). Early components, such as P1 and N1, peaking around 100 ms, can reflect extra-striate 

sensory encoding, lateralization, and early attentional processes (Hillyard and Anllo-Vento, 1998; 

Klimesch, 2011; Di Russo et al., 2002). On the other hand, later negative components around 200 

ms have been associated with attention, awareness, and feedback processing (Koivisto and 

Grassini, 2016; Pins and Ffytche, 2003; Railo et al., 2015). Moreover, positive potentials after 300 

ms, e.g., P3, can reflect multiple higher-order cognitive processes (Patel and Azzam, 2005; Railo 

et al., 2011; Rutiku et al., 2015) and emotional attentional stimuli capture (Hajcak et al., 2013; 
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Schönwald and Müller, 2014). As for semantic content and encoding, it has been associated with 

negativity after 400 ms as the N400 (Taylor and Fragopanagos, 2005). Specifically, VER after 100 

ms are postulated to be instigated from extra-striate regions. Thus, any VER in the thalamus, 

amygdala, or V1 observed after 100 ms is thought to show prior extra-striate cortical processing 

through top-down feedback (Di Russo et al., 2002, 2008) which we hypothesize to contribute to 

conscious and unconscious conditions (Koivisto et al., 2010). In fact, studies in neurotypical 

individuals have suggested that the distinction between unconscious and conscious perception 

could be mediated by the difference between early and late processing and by the dynamic 

processes involving bottom-up, recurrent, and top-down activity (Förster et al., 2020; Koivisto et 

al., 2010; Mashour et al., 2020; Moratti et al., 2011; Rutiku et al., 2016). Nonetheless, the 

recruitment of such neural mechanisms in blindsight and human subcortical structures is poorly 

understood, which we will address by employing temporal decoding and generalization (King et 

al., 2016). 

As for now, the electrophysiological literature is divided on whether stimulation of the blind 

hemifield induces reliable VER (Cecere et al., 2014; Kavcic et al., 2015; Sanchez-Lopez et al., 

2017). These controversies can be due to differences in experimental paradigms, lack of source 

analysis, and heterogeneity between blindsight patients (Hadid and Lepore, 2017). Hence, the aim 

of this study is to characterize the source time course of subcortical early and late VER in patient 

SJ in order to decode temporal and spatial signatures of evoked conscious and unconscious activity 

using magnetoencephalography (MEG). The effects of visual awareness, lateralization and inter-

hemispheric transfer, eccentricity and affective condition using natural complex scenes will be 

tackled. 

Experimental Procedures 

For all details regarding the following sections: Case study, Procedure, and MEG preprocessing 

and source reconstruction, please refer to (Hadid et al., in preparation – study 2). 

Case study 

Blindsight patient SJ, who was 22 years old at the time of this study, has left homonymous 

hemianopia (HH) with no macular sparing. His cortical blindness resulted from resections at age 

15 of the right superior occipital gyrus, cuneus, and lingual gyrus, including a complete V1 
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resection. In our previous paper, we demonstrated that SJ presented affective-blindsight as he was 

able to discriminate between affective natural scenes without any visual awareness which abilities 

weren’t yet reported in the literature. In fact, we showed that SJ performed above chance-level to 

unseen affective information in his left blind hemifield. Reactions times were also modulated by 

the presented condition as his responses were faster for seen compared to unseen pictures and were 

faster within both hemifields for correct compared to incorrect responses, near periphery compared 

to paracentral stimuli, and unpleasant pictures compared to pleasant pictures. We’ve concluded 

from the behavioral results that unconscious processing seems to utilize the magnocellular 

pathway, while conscious processing seems to utilize both magnocellular and parvocellular 

systems. Specifically, these residual abilities were driven by extra-striate pathways as the surgery 

resulted in the complete resection of V1. Therefore, SJ’s neurological condition offered a unique 

opportunity to study the neural and cognitive mechanisms of conscious and unconscious affective 

processing by comparing the activity triggered by stimulation of the intact and blind hemifields. 

Experimental design 

SJ was tested on a 3-alternative forced-choice affective discrimination paradigm in which 

unpleasant, neutral, and pleasant natures scenes from the International Affective Picture System 

(IAPS) were presented. 300 pictures were randomly presented for 1000 ms either in the paracentral 

or near the periphery i.e., at 6° or 12° of eccentricity from the fixation cross, respectively, of the 

intact right visual hemifield and blind left visual hemifield. Pictures were presented with an inter-

stimulus interval (ISI) that randomly varied between 2000 and 2500 ms. The onset of the picture 

presentation was accompanied by a white noise of 100 ms which indicated that a response was 

needed as fast as possible while SJ’s fixation had to remain on the cross. All trials associated with 

saccades to the left or right were removed from further analysis (17 trials were removed on a total 

of 300 trials). The paradigm required reflexive covert attention which restricted predictions of the 

picture’s position. Thus, attentional processing of the picture was made only after stimulus onset 

and reorientation of the attentional allocation. When SJ didn’t perceive any picture after hearing 

the noise, he oriented his attention to his left blind hemifield and had to guess the ‘correct’ answer. 

Subsequent analyses compared the activity evoked from both hemifields and eccentricities and all 

affective conditions (Figure 1).   

MEG data acquisition 
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MEG data and eye and heart-related activities were acquired during the affective discrimination 

task using a 275-channel whole-head MEG system (CTF MEG Int, British Columbia, Canada). 

The continuous data were recorded with a sampling rate of 1200 Hz. We identified the spatial 

positions of the fiducial coils and of about 300 scalp points, by means of a 3D digitizer system 

(Polhemus Isotrack, Polhemus, Colchester, VT, USA), which was subsequently used for the 

anatomical registration with the anatomical MRI data. 

MEG preprocessing and source reconstruction 

MEG data preprocessing and source construction were assessed using standard pipelines 

implemented in the open-source NeuroPycon toolbox  (Meunier et al., 2020), and tools from MNE 

python (Gramfort et al., 2013). First, the data were filtered offline and eye and heart-related 

artifacts were removed using independent components analysis and visual inspection (17/300 

trials). Then, the data was segmented into 283 trials including a baseline period of 200 ms pre-

stimulus and post-stimulus period of 800 ms, for a total duration of 1000 ms. The inverse method 

was subsequently applied to the 283 trials to compute the event-related activity for all cortical and 

subcortical nodes.  

In order to achieve this fine spatio-temporal event-related precision, the inverse solution 

was conducted by computing (1) the structural segmentation of the patient’s T1-weighted MRI 

images using the lead field matrix with the Boundary Element Method (BEM) and Freesurfer 

(Fischl et al., 2002), (2) the noise covariance matrix and (3) the weighted Minimum Norm Estimate 

(wMNE) (Hämäläinen and Ilmoniemi, 1994). Hence, the resulting source reconstruction matrix 

contained the estimated time series of all mixed source space dipoles for every epoch. The cortical 

and subcortical source space included 7328 nodes in both hemispheres. For further analysis, we 

computed the activity in 5 ROIs, including all 58 nodes within the intact calcarine sulcus (V1), 67 

nodes in the left thalamus, 56 nodes in the right thalamus, 11 nodes in the left amygdala, and 15 

nodes in the right amygdala. The cortical and subcortical MEG activities projected on the brain 

were visualized using the open-source Visbrain package (Combrisson et al., 2019). 

Analysis of visual evoked responses (VER)  

The single-trial VER over time for each node were extracted from the source time series. A first 

analysis was performed where the signal was averaged across nodes within a specific ROI and 
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computed as z-scores with respect to the baseline over the entire time window of 1000 ms. Thus, 

the z-transformed scores were calculated for each ROI, i.e., the left calcarine sulcus (V1-lh), the 

left thalamus (Th-lh), the right thalamus (Th-rh), the left amygdala (Am-lh) and the right amygdala 

(Am-rh). Cluster-based permutation over time was used to assess differences between conditions. 

A second analysis was conducted in which we selected for each cluster of interest one 

specific time point representing the strongest difference between conditions. The VER for every 

single node at these specific instants was investigated, i.e., the differences between conditions 

across nodes (58 nodes for V1-lh, 67 nodes for the Th-lh, 56 nodes for the Th-rh, and 11 nodes for 

the Am-lh and 15 nodes for the Am-rh). Visual comparisons between conditions were plotted as t-

values using a 2-sample t-test showing differences in the signal amplitude associated with either a 

positive or negative deflection. Statistical comparisons between conditions across nodes were 

computed using single-trial binary classification.  

Finally, to assess the neuronal temporal organization within each ROI, we computed 

temporal decoding and temporal generalization using the VER across time and nodes as features. 

This method was used for all comparisons, but only significant comparisons are shown and 

discussed in the results. Cluster-based permutation, binary classification, temporal decoding, and 

temporal generalization are described in the statistical assessment section. 

Single-trial functional connectivity (FC) analysis between ROIs  

We conducted directed functional connectivity (FC) analysis by computing the conditional 

covariance-based Granger causality (GC) measures using the single-trial VER. The causal FC was 

performed to assess the temporal causal relation between two regions, X and Y, where X exerts a 

causal influence on Y. FC results were interpreted as statistical predictions of the future VER of 

one ROI based on the past VER of another ROI, given the cognitive processes involved. 

Nonetheless, these interpretations exclude assumptions about structural connectivity.  

To assess the GC measures, we computed (1) the total Granger interdependence which had 

to be superior to 0 informing us about the undirected connectivity between ROIs, and (2) the 

relations between two ROIs’ mutual information and conditional entropies using the directed 

connectivity based on Brovelli’s et al., paper (Brovelli et al., 2015) implemented in the python 

toolbox FRamework for Information Theoretical analysis of Electrophysiological data and 
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statistics (Frites). The covariance-based GC measures were assessed among ROI pairs of single-

trial gamma activity over time. The time windows duration (T) used for the calculation of the 

covariance matrices was optimal at 250 times points and the lag was 25 (i.e., 10 % of T). Directed 

GC measures were computed for each time point and all combinations of ROI pairs, i.e., Th-lh → 

Am-lh; Th-lh → left V1; Am-lh → V1-lh; Th-rh → Am-rh; Th-rh → left V1; Am-rh → V1-lh; Th-

lh ← Am-lh; Th-lh ← left V1; Am-lh ← V1-lh; Th-rh ← Am-rh; Th-rh ← left V1; Am-rh ← V1-

lh.  Only significant results are reported in the results. 

The dominant directionality in GC between pairs of ROIs and conditions was computed 

using the difference of influence (DOI). The DOI GC was achieved by assessing the net difference 

between GC measured from ROI 1 to ROI 2 and the GC measured from ROI 2 to ROI 1. Significant 

differences over time between conditions in DOI among ROI pairs were assessed using cluster-

based permutation analysis. 

Cluster-based permutation over time 

Cluster-based permutation tests corrected for multiple comparisons developed in MNE-python 

(Gramfort et al., 2013) were used to assess the statistical differences between conditions over time 

for the VER averaged across nodes and the DOI GC analyses. Clusters were selected based on the 

temporal adjacency of independent t-tests exceeding an uncorrected p-value of .05. Furthermore, 

the multiple-comparison problem was addressed, where each cluster was associated with its 

maximum t-value and then compared to the largest cluster t-value for each permutation under a 

null distribution of 1000 permutations using shuffled labels. Differences between conditions were 

considered significant when the maximum t-value at a time point exceeded the maximum cluster-

level statistics using a threshold of p-value = .05 corrected for multiple comparisons (Maris and 

Oostenveld, 2007).  

Single-trial classification  

In order to decode the activity between two conditions across the nodes of an ROI, we computed 

the amplitude of the VER at one time point for each condition. These values were used as features 

of binary classification in a trial-by-trial supervised machine learning (ML) approach using linear 

discriminant analysis (LDA). The statistical significance of the performance scores for each node 

within an ROI was computed using a permutation test (n=100) in order to repeat the classification 
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process n times using shuffled labels which generates a null distribution that allowed us to identify 

the threshold that needs to be exceeded for a given level of statistical significance (i.e. p-value) 

(Combrisson and Jerbi, 2015). All significant classification scores for a p-value < .05 were 

identified when exceeding the chance-level threshold. The chance-level threshold was assessed by 

addressing the multiple comparisons problem with max-stats correcting across nodes.  

Temporal decoding and generalization 

In order to determine the specific role of each structure in processing each condition, the temporal 

neural processes across nodes within each ROI were assessed using temporal decoding and 

temporal generalization in a multifeatured supervised ML approach across trials (Dehaene & King, 

2016; King & Dehaene, 2014) implemented in MNE-python (Gramfort et al., 2013). In fact, 

multivariate estimators were fitted to the standardized z-score MEG source data (ntrials x nnodes 

x ntime) to predict the activity between 2 classes (e.g., seen vs. unseen).  All time points and nodes 

within an ROI were given as features to a logistic regression (LR) that was trained using 10-fold 

cross-validation in which data was divided into 10 folds and in each iteration, the classifier was 

trained with 9 folds and tested on the remaining one. Thus, temporal decoding performance scores 

were achieved by fitting the predictive model at each time point and were estimated as the mean 

area under the curve (AUC) at the same instance on new trials using cross-validation. Significant 

AUCs were identified using a binomial test corrected for the number of time points and nodes. The 

corrected threshold associated with a significant p-value was about 62% for seen against unseen 

(V1-lh: 62.5%, Th-lh: 62.9%, Th-rh: 62.5%, Am-lh: 61.5%, Am-rh: 61.8%), about 68% for central 

against periphery and correct against incorrect (V1-lh: 68%, Th-lh: 68%, Th-rh: 68%, Am-lh: 

68.7%, Am-rh: 65.2%), and about 71% for prediction between affective conditions (V1-lh: 71%, 

Th-lh: 72%, Th-rh: 71%, Am-lh: 71%, Am-rh: 69%). 

The same predictive model was applied to the temporal generalization analysis (Dehaene 

& King, 2016; King & Dehaene, 2014). However, instead of only testing the model on the same 

instant across trials, the classifier is first trained on a specific instant and is tested on its ability to 

generalize on all other time points across trials. In other words, if the same model can predict what 

happened at a time T and at a time T + 1, we can conclude that the same neuronal mechanisms are 

used at distinct time instants to classify between conditions. Thus, using the trained classifier at a 

specific point in time and generalizing its decoding performances at other time points resulted in a 
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generalization matrix in which AUC scores are organized in a two-dimensional cross-temporal 

array represented as the training time by the generalization time. The cells in the matrix diagonal 

correspond to AUC values when classifiers are trained and tested at the same instant, whereas off-

diagonal cells represent the AUC values when classifiers are trained and tested at different instants. 

Specifically, the former characterizes values of temporal decoding and the latter values of temporal 

generalization. 

RESULTS 

Our aim was to assess the cognitive mechanisms of conscious and unconscious affective processing 

by computing the VER in the intact V1, thalami, and amygdalae. In our analyses, we considered 

the lateralization and eccentricity of the presentation for affective specific and non-specific 

differences. Thus, we extracted the single-trial VER for each node. Subsequently, we analyzed the 

results by (1) averaging the temporal activity across all nodes within an ROI to obtain the single-

trial activity over time, (2) selecting specific time points within significant clusters to assess the 

single-trial differences across all nodes, (3) computing the temporal decoding and (4) 

generalization analyses using all time points and nodes as features, and finally by (5) assessing the 

dominant directionality in GC between ROIs. We will be describing all the VER waveforms in 

terms of their onsets, peak latencies, and amplitudes. 

VERs in the intact V1 suggest early and late processing for contralateral seen stimuli but 

only early processing for unseen ipsilateral stimuli through inter-hemispheric transfer 

Foremost, looking at the intact V1, VER over time were different between seen (RVF) and unseen 

(LVF) stimuli almost throughout the whole post-stimulus time window (4 clusters between 0 and 

800 ms, p < .05 corrected; Figure 2A) which as expected confirmed that the activity recorded in 

V1 was different between pictures presented in the intact and blind hemifields. More interestingly, 

not only did seen stimuli trigger a very fast positive P1-N1 complex (P1-N1 between 70 and 160 

ms, i.e. duration of 90 ms with a peak at 110 ms and amplitude of 2.18 z-score; t1 = 100 ms; Figure 

2A), but unseen stimuli also induced a significant large P1-N1 complex of longer duration in the 

intact V1 with a peak lag time of 36 milliseconds (P1-N1 between 70 and 251 ms, i.e. duration of 

181 ms with a peak at 146 ms and amplitude of 2.14 z-score; t2 = 150 ms; Figure 2A). The duration 

of P1-N1 will further be discussed in subsequent sections. Focusing on this time window, VER at 
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100 ms and 150 ms were computed for all nodes within the intact V1. Seen and unseen evoked 

activity were contrasted revealing 32 nodes with significant increased amplitude for seen stimuli 

at 100 ms (seen vs unseen: positive t-values between 0 and 8.166149, significant DA values 

between 57.24 and 71.34 %, p < .05 corrected; Figure 2B) and 32 nodes with significant increased 

amplitude for unseen stimuli at 150 ms (seen vs unseen: negative t-values between -9.229101 and 

0, significant DA values between 57.24 and 70.28 %, p < .05 corrected; Figure 2B). We also 

observed N1, P2, and N2 like-waveforms for both seen and unseen stimuli with latent onsets for 

unseen stimuli which are expected as they were measured in the ipsilateral hemisphere. However, 

late components, such as the P3 and N400, as well as an additional P2 were only identified for seen 

stimuli suggesting higher order processing for pictures consciously processed (Table 1).  

Temporal generalization results in the intact V1 show sustained differences in neural 

mechanisms between seen and unseen pictures  

In order to understand the early and late neural mechanisms responsible for differentiating between 

states of visual awareness over the entire window, we computed the temporal decoding and 

generalization performances using the temporal and spatial features within ROIs. The results 

showed significant AUC scores as soon as 90 ms in V1 (Figures 2C and 2D). Fitting each estimator 

of the model at each time point, we observed different non-exclusive processing stages associated 

with a hybrid model (King, Pescetelli, & Dehaene, 2016) that could explain how V1 distinguishes 

conscious from unconscious perception. More specifically, the diagonal from 90 to 800 ms 

suggests dynamic amplitude differences across nodes while data between 140 and 250 ms suggests 

that seen information reactivates the early stages with reversal of the early processing stages 

between 150 and 200 ms, corresponding to the P1-N1 complex. At late latencies corresponding to 

the P3 and N400 latency windows, i.e., between 310 and 800 ms, information was processed 

according to a maintenance model (King, Pescetelli, & Dehaene, 2016) where differences in 

amplitude were maintained over time (cluster between 90 and 800 ms and multiple significant time 

instances in the TG matrix, 0.625 ± 0.04 < sig. AUC < 0.85 ± 0.02; p < .05 corrected; Figures 2C 

and 2D). Importantly, the neural mechanisms underlying the temporal generalization results imply 

that V1 processes distinctively information from seen and unseen stimuli at different time points 

throughout the perceptual stages, which underlying cognitive processes will further be debated in 

the discussion. 
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 It is important to note that these differences resemble the ones observed in previous studies 

reporting distinctions between seen and unseen pictures (Dehaene and King, 2016), which can’t be 

solely explained by lateralization of the picture presentation. Moreover, subsequent results in the 

left and right thalami confirm that the generalization results weren’t only associated with the side 

of the picture presentation. Thus, we estimate that the interpretations resulting from the temporal 

generalization analyses in this paper truly reflect neural mechanisms distinctive of seen and unseen 

information. Nonetheless, all VER results will be discussed considering the lateralization effects 

and eccentricity which will be isolated by comparing activities that arise from the same hemifield. 

A smaller P1-N1 for paracentral seen pictures suggests rapid processing in V1 for central 

conscious perception  

Comparisons within each hemifield revealed early differences between pictures presented in the 

paracentral vision (6°) and near periphery (12°) of the intact hemifield (1 cluster between 108 and 

191 ms, p < .05 corrected; Figure 2E) which confirms that V1 processes information differently 

depending on the eccentricity but only in the early processing stages. Paracentral stimuli seem to 

be processed more effectively in V1 (short P1-N1) compared to peripheral pictures or unseen 

pictures in order to rapidly induce P2s. These differences arise from a significant larger P1-N1 

component for near periphery stimuli (6°: N1 starting at 110 and peaking at 160 ms, i.e., a duration 

of 50 ms and amplitude of 2.01 z-score, 12°: starting at 110 and peaking at 233 ms, i.e., a duration 

of 123 ms and amplitude of 2.31 z-score; t1 = 150 ms; Figure 2E). The activity at 150 ms was 

computed for all nodes within the intact V1. The paracentral and near periphery activity were 

contrasted revealing 31 nodes with significantly increased P1-N1 amplitude for near periphery 

stimuli (seen paracentral vs near periphery: negative t-values between -10.52 and 0, significant DA 

values between 59.57 and 84.82 %, p < .05 corrected; Figure 2F). Temporal decoding and 

generalization results suggest that training the model at different time instants allowed to predict 

the differences between eccentricities at early and late latencies, i.e., between 134 and 194 ms and 

between 295 and 350 ms.  These differences were associated with vertically aligned significant 

AUC scores in the temporal generalization matrix. Training the model between 134 and 194 ms 

also resulted in significant predictions between 700 and 800ms (0.68 ± 0.05 < sig. AUC < 0.90 ± 

01, p < .05 corrected; Figures 2G and 2H). Differences between the classical VER measures and 

the ML analysis suggest that both analyses are complementary and that some information is 
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probably lost when averaging across nodes which should be taken into consideration in future MEG 

studies.  

By comparing paracentral and near periphery pictures in the blind hemifield, two significant 

clusters were found (cluster 1 between 150 and 213 ms, cluster 2 between 420 and 566 ms, p < .05 

corrected; Figure 2I). More specifically, the activity was different across both conditions for P1 

around 150 ms (6°: P1 starting at 70 ms and peaking at 138 ms, i.e. duration of 68 ms and amplitude 

of 2.10 z-score, 12°: starting at 70 ms and peaking at 154 ms, i.e. duration of 84 ms and amplitude 

of 2.18 z-score; t1 = 150 ms; Figure 2I). Differences were observed in the anterior part of V1-lh 

showing greater N1 activity in 14 nodes for near periphery stimuli (unseen paracentral vs near 

periphery: t-values between -2.82 and 1.33, significant DA values between 59.15 and 63.17 %, p 

< .05 corrected; Figure 2J). These differences were highlighted using temporal decoding, but 

dissociation between eccentricities didn’t induce significant generalization results. In fact, 

significant results were only observed within the diagonal between 175 and 219 ms (0.625 ± 0.08 

< sig. AUC < 0.78 ± 0.05, p < .05 corrected; Figures 2K and 2L). 

Taken together with the previous VER and ML analyses, results in the intact V1 showed 

that (1) contralateral seen stimuli were processed rapidly and distinctively from ipsilateral unseen 

stimuli through differences in multiple perceptual stages, (2) seen pictures triggered late 

components associated with higher order processing, as the P3 and N400, (3) stimuli in the blind 

hemifield were processed in the intact ipsilateral V1 despite any visual awareness through inter-

hemispheric transfer. This was translated by the peak lag time between the VER onset for seen 

stimuli and unseen stimuli, while the VER’s peak onsets were constant across visual eccentricities 

within a hemifield, (4) temporal differences between eccentricities were observed for both 

hemifields but weren’t generalized across multiple perceptual stages and (5) stimuli associated with 

decreased visual perception or qualia requiring longer attentional resources, i.e. unseen stimuli 

compared to seen stimuli or near periphery compared to paracentral vision, were processed in V1 

during a longer period within the P1-N1 latency window.  

A stronger N2 in the contralateral thalamus for seen and unseen pictures but stronger late 

positivity and sustained activity for conscious perception  
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We postulate to find similar VER-like-components in the subcortical structures as suggested by  

(Chen et al., 2021). First, in the left thalamus, an audiovisual P50 component was found starting at 

27 ms and peaking at 70 ms with no difference between seen and unseen paracentral and near 

periphery stimuli. These results show that we were able to measure an accurate thalamic 

audiovisual evoked response triggered by the sound and picture onset (Starke et al., 2020; Talsma 

et al., 2007). Differences between seen and unseen stimuli were observed at N1 and P2 latency 

windows which resulted in two significant clusters (cluster 1 between 131 and 191 ms and cluster 

2 between 208 and 314 ms, p < .05 corrected; Figure 3A). These differences result from the 

additional late components and the stronger N2 response for seen pictures (Table 1). Investigating 

these components for each specific node within the left thalamus, we were able to predict if the 

stimulus was seen or unseen. In fact, at around 150 ms, seen stimuli were associated with P2 

predominantly in the anterior part of the left thalamus while unseen stimuli triggered an N1 

response around the same instant (seen vs unseen: positive t-values between 0 and 3.99, significant 

DA values between 56.89 and 61.55 % in 18 nodes, p < .05 corrected; Figure 3B). A stronger N2 

response was also induced at around 250 ms for seen pictures in the anterior and posterior part of 

the left thalamus (seen vs unseen: negative t-values between -5.04 and -2.23, significant DA values 

between 56.54 and 64.80 % in 33 nodes, p < .05 corrected; Figure 3B). Using the temporal and 

spatial features in the ML analysis, we showed that the left thalamus begins to discriminate between 

seen and unseen stimuli from around 100 ms until 700 ms, and important generalization effects 

were observed between 430 and 700 ms (0.625 ± 0.01 < sig. AUC < 0.72 ± 0.04; p < .05 corrected; 

Figures 3C and 3D). These results were comparable to what has been found in the intact V1 

showing multiple neural mechanisms involved in conscious and unconscious discrimination, 

including dynamic amplitude changes, re-entry, and maintenance. 

 Interestingly, in the right thalamus unseen contralateral information induced a stronger N2 

compared to seen pictures, suggesting late processing of information, but no P3 which could be 

interpreted as a lack of higher order processing. Seen ipsilateral stimuli showed an increased N1 

amplitude compared to unseen stimuli in the first cluster across the anterior part of the thalamus. 

Also, differences of around 450 ms between the N2 in the unseen condition and the P3 in the seen 

condition resulted in a significant cluster and differences in the posterior part of the thalamus 

(cluster  1 between 209 and 307 ms and cluster 2 between 348 and 535 ms, p < .05 corrected; Figure 

3M, seen vs unseen: t-values between -2.93 and 0, significant DA values between 56.89 and 
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58.76% in 21 nodes and cluster 2 t-values between 1.57 and 5.97, significant DA values between 

56.18 and 62.89% in 47 nodes, p < .05 corrected; Figure 3N). Results of temporal decoding in the 

right thalamus were similar to what was found in the left thalamus; however, the generalization 

effect was less robust, suggesting a dominant role of the left thalamus in decoding conscious 

(contralateral) from unconscious stimuli (ipsilateral) (0.625 ± 0.02 < sig. AUC < 0.75 ± 0.02; p < 

.05 corrected; Figures 30 and 3P).  

Let’s also note that in the right thalamus no P50 was measured which could be due to 

degeneration of the multisensory neurons in the thalamus. We will further address this question in 

subsequent sections by demonstrating a P50 specific to unpleasant peripheral pictures in absence 

of visual awareness. 

Eccentricities for both seen and unseen pictures are decoded at early latencies in both thalami 

In the left thalamus, discrimination between seen paracentral and near periphery conditions show 

that P2 was more prominent for paracentral stimuli in parts of the anterior and posterior thalamus 

(cluster between 120 and 187 ms, p < .05 corrected; Figure 3E, seen paracentral vs near periphery: 

positive t-values between 1.49 and 4.29, significant DA values between 59.57 and 63.83 % in 28 

nodes, p < .05 corrected; Figure 3F) and that P3 was specific to the paracentral seen condition. On 

the other hand, for unseen stimuli, the duration and amplitude of N1 were larger for the near 

periphery condition (96 ms) compared to the paracentral condition (62 ms) in the medial, lateral, 

and posterior part of the thalamus, suggesting that this negative peak, which was brief for seen 

stimuli (42 ms) could inversely correlate with the degree of visual processing (cluster between 148 

and 187 ms, p < .05 corrected; Figure 3I, positive t-values between 1.93 and 4.07, significant DA 

values between 59.19 and 66.55% in 33 nodes, p < .05 corrected; Figure 3J). Significant temporal 

decoding between eccentricities for seen stimuli is limited to one-time window and induces no 

generalization effect (0.68 ± 0.04 < sig. AUC < 0.74 ± 0.03, p < .05 corrected; Figures 3G and 3H) 

while for unseen stimuli no significant discrimination was observed using the multi-feature 

approach (no sig. AUC, p < .05 corrected; Figures 3K and 3L). Finally, no differences in P2 and a 

lack of N2 and P3 suggest a lack of late components for unseen information in the ipsilateral 

thalamus (Table 1). 

In the right thalamus, P3 was larger for seen periphery stimuli compared to seen paracentral 

stimuli specifically in the posterior thalamus which was not significant when the signal was 
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averaged across all thalamic nodes (no significant cluster; Figure 3Q, seen paracentral vs near 

periphery: t-values between -2.35 and -0.88, significant DA values between 59.15 and 62.06% in 

12 nodes; Figure 3R). Considering the previous left thalamic results and the results in the right 

thalamus, a dissociation between lateralization and eccentricity is revealed with the observable P3. 

In fact, seen paracentral stimuli induced a contralateral P3 around 356 ms, and seen near periphery 

stimuli induced an ipsilateral P3 around 459 ms, suggesting that information from both stimuli was 

processed in late stages via different pathways. For unseen stimuli, as observed in the ipsilateral 

left thalamus, a larger contralateral N1 was identified in the right thalamus for the peripheral system 

at around 200 ms, however, this difference wasn’t reflected in the node by node decoding scores 

(cluster between 177 and 283 ms, p < .05 corrected; Figure 3I, unseen paracentral vs near periphery: 

t-values between 0.74 and 2.02, no significant DA with a maximum at 57.46%, p < .05 corrected; 

Figure 3J). Unseen stimuli also triggered a strong contralateral thalamic N2 which was absent in 

the ipsilateral thalamus. Moreover, temporal decoding results between eccentricities were similar 

to what was observed in the left thalamus, suggesting a role of the right thalamus in processing 

ipsilateral conscious information (0.68 ± 0.02 < sig. AUC < 0.72 ± 0.03, p < .05 corrected; Figures 

3S and 3T) and no differences were found for contralateral unconscious information (no sig. AUC, 

p < .05 corrected; Figures 3W and 3X). 

The main points to consider when resuming the VER in the thalami are that (1) N2 was 

present in the left thalamus for contralateral seen stimuli at around 200 ms and around 350 ms in 

the right thalamus for contralateral unseen stimuli, (2) the presence of P3 was observed for seen 

paracentral stimuli in the contralateral thalamus and for seen near periphery stimuli in the ipsilateral 

thalamus and (3) differences between eccentricities were observed in the N1 and P2 latency 

windows for the unseen and seen conditions, respectively. 

Activity and generalization differ between the left and right amygdala in processing visual 

information 

In the left amygdala, the seen condition induced larger P1, N1, and P2 components peaking at 126, 

213, and 320 ms, respectively, compared to the unseen condition. These larger VERs resulted in 

latent peaks for perceived stimuli and earlier onsets for unperceived stimuli. Two significant 

clusters were found in the left amygdala (cluster 1 between 78 and 312 ms and cluster 2 between 

425 and 523 ms, p < .05 corrected; Figure 4A). Within these clusters we illustrated three time points 
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that revealed significant differences across nodes (t1 (150ms): t-values between 4.12 and 4.79, 

significant DA values between 56.89 and 61.41% in 12 nodes, p < .05 corrected; t2 (250ms): t-

values between -3.18 and -1.67, significant DA values between 56.48 and 56.78% in 4 nodes, p < 

.05 corrected; t3 (450ms): t-values between 2.34 and 3.44, significant DA values between 56.54 

and 61.06% in 11 nodes, p < .05 corrected; Figure 4B).  

In the right amygdala, the seen condition was associated with a larger P1 and more sustained 

P2. Three significant clusters were observed in the right amygdala (cluster 1 between 100 and 138 

ms, cluster 2 between 195 and 326 ms, cluster 3 between 481 and 533 ms, p < .05 corrected; Figure 

4M) with one selected time point for the classification analysis revealing significant differences 

across nodes (seen vs unseen: t-values between -2.68 and -2.03, significant DA values between 

55.83 and 58.558% in 10 nodes, p < .05 corrected; Figure 4N). Successful discrimination between 

seen and unseen condition started at 151 ms and ended at 500 ms in the left amygdala with reversal 

of activity around 200 ms (0.61 ± 0.02 < sig. AUC < 0.70 ± 0.02, p < .05 corrected; Figures 4C 

and 4D). However, the multi-feature analysis showed that decoding in the right amygdala differed 

from the left amygdala and was more similar to what happens in the thalami and intact V1 with 

significant temporal decoding starting around 143 ms and generalizing around 400 ms (0.61 ± 0.03 

< sig. AUC < 0.70 ± 0.02, p < .05 corrected; Figures 4Q and 4P). 

Stronger responses to peripheral stimuli in the unseen condition are observed in both 

amygdalae 

Within the intact hemifield, a larger N1 was induced by the paracentral condition in the left 

contralateral amygdala (between 130 and 189 ms, p < .05 corrected; Figure 4E, t-values between 

2.49 and 2.96, significant DA values between 58.16 and 62.06% in 10 nodes, p < .05 corrected; 

Figure 4F), while no difference between eccentricities for the seen condition was observed in the 

right ipsilateral amygdala. However, using all temporal and spatial features, only the right 

ipsilateral amygdala showed differences between eccentricities from 145 to 175 ms with no 

significant temporal generalization. Thus, the classical VER analysis and ML analysis highlighted 

different mechanisms suggesting the complementarity of both types of analyses (left amygdala, no 

sig. AUC, p < .05 corrected; Figures 4G and 4H, right amygdala, 0.65 ± 0.04 < sig. AUC < 0.68 ± 

0.02, p < .05 corrected; Figures 4Q and 4P).  
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Within the blind hemifield, near periphery stimuli compared to paracentral stimuli triggered 

a larger amplitude of the N1 component in the left ipsilateral amygdala (unseen paracentral vs near 

periphery: between 134 and 203 ms, p < .05 corrected; Figure 4I, t-values between 0.11 and 1.27, 

no significant DA values; Figure 4J) and a greater P2 in both amygdalae (left amygdala between 

257 and 427 ms, right amygdala between 312 and 404 ms, p < .05 corrected; Figure 4U, left 

amygdala - t-values between -3.32 and -3.09, significant DA values between 58.45 and 62.25% in 

10 nodes, p < .05 corrected; Figure 4V; right amygdala - no significant DA values). Temporal 

decoding results show significant eccentricities differences in the blind hemifield only in the 

ipsilateral left amygdala (left amygdala, 0.68 ± 0.01 < sig. AUC < 0.7 ± 0.05, p < .05 corrected; 

Figures 4K and 4L, right amygdala, no sig. AUC, p < .05 corrected; Figures 4W and 4X).  

Overall, the results in the amygdalae showed that (1) different neural mechanisms in the 

left and right amygdalae for seen and unseen pictures employing machine learning analysis, (2) P1 

was larger for seen paracentral stimuli in the left contralateral amygdala, and (3) N1 and P2 were 

larger for peripheral unseen stimuli compared to paracentral unseen stimuli in both amygdalae 

suggesting a magnocellular dominant pathway for unconscious processing which we will further 

discuss. 

Unpleasant pictures trigger an early thalamic response while pleasant pictures induce 

subcortical magnetic late positive potentials for unconscious peripheral processing 

The advantage of the peripheral system in subcortical regions in the absence of visual awareness 

was moreover observed by showing affective-specific VER and GC for unseen near periphery 

pictures (Figure 5). First, unpleasant pictures triggered a P50 component in the contralateral right 

thalamus which wasn’t induced by pleasant pictures (unseen near periphery unpleasant: P50 

between 10 and 157 ms, i.e., a duration of 147 ms with a peak at 40 ms and amplitude of 1.18 z-

score, unseen near periphery pleasant: P50 no significant, unseen near periphery unpleasant vs 

unseen near periphery pleasant: cluster between 20 and 150 ms, p < .05 corrected; Figure 5A). The 

P50 which we found in the left thalamus for both seen and unseen stimuli notably triggered by the 

sound, wasn’t observed in the right thalamus when all affective and eccentricity conditions were 

merged, which we interpreted as degeneration of thalamic neurons after striate lesion.  However, 

in the right thalamus, the P50, a component known to be enhanced with audiovisual integration 

(Talsma et al., 2007), showed an advantage for unpleasant pictures compared to pleasant pictures 
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in unconscious perception. Later on, we also observe a greater P2 component for unpleasant 

pictures compared to pleasant pictures for unconscious peripheral processing (unseen near 

periphery unpleasant: P2 between 200 and 500 ms, i.e. duration of 300 ms with a peak at 310 ms 

and amplitude of 1.32 z-score, unseen near periphery pleasant: P2 between 180 and 500 ms, i.e. 

duration of 250 ms with a peak at 328 ms and amplitude of 0.72 z-score, unseen near periphery 

unpleasant vs unseen near periphery pleasant: cluster between 300 and 410 ms, p < .05 corrected; 

Figure 5B). On the other hand, unseen near periphery pleasant pictures triggered increases in the 

magnetic late positive potential (mLPP) in the right thalamus compared to neutral pictures (cluster 

between 400 and 557 ms, p < .05 corrected; Figure 5E) and in the left amygdala (cluster between 

567 and 688 ms, p < .05 corrected; Figure 5F) 

The contralateral thalamus and ipsilateral amygdala causally influence each other’s activity 

when processing unconscious peripheral stimuli 

After computing the dominant directionality in causal connectivity between all ROIs, we observed 

significant DOI GC in the right thalamus and left amygdala. In fact, we noted a significant influence 

from the thalamus to the amygdala involving inter-hemispheric transfer for unpleasant pictures 

compared to pleasant pictures. On the other hand, activity in the amygdala that arises from the 

presentation of pleasant pictures causally influenced the activity of the thalamus (unseen near 

periphery unpleasant: Th-rh --> Am-lh, DOI GC ˃  0 between 270 and 300 ms and peak value 0.025 

± 0.005, unseen near periphery pleasant: Am-rh --> Th-rh, DOI GC < 0 between 260 and 320 ms 

and peak value -0.036 ± 0.008, unseen near periphery unpleasant vs unseen near periphery pleasant: 

cluster between 260 and 300 ms, p < .05 corrected; Figure 5C). These results are of clear 

importance in demonstrating the role of the thalamus and its influence on the amygdala to process 

affective pictures in the absence of conscious perception via the magnocellular/peripheral system 

and the importance of computing bidirectionality which show affective-specific differences in 

favor of unpleasant and pleasant pictures (Figure 5D). Collectively, we show an affective-specific 

subcortical evoked response for unseen peripheral stimuli supported by a rapid thalamo-amygdala 

pathway. 
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DISCUSSION 

The aim of this study was to assess the VER at the cortical and subcortical source level that could 

lead to a better understanding of the cognitive processes that support affective specific and non-

specific conscious and unconscious perception when V1 is lesioned.  Thus, we used temporal 

decoding and generalization to predict the evoked activity that arises when SJ’s intact and blind 

hemifields were stimulated with natural affective and neutral scenes.  

Unseen pictures are processed in the intact V1 through inter-hemispheric transfer 

Stimulating the intact contralateral hemifield yielded the first component in V1 under 100 ms, 

known as C1 originating from the striate cortex, followed by P1, N1, P2, N2, P3, and N400 

triggered by feedback projections from higher-order regions (Railo et al., 2011; Di Russo et al., 

2002). Interestingly, C1 wasn’t evoked in V1 after stimulation of the blind hemifield, but a reliable 

P1 was observed. The ipsilateral P1 was longer and shifted in time compared to the contralateral 

P1 suggesting a strong VER in blindsight through inter-hemispheric transfer and recruitment of 

extra-striate regions to process information even in the absence of visual awareness (Figure 2A). 

The longer duration of the P1 component for unseen pictures was also found for peripheral stimuli 

(which we will discuss later on). In fact, P1 has been shown to be specific to visual selective 

attention (Hillyard and Anllo-Vento, 1998), to respond to reflexive attentional paradigm (Ries and 

Hopfinger, 2011) as used in this study, to contralateral and ipsilateral information (Mangun et al., 

2001) with expected differences in peak latencies between contralateral and ipsilateral stimulation 

as observed in typical participants due to inter-hemispheric transfer in the latter case (Di Russo et 

al., 2002). Thus, we interpret these results in terms of differences in attentional load between 

unseen/peripheral stimuli and seen/paracentral stimuli (Klimesch, 2011). Moreover, at the source 

level using decoding, we validated that at around 100 ms the nodes in the intact V1 were greatly 

activated for seen pictures and were later activated by unseen pictures around 150 ms (Figure 2B) 

which confirm the processing of unconscious information in the ipsilateral intact V1.  

The intact V1 shows differences in late processing for seen and unseen pictures 

Classification between a conscious and unconscious percept involved significant decoding 

accuracy starting at 90 ms and generalization after 400 ms concurring with the P3 and N400 latency 

window, which generalization wasn’t observed for differences in eccentricities within both 
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hemifields (Figures 2 C, D). The possibility to train the algorithm at 400 ms and predict whether 

the stimulus was seen or unseen at subsequent time windows suggests reactivation of V1 nodes 

through rapid re-entrant feedback and maintained activity in V1 that is more important for seen 

pictures compared to unseen pictures (Dehaene and King, 2016). These late VER differences 

originating from higher order regions could explain the lack of visual awareness following a V1-

lesion (Silvanto, 2015) even when the stimulus in the blind hemifield is able to activate the 

ipsilateral striate cortex as shown in this case study. Hence, V1 does not seem sufficient to produce 

visual awareness because its differential activity depends on the ignition of higher-order regions 

(Baars, 2002; Dehaene and Changeux, 2011; Dehaene et al., 2006) but could be necessary for 

neuronal recurrent amplification which is more important in conditions of awareness (Aru et al., 

2020; Heeger and Zemlianova, 2020; Lamme and Roelfsema, 2000). Adding these results to the 

observed early desynchronization around 200 ms in the temporal generalization matrix, differences 

between seen and unseen pictures seem to be induced by a hybrid model (King et al., 2016). 

Investigating the activity within the thalami furthermore provided insights into these neural 

mechanisms considering the close link between visual consciousness and the thalamocortical loops 

(McFadyen et al., 2020). 

Activations in the thalamus of the lesioned hemisphere suggest functional reorganization  

Classification results also showed significant discrimination between seen and unseen pictures in 

the thalami. The differences in the left thalamus around 150 ms (Figure 3A) preceded the 

differences in the right thalamus of the lesioned hemisphere around 200 ms (Figure 3M) but were 

both after the ones found in the left intact V1 at 100 ms. These first observations shed light on the 

fact that in both thalami, i.e., contralateral and ipsilateral to the stimulus, we weren’t able to 

dissociate the VER induced by a seen and an unseen picture prior to cortical processing. Thalamic 

differences associated with visual awareness, thus seem to be contingent on cortical processing 

(Min, 2010; Sherman, 2016). In fact, seen and unseen pictures induced thalamic VERs that were 

shifted due to additional positive components for seen pictures (P2 and/or P3). These distinct time 

courses could reflect the differences in attentional reflexive capture and higher order cognitive 

processes between seen and unseen pictures as discussed in our previous paper (Hadid et al., in 

preparation). However, the stronger thalamic N1 found contralaterally to the stimulus presentation 

for seen and unseen pictures could be used as a marker of contralateral information processing 
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irrespective of visual awareness. Negativity at the N1 latency window has been associated with 

visual awareness (Förster et al., 2020), however, the negative component that we found in this 

study rather seems to indicate the extraction of relevant information from the contralateral 

hemifield. 

 As for the early components, a P50 was observed only in the left thalamus suggesting 

audiovisual processing of the sound cue presented at the onset of the picture (Starke et al., 2020; 

Talsma et al., 2007), which was almost abolished in the right thalamus. We will further on discuss 

the P50 in the right thalamus which was in reality induced specifically for unseen peripheral 

unpleasant pictures. Interestingly, in the thalamus within the intact hemisphere differences were 

mostly anterior (Figures 3B, F, J) while they were more posterior in the thalamus of the lesioned 

hemisphere which could suggest functional reorganization of thalamic responses following V1 

lesions (Figures 3N, R, V). The posterior part of the thalamus has previously been reported to 

respond to emotional faces in well-known blindsight patient G.Y. (Morris et al., 2001). In fact, 

animal studies have shown that the anterior pulvinar within the thalamus is notably driven by V1 

projections and posterior parts by projections from the superior colliculus (Bennett et al., 2019; 

Elorette et al., 2018) which has been hypothesized to play a key role in blindsight (Kinoshita et al., 

2019; Tran et al., 2019). Moreover, while in both thalami, temporal prediction of seen and unseen 

pictures was above chance-level over time (Figures 3C, S), the generalization was stronger in the 

left thalamus compared to the right thalamus (Figures 3D, T), showing greater recruitment of the 

contralesional thalamus for seen pictures. Nonetheless, as observed in the intact V1, both thalami 

showed differences in re-entry feedbacks and perceptual maintenance concurrent to the hybrid 

model, suggesting the importance of thalamocortical loops in conscious perception even within the 

lesioned hemisphere.  

The left and right amygdalae process information differently 

Similar and distinct neural mechanisms were found between both amygdalae. First, an early 

component around 70 ms was evoked in the left amygdala of the intact hemisphere for seen pictures 

(Figure 4A) which wasn’t observed in the right amygdala of the lesioned hemisphere (Figure 4M). 

Moreover, shifts in the VER between seen and unseen pictures were triggered by a longer P1-N1 

complex for seen pictures in the left amygdala suggesting stronger early responses for contralateral 

stimuli (Figures 4A, B). In the right amygdala, unseen contralateral pictures triggered a faster and 
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stronger N1 and P2 while seen ipsilateral pictures triggered a stronger P1 response and a longer P2 

(Figures 4M, N). These differences suggest that both seen and unseen pictures are processed by 

both amygdalae using different cognitive processing integrating emotional attention through top-

down mechanisms (Vuilleumier, 2005). In fact, temporal decoding showed significant decoding 

scores in the left amygdala from 150 to 500 ms (Figure 4C) and generalization throughout this time 

window which pattern differed from what was found in the intact V1 and both thalami (Figure 4D). 

On the contrary, the right amygdala showed similar temporal predictions as those found in the 

intact V1 and thalami suggesting adequate functionality even after a lesion to the right hemisphere 

(Figures 4O, P), which was not found in previous studies (Bertini et al., 2017, 2019; Cecere et al., 

2014) and could explain the reliable VER obtained after stimulation of SJ’s blind hemifield. 

Nonetheless, differences between the left and right amygdalae have been reported in multiple 

studies, where the left amygdala seems to be specific to emotion content and the right amygdala to 

unconscious processing (Cornwell et al., 2008; Costafreda et al., 2008; Liu et al., 2015; Morris et 

al., 1999). 

Pictures presented at specific eccentricities reveal different neural processes in V1, the 

thalamus, and the amygdala for conscious and unconscious perception 

To assess whether the VER differences and temporal decoding results were specific to visual 

awareness, we’ve compared the responses for paracentral and near peripheral stimuli within each 

hemifield, isolating the laterality, eccentricity, and awareness effects. We found that seen pictures 

presented in the periphery triggered stronger P1/P50-N1 complexes compared to paracentral 

stimuli in the contralateral V1, thalamus, and amygdala (Figures 2E, F, 3E, F, 4E, F). In the intact 

V1, stimulation of the blind hemifield also triggered a stronger P1-N1 complex a few milliseconds 

later, once more suggesting inter-hemispheric transfer (Figures 2I, J). The greater early negativity 

was moreover reported in both thalami (Figures 3I, J, U, V) and ipsilateral left amygdala (Figures 

4I, J) showing that even in the absence of visual awareness the central and peripheral systems are 

differentiated. These results could explain SJ’s faster RTs for both seen and unseen pictures 

presented in the periphery via the recruitment of the magnocellular pathway (Bayle et al., 2011; 

Calvo et al., 2014). Moreover, presentation in the blind hemifield involved the cortical and 

subcortical regions within the intact hemisphere showing the importance of compensatory recovery 

mechanisms following a lesion (Bridge et al., 2008; Georgy et al., 2020; Hadid and Lepore, 2017; 
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Nakasato et al., 1996). Nonetheless, it is also important to note the recruitment of the contralateral 

thalamus within the lesioned hemisphere in unconscious processing which we will further discuss 

in terms of affective-specific differences.  

Having said that, seen pictures presented centrally induced P2 responses known for being 

specific to scene processing (Harel et al., 2016), a P3 associated with higher order processes (Ries 

and Hopfinger, 2011), and a late negative component in the N400 latency window associated with 

the semantical encoding of affective content (Taylor and Fragopanagos, 2005) within the intact 

V1. The P2 response was also stronger for seen paracentral stimuli in the left contralateral thalamus 

(Figures 3E, F). Moreover, differences between the contralateral and ipsilateral thalami were 

observed as seen paracentral pictures induced a P3 in the left thalamus (Figures 3E) and seen near 

periphery pictures induced a P3 in the right thalamus (Figures 3Q) suggesting different roles of the 

ipsilateral and contralateral thalamus in the visual pathways (Ramachandra et al., 2020). 

Considering the role of these VERs in task difficulty (Ma et al., 2016; Woods et al., 1992) and the 

attentional reflexive nature of the task, our results confirm the previous demonstration of the 

involvement of the macaque thalamus in attentional processing (Fiebelkorn et al., 2018; Kastner et 

al., 2020) when discriminating between a stimulus presented centrally and peripherally. The 

amygdalae on the other hand seemed to optimally respond to peripheral pictures with overall larger 

early negativity (N1) and subsequent positivity (P2) (Figures 4I, J, U) suggesting a bias in the 

peripheral system (Bayle et al., 2009, 2011).  

We interpret the results obtained in the intact V1, thalami, and amygdalae by suggesting 

that peripheral information is driven by a magnocellular pathway in the early stages, i.e., at the 

latency of P1, while on the other hand, conscious central presentation recruits the parvocellular 

pathway at higher-order stages. Using ML, we are able to further understand the neural mechanisms 

underlying these pathways. In fact, in the intact V1 when pictures are presented in the intact 

hemifield, significant decoding accuracy was observed under 200 ms (N1 latency window) and 

between 300 and 400 ms (P2 latency window), suggesting the recruitment of two pathways in 

discriminating eccentricity under conscious perception, which we attribute to the magnocellular 

and parvocellular systems, respectively (Figure 2G, H) (Campana et al., 2016; Maunsell et al., 

1999; Tapia and Breitmeyer, 2011). These outcomes are very interesting with respect to SJ’s 

behavioral results, where peripheral pictures were associated with faster RTs and central pictures 
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with more accurate performance (Breitmeyer, 2014). On the other hand, significant decoding 

accuracy when predicting the eccentricity was observed only at the N1 latency window for unseen 

pictures suggesting the sole involvement of the magnocellular pathway (Figures 2K, L). In both 

thalami, significant prediction of the eccentricity was only observed for seen pictures at the N1 

latency window(Figure 3G, H, S, T), while an advantage of the ipsilateral amygdala (Liu and 

Ioannides, 2010) was observed in the temporal decoding performances when discriminating 

paracentral from near periphery stimuli at the N1 latency in the presence (Figures 4S, T) or absence 

of visual awareness (Figures 4K, L). Significantly, ML and VER classical approaches provide 

different conclusions in the comprehension of cognitive processes showing the importance of using 

both tools in neuroscience. Thus, characterizing the evoked time course using multi-feature ML 

analysis added complementary information by integrating spatial features as inputs, which 

contributed to understanding the neural mechanisms underlying the differences between conscious 

and unconscious perception. Taken together, the intact V1, thalami, and amygdala process 

information from the central and periphery differently in conditions of awareness and unawareness 

(Almeida et al., 2015). While all of the above sections contributed to characterizing the neural and 

cognitive mechanisms that are triggered to predict the activity derived from presenting a picture 

that is consciously perceived from a picture that is unconsciously perceived, we were further 

interested in affective-specific differences. 

Early evoked responses in the thalamus suggest an advantage of the peripheral unpleasant 

system in audiovisual integration 

We extended the evoked analysis to differences between affective conditions depending on the 

eccentricity within each hemifield and computed causal FC to assess relations between ROIs for 

each condition. The first probing result was the presence of a P50 in the right thalamus that was 

specific to unseen unpleasant peripheral pictures compared to unseen pleasant peripheral pictures 

(Figure 5A). In fact, when we didn’t find any P50 in the right thalamus when combining all 

conditions for seen and unseen pictures or paracentral and near periphery conditions, we assumed 

that auditive and more specifically audio-visual responses in the damaged hemisphere were 

affected by the V1 lesion (Alvarado et al., 2007; Arden et al., 2003; Shimojo and Shams, 2001). 

Thus, finding a P50 specific to unconscious peripheral unpleasant pictures demonstrate the 

advantage of this system notably in multisensory integration, i.e., hearing the white noise and 
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processing specific information presented to the blind hemifield within the contralateral thalamus. 

To our knowledge, this is the first evidence of a very fast thalamic evoked response specific to 

unconscious negative processing in the blind hemifield. These results suggest the role of the 

thalamus in visual attention toward specific emotions (Frank and Sabatinelli, 2014) even in the 

absence of visual awareness. Thus, conscious and attentional cognitive processes can be 

dissociated, while being intimately linked.  

Bidirectionality of the thalamo-amygdala pathway explains affective-specific differences in 

unconscious peripheral perception 

Moreover, the P50 was followed by an increase of P2 within the left amygdala (Figure 5B) for 

unpleasant pictures (Tao et al., 2021). Moreover, thalamo-amygdala causal influences were 

observed using DOI GC around the onset of P2 (Figure 5C) suggesting bottom-up modulations 

from the thalamus to the amygdala. That said, while previous results showed greater cortical late 

positive potential (LPP) components to emotional pictures (Schönwald and Müller, 2014), we’ve 

demonstrated that pleasant pictures induced greater magnetic LPP (mLPP) which is known to 

originate from higher-order regions (Moratti et al., 2011) compared to neutral pictures. These 

differences were found in the right thalamus between 400 and 600 ms (Figure 5E) and in the left 

amygdala around 600-700 ms (Figure 5F). The temporal relation between the evoked amplitudes 

was assessed by causal influence from the amygdala to the thalamus for pleasant pictures which 

showed top-down modulations rather than bottom-up modulations. While we previously identified 

causal relations in the high-frequency oscillatory domain between the contralateral thalamus and 

contralateral amygdala in processing non-specific and affective-specific stimulations in SJ’s blind 

hemifield (Hadid et al., in preparation), the VER analysis in this study allowed us to mitigate our 

previous results by showing the involvement of the ipsilateral amygdala within the intact 

hemisphere specific to peripheral pictures, which support the role of the left amygdala in processing 

unseen fearful stimuli (Colibazzi et al., 2010; Troiani et al., 2014). The results regarding the 

peripheral pleasant pictures also support our previous findings showing that pleasant pictures are 

associated with a top-down higher-order cognitive system around 300 ms leading to slower RTs 

and better behavioral responses while unpleasant pictures were processed using the feedforward 

connectivity around 300 ms (Hadid et al., in preparation). In this paper, we add to previous 

connectivity results by showing how affective-specific differences associated with the peripheral 
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system are processed differently within the thalamus and amygdala by measuring the VER. These 

results support previous postulates of subcortical responses to negative affective valences in the 

absence of visual awareness (Bayle et al., 2009; Méndez-Bértolo et al., 2016; Ward et al., 2005), 

but also demonstrate that peripheral pleasant pictures are unconsciously processed using different 

mechanisms.  

In conclusion, we were able to assess the brain mechanisms within the intact V1, thalami, 

and amygdalae involved in predicting visual awareness, eccentricity for both seen and unseen 

pictures, and affective valence in unconscious perception. We found that seen and unseen pictures 

were processed in the intact V1 and subcortical regions by feedback re-entrant activity from extra-

striate regions with greater perceptual maintenance over time for conscious visual states. VER 

showed functional differences in thalamic subregions specific to the distinction between the parvo 

and magnocellular pathways and the different roles of the left and right amygdala in processing 

seen and unseen pictures. Subsequently, we showed a thalamic early component (P50) associated 

with the audio-visual response as soon as 10 ms post-stimulus specific to unpleasant unseen 

peripheral pictures in the thalamus of the lesioned hemifield which suggested a fast response of the 

multisensory neurons. This increase in P50 causally increased the P2 component of the left 

amygdala showing functional connectivity between the thalamus and amygdala for unpleasant 

peripheral pictures in the absence of visual awareness. On the other hand, the early activity within 

the amygdala was associated with an increase of the late positive components of the thalamus for 

pleasant peripheral pictures in the absence of visual awareness. These results shed light on the 

neural correlates associated with affective-specific differences within the thalamo-amygdala 

pathway by emphasizing the importance of the bi-directionality of these connections. In 

conclusion, this study provides new knowledge on the cognitive and neural mechanisms that 

support conscious and unconscious affective information following a V1-lesion by offering 

predictive analysis using spatial and temporal precisions in subcortical regions. 
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Figure 1. –  Patient SJ and methods  

 (A) A surgical removal of the right occipital cortex was performed on SJ which is shown in the 

T1-weighted MRI images. The resection area extends to the right superior occipital gyrus, cuneus 

and lingual gyrus, including a complete V1 resection.  Schematic representation of MAL’s 

complete left homonymous hemianopia with no macular sparing. (B) Different views of the source 

reconstruction show both cortical and subcortical areas, including the left thalamus (Th-lh) and 

right thalamus (Th-rh), left and right hippocampus and left amygdala (Am-lh) and right amygdala 

(Am-rh) in the left hemisphere (Lh) and right hemisphere (Rh). (C) Schematic illustration of the 

forced-choice paradigm. SJ was tested on a 3-alternative forced-choice affective discrimination 

paradigm in which 300 unpleasant, neutral, and pleasant natures scenes from the IAPS were 

randomly presented for 1000 ms. Pictures appeared either in the paracentral or near the periphery 

i.e., at 6° or 12° of eccentricity from the fixation cross, respectively, of the intact right visual 

hemifield and blind left visual hemifield. An inter-stimulus interval (ISI) randomly varied between 
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2000 and 2500 ms. White noise at stimulus onset indicated that a response was needed as fast as 

possible while SJ’s fixation had to remain on the cross. When pictures were presented in his blind 

hemifield, SJ didn’t perceive any picture but had to guess the ‘correct’ answer. – Figure 1 

 

 

Figure 2. –  The intact V1 processes information from the blind hemifield through inter-hemispheric 

transfer using neural mechanisms that differ from conscious perception. 
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 VER, decoding, temporal decoding, and temporal generalization in single trial analyses revealing 

activity in the calcarine sulcus (V1-lh). (A-D) Comparisons between seen (red) and unseen (blue) 

stimuli. (E-H) Comparisons between seen paracentral (red) and seen near periphery (pink) stimuli. 

(I-L) Comparisons between unseen paracentral (blue) and unseen near periphery (light blue) 

stimuli. (A,E,I) VER and statistical differences over time between conditions were assessed using 

cluster-based permutation analysis corrected for multiple comparisons. Significant differences are 

highlighted in grey. (B,F,J) Differences between conditions for specific time points across all nodes 

of the intact V1 were illustrated as T-values. Statistical differences corrected for multiple 

comparisons computed as DA (%) were assessed using ML by decoding conditions across nodes. 

Only significant nodes are illustrated in the intact V1. (C,G,E) Temporal decoding over time was 

determined as the AUC using all nodes of the intact V1 as features. Threshold for significance was 

assessed using Bonferroni corrections. Significant AUCs are highlighted in grey. (D,H,L) Matrices 

show the results obtained from the temporal generalization analysis measured as the AUC over 

time using all nodes of the intact V1 as features. Threshold for significance was assessed using 

Bonferroni correction and significant AUCs are shown in the small matrix at the bottom left of the 

figure. – Figure 2 
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Figure 3. –  The thalami play an important role in perceiving conscious and unconscious information.   
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VER, decoding, temporal decoding, and temporal generalization in single trial analyses reveal 

activity in the left thalamus (Th-lh) and right thalamus (Th-rh). (A-D) Comparisons between seen 

(red) and unseen (blue) stimuli in the Th-lh. (E-H) Comparisons between seen paracentral (red) 

and seen near periphery (pink) stimuli in the Th-lh. (I-L) Comparisons between unseen paracentral 

(blue) and unseen near periphery (light blue) stimuli in the Th-lh. (M-P) Comparisons between 

seen (red) and unseen stimuli (blue) in the Th-rh. (Q-T) Comparisons between seen paracentral 

(red) and seen near periphery (pink) stimuli in the Th-rh. (U-X) Comparisons between unseen 

paracentral (blue) and unseen near periphery (light blue) in the Th-rh. (A,E,I,M,Q,U) VER and 

statistical differences over time between conditions were assessed using cluster-based permutation 

analysis corrected for multiple comparisons. Significant differences are highlighted in grey. 

(B,F,J,N,R,V) Differences between conditions for specific time points across all nodes of the 

thalami are illustrated as T-values. Statistical differences corrected for multiple comparisons 

computed as DA (%) were assessed using ML by decoding conditions across nodes. Only 

significant nodes are illustrated in the thalami. (C,G,E,O,S,W) Temporal decoding over time was 

determined as AUC using all nodes of each thalamus as features. Threshold for significance was 

assessed using Bonferroni corrections. Significant AUCs are highlighted in grey. (D,H,L,P,T,X) 

Matrices show the results obtained from the temporal generalization analysis measured as the AUC 

over time using all nodes of each thalamus as features. Threshold for significance was assessed 

using Bonferroni correction and significant AUCs are shown in the small matrix at the bottom left 

of the figure. – Figure 3 
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Figure 4. –  The left and right amygdala have distinctive roles in processing seen and unseen 

information.  
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VER, decoding, temporal decoding, and temporal generalization in single-trial analyses reveal 

activity in the left amygdala (Am-lh) and right amygdala (Am-rh). (A-D) Comparisons between 

seen and unseen stimuli in the Am-lh. (E-H) Comparisons between seen paracentral and seen near 

periphery stimuli in the Am-lh. (I-L) Comparisons between unseen paracentral and unseen near 

periphery stimuli in the Am-lh. (M-P) Comparisons between seen and unseen stimuli in the Am-

rh. (Q-T) Comparisons between seen paracentral and seen near periphery stimuli in the Am-rh. (U-

X) Comparisons between unseen paracentral and unseen near periphery stimuli in the Am-rh. 

(A,E,I,M,Q,U) VER and statistical differences over time between conditions were assessed using 

cluster-based permutation analysis corrected for multiple comparisons. Significant differences are 

highlighted in grey. (B,F,J,N,R,V) Differences between conditions for specific time points across 

all nodes of the amygdalae are illustrated as T-values. Statistical differences corrected for multiple 

comparisons computed as DA (%) were assessed using ML by decoding conditions across nodes. 

Only significant nodes are illustrated in the amygdalae. (C,G,E,O,S,W) Temporal decoding over 

time was determined as the AUC using all nodes of each amygdala as features. Threshold for 

significance was assessed using Bonferroni corrections. Significant AUCs are highlighted in grey. 

(D,H,L,P,T,X) Matrices show the results obtained from the temporal generalization analysis 

measured as the AUC over time using all nodes of each amygdala as features. Threshold for 

significance was assessed using Bonferroni correction and significant AUCs are shown in the small 

matrix at the bottom left of the figure. – Figure 4  
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Figure 5. –  The thalamus rapidly responds to unpleasant peripheral pictures in the absence of visual 

awareness and causally drives the activity of the amygdala, while the amygdala influences the 

activity of the thalamus for pleasant pictures.  
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Single-trial analysis of VER and GC for unconscious affective-specific differences in the near 

periphery of the blind hemifield. (A, E) Comparison between unseen near periphery unpleasant 

pictures (blue), pleasant pictures (green), and neutral pictures (light blue) in the right thalamus. 

Unpleasant pictures induced a larger P50 compared to pleasant pictures. Pleasant pictures induced 

a greater magnetic late positivity potential (mLPP) compared to neutral pictures. (B, F) Comparison 

between unseen near periphery unpleasant pictures (blue), pleasant pictures (green), and neutral 

pictures (light blue) in the left amygdala. Unpleasant pictures induced a larger P2 compared to 

pleasant pictures. Pleasant pictures induced an mLPP compared to neutral pictures. (C, G) The 

dominant directionality in GC between the right thalamus and the left amygdala was computed as 

the DOI which assessed the net difference between GC measured from the right thalamus (Th-rh) 

to the left amygdala (Am-lh) and from the left amygdala to the right thalamus. Significant 

differences over time between conditions in GC DOI were addressed using cluster-based 

permutation analysis. Around 300 ms, the right thalamus exerted a significant causal influence on 

the left amygdala for unpleasant pictures, while the left amygdala exerted a significant causal 

influence on the right thalamus for pleasant pictures. (D) Schematic representation of VER 

components and the direction of the causal functional connectivity found between the Th-rh and 

the Am-lh for unseen near periphery unpleasant (blue) and pleasant pictures (green). – Figure 5 
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Tableau 1. –  Onset (O), Peak (P) & Duration (D) of ERF components (ms) 
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Abstract 

Preserved blindsight abilities in patients with V1-lesions suggest that visual awareness isn’t 

necessary to process information in the blind field. However, the ability to detect unpredicted 

sudden changes in blindsight has yet to be characterized. We propose to assess such abilities for 

motion stimuli using the visual mismatch negativity (vMMN) thought to reflect prediction errors 

in a pre-attentive state. We hypothesize that the neural correlates associated with this mismatch 

response could potentially be used as a marker of unconscious detection of changes. Therefore, we 

measured the brain's ability to detect motion changes without participants consciously reporting 

these changes during EEG recordings.  This was possible by using a high load central Stroop task 

presented simultaneously with a peripheral visual oddball paradigm. The task was performed by 

neurotypical individuals and patient ML presenting blindsight in her right blind hemifield for 

motion stimuli. We demonstrated that our paradigm triggered a vMMN, P3a, and synchronization 

in theta power reflecting a genuine mismatch response and automatic processing in the absence of 

visual awareness as these components were observed in the neurotypical group and the patient’s 

blind hemifield. Moreover, the prediction errors were seemingly characterized by large-scale 

functional network modulations in different frequency bands which revealed inequivalent 
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implications for the left and right hemifields. Interestingly, theta posterior connectivity was 

stronger in ML’s blind hemifield compared to the controls’ right hemifield suggesting functional 

theta enhancement in blindsight. Taken together, our results indicate the potential use of the vMMN 

as an electrophysiological biomarker to measure unconscious visual processing in neurotypical and 

blindsight individuals. 

Introduction 

Detecting sudden changes in the visual field, particularly when they breach environmental expected 

regularities, is fundamental to effectively responding to relevant or biologically significant stimuli. 

Blindsight individuals with lesions to the primary visual cortex (V1) causing homonymous 

hemianopia (HH) can perform above chance-level to biologically significant stimuli, as motion 

stimuli (Barton and Sharpe, 1997) presented in their blind field, even if they occur in the absence 

of visual awareness (Sanders et al., 1974; Weiskrantz et al., 1974). However, their ability to 

automatically detect a deviant change has yet to be established. We propose to assess such abilities 

for motion stimuli independently of behavior using the visual mismatch negativity (vMMN) as a 

reliable EEG biomarker thought to reflect automatic unpredicted change detection in a pre-attentive 

state (Amenedo et al., 2007; Clifford et al., 2010; Lyyra et al., 2012).  

The vMMN can be detected as posterior negativity around 200 ms elicited when the 

presentation of a rare stimulus (i.e., deviant) alters sequential frequent stimuli (i.e., standard) in an 

oddball sequence (for reviews see Pazo-Alvarez et al., 2003; Qian et al., 2014; Stefanics et al., 

2014) caused by a violation of regularities (Fitzgerald and Todd, 2020; Kimura et al., 2010; 

Kuldkepp et al., 2013; Stefanics et al., 2011; Tales et al., 1999; Yeark et al., 2021). The vMMN 

can also be characterized by modulations of specific oscillatory responses, notably in the theta (4-

7 Hz) and alpha (7-13 Hz) bands (Chen et al., 2020; Hesse et al., 2017; Stothart and Kazanina, 

2013; Wei and Gillon-Dowens, 2018; Yan et al., 2017). Such assessments could provide further 

knowledge on prediction errors associated with the detection of changes that are based on past 

experience and context, i.e. presentation of a regular sequence of standards, where the system 

predicts the incoming sensory input (Oxner et al., 2019; Rowe et al., 2020; Stefanics et al., 2016). 

Therefore, the mismatch between the deviant stimulus and internal representation mirrors the 

discrepancy between the bottom-up and top-down systems, respectively. While it is still up to 

debate, both systems have been known to contribute on different network scales to conscious and 
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unconscious processing (Mashour and Hudetz, 2018) with regard to other higher-order 

mechanisms such as allocation of attentional resources (Mashour et al., 2020). Nonetheless, the 

vMMN in the absence of conscious perception has only recently been characterized by oscillatory 

mismatch responses (Chen et al., 2020) and spatiotemporal network patterns recruiting posterior 

regions (Rowe et al., 2020). Moreover, in the auditory modality, unconscious detection of 

unpredicted changes has been assessed by the MMN (King et al., 2013) and by a subsequent fronto-

central positivity around 300 ms, i.e. the P3a, independent of attentional reallocation reflecting 

automatic processing (Muller-Gass et al., 2007). Importantly, the auditory mismatch response in 

responsive unconscious individuals has been shown to influence the P3a, posterior theta-alpha 

power, and functional connectivity (Hermann et al., 2020). These mechanisms could be associated 

with a genuine vMMN that unravels unconscious detection of unpredicted changes. Such 

demonstration might be used as an alternative or complementary measure of unconscious abilities 

in blindsight patients and more largely in visual awareness studies to reduce biases induced by 

subjective measurements (Soto et al., 2019; Tsuchiya et al., 2015).  

Thus, the challenge and aim of this study are to assess the local and network neural 

correlates of a vMMN that is observable in the absence of visual awareness in neurotypical 

individuals and ML, a patient with a right HH following a complete left V1-lesion known for 

presenting type II blindsight for motion detection (Tran et al., 2019). We hypothesize the presence 

of mismatch response independent of visual awareness in the neurotypical group and blindsight 

patients characterized by (1) posterior negativity around 200 ms, (2) a frontal positivity around 300 

ms, (3) posterior theta-alpha power modulations, and (4) changes within a posterior and frontal 

neural network. To test our predictions, we asked participants to complete a high load central 

Stroop task requiring focused attention during EEG recordings. With the purpose to induce a 

mismatch response, we simultaneously presented an unattended peripheral motion oddball 

paradigm in the left or right hemifield of participants where motion changes weren’t consciously 

reported. Taken together, our results could support the vMMN as an electrophysiological 

biomarker to measure unconscious visual processing in neurotypical and blindsight individuals. 

Methods 

Subjects  



158 

Twenty neurotypical adults [14 females, age range (mean ± SD 21.65 ± 2.58 y), 16 right-handed] 

and one HH patient, ML [female, age 28 at the time of the testing, right-handed] participated in the 

current study. ML has a complete unilateral post-chiasmatic lesion to the left occipital cortex 

resulting in a contralateral visual loss of her right hemifield with no macular sparing. ML 

demonstrates Type II blindsight abilities as evaluated by forced-choice motion detection paradigms 

(Sahraie et al., 2010). A complete description of the patient’s history can be found in our previous 

study (Tran et al., 2019). Except for the patient's blind hemifield, all participants had normal or 

corrected to normal vision at the time of testing (including the patient's intact visual hemifield). 

This study was approved by the Comité d'éthique de la recherche du Centre de recherche du Centre 

hospitalier de l'Université de Montréal (CRCHUM), Montréal, Canada. Participants were asked to 

provide written and informed consent prior to participation and received financial compensation 

for their allocated time to this study. 

Passive peripheral motion direction oddball design with central Stroop task 

Visual stimuli were presented using Presentation® software (Version 18.0, Neurobehavioral 

Systems, Inc., Berkeley, CA) on a projector screen (195x146cm2) in a darkened anechoic room 

around 60Lux. Participants were asked to sit 114cm away from the screen (distance maintained 

with a chinrest) and perform a behavioral high-speeded Stroop Task. Simultaneously, a visual 

oddball paradigm was presented in their peripheral visual field either in the left or right hemifield 

to elicit a vMMN. The Stroop Task, which requires a maintained and high level of attention, was 

presented in central vision to ensure that attention was not drawn to the oddball. 

         The Stroop task consisted of color words (i.e., red, blue, green, yellow, purple) written in 

congruent or incongruent ink colors on a black background presented in the middle of the screen 

for 500 ms with an interstimulus interval (ISI) of 900ms for a total trial duration of 1400ms. 

Participants were instructed to use their right hand and respond "1" on a numerical keyboard when 

the word was congruent with the color or "2" if the word was incongruent with the color (e.g. 

congruent: the word red written in red ink vs. incongruent: the word red written in blue ink). 

Accuracy rate and reaction times (RTs) were collected for behavioral analyses. There were no 

instructions regarding the visual oddball presented in the periphery and no details about the nature 

of the stimuli were provided. We only asked them to ignore anything happening outside their 
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central vision and ensure that the participant was effectively doing the task for a few minutes with 

focused attention prior to presenting the peripheral oddball sequence.  

         The peripheral passive oddball paradigm was designed to induce a strong primitive 

biological change (Pazo-Alvarez et al., 2004), reduce refractoriness (Kuldkepp et al., 2013; 

Stefanics et al., 2014b), and a rapid change (short ISI) with respect to the visual sensory memory 

time span (Astikainen et al., 2008). The peripheral motion stimuli for the oddball paradigm were 

generated using the random-dot kinematogram (RDK) model (Morrone et al., 2000) and consisted 

of 150 black moving dots (0.5° in diameter, speed of 12º/sec, lifetime of 150ms), with 100% motion 

coherence in one direction, presented over a white patch (12°x12°) at 12° of eccentricity in the 

right or left hemifields. The use of black dots reduced any possibility of refractoriness and 

luminance indices about the direction of the motion. The oddball paradigm consisted of this 

stimulus presented in a repetitive sequence, where standard stimuli refer to dots moving in an 

upward direction for 85% of the trials, and deviant stimuli refer to dots moving downward for 15% 

of the trials. The duration of each trial of moving dots was 1 second with an ISI of 400ms for a 

total of 1400 ms which is the equivalent time window as a single trial in the Stroop task, presented 

simultaneously. The change in motion direction, evoking a potential change in attention, always 

occurred at the same time as the presentation of a new word, thus excluding the possibility of 

conscious attention to the periphery within 500 ms. Participants were asked to perform two blocks 

in total, each lasted 20 minutes and including 800 trials (680 standards and 120 deviants) (Figure 

1). At the end of the experiment, participants were asked whether they perceived "something 

changing in their peripheral vision while performing the Stroop Task", to assess their subjective 

account of the presentation of the oddball paradigm. However, no participant was able to describe 

the peripheral stimuli or report conscious perception of changes in motion direction. 

Blindsight evaluations  

ML's MRI data and visual field evaluations (Figures 2A and 2B) are from our previous study (Tran 

et al., 2019), where the visual field evaluation was provided by neurologist Dr. Dang Khoa Nguyen 

and a team of therapists from the Centre Hospitalier de l'Université de Montréal (CHUM). ML's 

ability to detect motion was demonstrated in our previous study but we further tested her residual 

abilities using static dots, motion detection, and motion discrimination with the same experimental 
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apparatus as the one described when performing the Stroop task. The objective was to ensure that 

we were able to assess a behavioral spectrum of ML’s blindsight abilities. 

Visual evaluation field 

ML first underwent a plot visual evaluation to ensure that she could not see any of the visual stimuli 

presented in her blind hemifield.  She kept her eyes steady on the fixation cross throughout the 

task, which was ensured with the eye tracker recordings. A grey disk of 2° on a black background 

was presented for 100 ms with an ISI ranging between 1000 ms and 1500 ms in 165 different 

positions covering almost every pixel of the screen. No stimulus was presented within a distance 

of 3º from the fixation point. Each position was presented four times. 165 blank trials were 

presented to guarantee that ML responded only when the stimulus was perceived or sensed, totaling 

825 trials. ML always detected the visual stimuli presented in her normal left hemifield, but never 

responded to the visual stimulus presented in her right blind hemifield or to the blank trials. This 

evaluation validated the premise that ML could not see any of the visual stimuli that were presented 

in her blind right hemifield using the apparatus described in this study.  

 

Pointing task 

To validate whether ML was nonetheless able to unconsciously process visual static information 

in her blind hemifield, we asked her to perform an action towards a target which has been 

previously shown to assess preserved abilities despite lack of visual awareness (Danckert et al., 

2003; Goodale and Milner, 1992). Therefore, ML fixated a white cross at all times and the sound 

signal, i.e. a white noise of 100 ms, she had to point towards a grey circle of 2º appearing in her 

blind hemifield during 500 ms even though she couldn’t see it as reported by the visual evaluation 

field. Each trial consisted of a static dot presented on a black background in one of 80 different 

random positions within her blind hemifield covering the visual field from 3 to 45 º of eccentricity. 

ML results showed residual unconscious ability as the position where she pointed significantly 

correlated with the actual position of the target (R2 = 0,17; p ˂ .05) (Figure 2C). 

 

Spontaneous motion detection 

In order to assess ML’s spontaneous motion detection abilities, we asked her to fixate the cross 

throughout the entire task and to signal by pressing either "1" or "2" on a keyboard key if she "felt 

any sensation" that something static or in motion was presented in her blind hemifield. Each trial 
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consisted of the presentation of a 12 º white patch holding 150 black dots of 0.5 º presented on a 

white background at an eccentricity of 12 º which corresponded to the eccentricity and dimension 

of the motion stimuli described in the peripheral oddball of this study. The dots were either static 

or they moved upward or downward at a speed of 12 º/sec for 3 seconds. In total 600 trials were 

presented with 300 static trials and 300 motion trials. ML never responded that she had a feeling 

of something happening in her blind hemifield for static stimuli, but significantly detected 81% of 

the motion trials (X2=120.53, p < .001) confirming her Type II blindsight (Figure 2D). It is 

important to note that this "sensation" wasn’t visual in nature, as ML couldn’t describe what 

triggered or characterized this unconscious feeling.  

 

Forced-choice motion discrimination 

Using the same stimuli characteristics as the spontaneous motion detection task, we further 

examined ML’s ability to discriminate between motion directions in a forced-choice task where 

the response was triggered by a white noise. The instruction was to fixate the cross throughout the 

entire task and to respond as fast as possible after the auditive signal by pressing "1" if she thought 

the dots were moving in an upward direction and "2" for a downward direction. However, her 

performance of 54% wasn’t above chance-level (X2=4.85, p = .08) suggesting that she wasn’t able 

to significantly discriminate between motion directions (Figure 2D). These results are important in 

terms of interpreting the presence of a vMMN when a task is unable to detect unconscious behavior 

suggesting its utility as a neural biomarker when a null effect on behavior is observed which is one 

of the main challenges in blindsight literature (Soto et al., 2019).  

 

Data acquisition: EEG recordings 

Electroencephalographic (EEG) activity of the twenty participants was recorded from 32 active 

electrodes, with a total of 40Ag/AgCl electrode sites and five external electrodes placed according 

to the international 10-20 system. After equipment breakage, the EEG activity of the eight 

remaining participants was recorded from 64 active Ag/AgCl electrodes (Biosemi Active Two 

system) and five external electrodes according to the international 10-10 system. The signal for 

both systems was re-referenced to the right and left mastoids. Due to differences in electrode 
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position between the two systems, only 26 common electrodes described in the data analysis 

section were used for further investigation. 

Electrooculography (EOG) activity was recorded from four electrodes to later perform 

ocular correction on the data. The first two recorded horizontal EOG activity and were placed 

bilaterally on the zygomatic process of the frontal bone, whereas vertical EOG activity was 

recorded by placing an electrode above and below the right eye. The impendence was preserved 

under 5KΩ for all electrodes and verified throughout the entire experiment. The signal was 

digitized at 1000Hz. The anechoic room served to optimize the signal recording. 

Behavioral data analysis 

Responses were recorded for the Stroop Task for both correct and incorrect answers to ensure 

participants successfully completed the task, thus allocating full attention to their central vision. 

Correct answers refer to answering "1" when the written word and color of the ink were congruent 

or "2" if the written word and color of the ink were incongruent and vice versa for incorrect 

answers. Reaction times were collected for each neurotypical participant and we compared the 

effect of presenting a standard or deviant stimulus in the periphery on the performance and RTs to 

the Stroop task with t-tests and a significance level of p < .05. We also compared ML’s intact and 

blind hemifields. We wanted to confirm that the peripheral task didn’t impact the ongoing active 

task which allowed us to determine that attention was fully allocated to the Stroop task and that 

participants weren’t aware of the ongoing peripheral oddball. 

 Preprocessing of EEG data  

Brain Vision Analyzer 2.1 software (Brain Products GmbH, 2006) was used to achieve cleaning 

and segmentation of the EEG analyses. The raw data of all participants was filtered using an IIR 

filter with a low cut-off point of ~0.08Hz, a high cut-off point of 30Hz, and a time constant of 0.1s. 

Ocular correction using independent component analysis was performed in order to remove 

components associated with blinks. Finally, an automatic raw data inspection was performed to 

control for artifacts, such as muscular activity, heart rate, and epochs with amplitudes larger than 

±75 µV. An average of 14.4 % of the signal was rejected from the final signal across participants. 

Standard and deviant stimuli were divided, corrected for their baseline, and averaged. 

Segmentation was done from -200 ms pre-stimulus to 800 ms post-stimulus, intervals beyond this 
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range were removed.  For further analysis, the data was extracted from Brain Vision Analyzer and 

converted into MATLAB files. 

Event-related potentials (ERPs) analysis 

Data from 26 electrodes were investigated (Fp1, Fp2, F7, F3, Fz, F4, F8, FT7, FC3, FCz, FC4, 

FT8, C3, Cz, C4, TP7, CP3, CPz, CP4, TP8, P3, Pz, P4, O1, Oz, O2). The event-related potentials 

(ERPs) were assessed for each participant, condition, and hemifield. The vMMN and P3a 

components associated with the detection of motion changes were calculated by subtracting the 

deviant’s average with the standard’s average wave for each subject. The vMMN was marked as a 

significant negative amplitude within the first time period [150-250ms] and the P3a was marked as 

a significant positive amplitude within a second subsequent time period (250-350ms). Difference 

waves (deviant-standard) for all trials were obtained for each participant and hemifield. Statistics 

on the group were performed across subjects after averaging across trials, while statistics on the 

patient were achieved across trials. Specifically, statistical t-tests using cluster-based permutations 

described subsequently were performed to investigate significant differences between standard and 

deviant stimuli across time (Figures 3A-B) and electrodes (Figure 3C-D).  

Power analysis 

Relative power for each participant, condition, and hemifield was assessed using a Hilbert 

transform, implemented in Brainpipe, a python-based toolbox, for five frequency bands, i.e. theta 

(4-7 Hz), alpha (8-13 Hz), beta (13-30 Hz), low gamma (30-60 Hz) and high gamma (60-90 Hz). 

Power estimation was computed based on a sliding time window of 250 ms on the signal segment 

ranging between 200 ms pre-stimulus to 600 ms post-stimulus for each electrode. Baseline 

normalization was applied by subtracting the power by the baseline average and dividing it by the 

baseline average. Subsequently, a single-trial relative power value was assigned to each electrode 

for the standard and deviant conditions, as well as for the difference wave. As described in the 

ERPs analysis, cluster-based permutations were used to assess power differences between deviant 

and standard stimuli and were performed across subjects for the group and trials for the patient 

(Figure 4).  

Spectral connectivity analysis 
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The spectral connectivity analysis allowed us to investigate the relation between the oscillatory 

phases of different electrodes to assess the long-range functional connections within a specific 

frequency band. To control for volume conduction and the use of a common reference, we decided 

to apply the weighted phase lag index (wpli) in order to assess the phase-synchronization between 

two electrodes (Vinck et al., 2011). This method uses the phase leads and lags in the computation 

to address the influence of phase delays and an imaginary part to derogate from the volume 

conduction problem. Thus, the connectivity was assessed in an all-to-all electrode matrix (26*26) 

for all five frequency bands of interest using the single-trial time series for each participant, 

condition, and hemifield. The wpli measures for both conditions were subtracted (wpli deviant – 

wpli standard) to obtain the difference in connectivity between the deviant and the standard 

conditions (Δwpli) across electrodes. This allowed us to assess the frequency bands contributing 

to the automatic detection of changes. The analysis was performed through the spectral 

connectivity pipelines implemented in the open-source NeuroPycon toolbox  (Meunier et al., 2020) 

which calls the wpli function from MNE python (Gramfort et al., 2013). The Δwpli results are 

shown on circular graphs and square matrices (Figures 5 & 6). Statistical analyses were performed 

using permutations, max-statistics correction across participants, and the Crawford-Howell t-test 

comparing the patient to the group.  

Statistical analyses 

Differences between the deviant and standard conditions across time or electrodes for the ERP and 

power analyses were assessed using the cluster-based permutation tests corrected for multiple 

comparisons developed in MNE-python (Gramfort et al., 2013). First, a cluster was identified based 

on the temporal or spatial adjacency of independent t-tests that surpassed a p-value of .05. To 

correct over time points or electrodes, 1000 permutations were computed under a null distribution 

obtained from shuffled labels. The maximum t-value of each cluster was then compared to the 

largest cluster t-value assessed by permutation using a threshold of p-value < .05 (Maris and 

Oostenveld, 2007). The same principle was applied when comparing each condition, i.e., deviant 

and standard, with the null hypothesis. The statistical analysis of the group was performed across 

participants, while a single-trial approach was used for patient ML.  

The Δwpli (wpli deviant – wpli standard) statistical significance was assessed for each 

electrode by using permutations and max-statistics correction to address the multiple comparison 
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problem. Therefore, the labels were shuffled 1000 times which created a null distribution 

(Combrisson and Jerbi, 2015). This distribution provided the threshold of significance which was 

set at a p-value < .001. All significant Δwpli were consequently identified using max-stats 

correction across electrodes for a chance-level threshold set to a p-value < .05. 

To address the statistical difference between the patient and the neurotypical group in terms 

of spectral connectivity (Δwpli patient ML - Δwpli neurotypical group), a specific test named the 

Crawford-Howell t-test was used in case-control comparisons (Crawford and Garthwaite, 2012). 

In fact, spectral connectivity analysis uses all trials when computing the strength of one 

connectivity value. Thus, connectivity on one individual can’t be assessed unless we compare it to 

a group and infer statistical differences from the group average. The threshold of significance was 

set at a p-value < .05.  

Results 

Accuracy and RTs to the Stroop Task show attentional focus on the central task 

Average accuracy and RTs for correct responses to the Stroop Task presented in central vision 

were standard across all neurotypical participants collapsed for the motion stimuli simultaneously 

presented in the left and right visual field (i.e., accuracy: 70.86 ± 0.17 %, RTs: 586 ±102 ms).  For 

the blindsight individual, average accuracy and reaction time for correct responses for the Stroop 

Task were also standard when presented in the left intact visual hemifield (i.e., accuracy: 78.06%, 

RTs: 517.89 ms) and right blind visual hemifield (i.e., accuracy: 75.6%, RTs: 511.29 ms). 

Performance and RTs to the Stroop task were not modulated by the presentation of the deviant or 

standard stimuli in the peripheral visual field for neurotypical participants and the blindsight 

patient. Thus, there was no interaction between the simultaneous presentations of the Stroop task 

in the central visual field and the visual oddball in the peripheral visual field. As the Stroop Task 

is cognitively demanding, accurate performance rates and standard reaction times indicate that 

participants allocated attention to their central vision, thus not to their peripheral visual field. 

The mismatch response in the absence of visual awareness is characterized by vMMN, P3a, 

and theta power modulations  

The first aim of this study was to assess the validity of the peripheral oddball paradigm in inducing 

a reliable posterior vMMN in both the neurotypical group and the blindsight patient. To do so, the 
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difference wave resulting from subtracting the standard activity from the deviant activity (deviant 

minus standard) was computed across all 26 electrodes after stimulation of the left and right 

hemifields.  

The ERP results show a significant occipital vMMN (i.e., O1 and O2 electrodes) for the 

neurotypical group (N=20) when the oddball was presented to the left hemifield at electrode O1 

(cluster between 191 and 240 ms, deviant ERP: peak at 218 ms and amplitude of 1.37 ± 0.67 z-

score, standard ERP: peak at 226 ms and amplitude of 2.33 ± 0.74 z-score, deviant-standard: peak 

at 227 ms and amplitude of -0.98 ± 0.22 z-score, p < .05 corrected; Figure 3A) and at electrode O2 

(cluster between 225 and 241 ms, deviant ERP: peak at 227 ms and amplitude of 2.5 ± 0.7 z-score, 

standard ERP: peak at 224 ms and amplitude of 2.14 ± 0.66 z-score, deviant-standard: peak at 227 

ms and amplitude of -0.71 ± 0.08 z-score, p < .05 corrected; Figure 3A). A significant vMMN was 

also observed for the right hemifield at electrode O1 (cluster between 190 and 209 ms, deviant: 

peak at 209 ms and amplitude of 1.13 ± 0.33 z-score, standard: peak at 227 ms and amplitude of 

2.05 ± 0.51 z-score, deviant-standard: peak at 227 ms and amplitude of -1.06 ± 0.81 z-score, p < 

.05 corrected; Figure 3A) and electrode O2 (cluster between 156 and 210 ms, deviant: peak at 208 

ms and amplitude of 1.19 ± 0.39 z-score, standard: peak at 208 ms and amplitude of 1.90 ± 0.65 z-

score, deviant-standard: peak at 208 ms and amplitude of 0.81 ± 0.20 z-score, p < .05 corrected; 

Figure 3A).  

Likewise, the occipital negative component around the same time window was observed in 

the blindsight patient within the intact hemisphere when stimulating her intact left hemifield 

(cluster between 177 and 191 ms, deviant: peak at 177 ms and amplitude of -5.00 ± 0.40 z-score, 

standard: peak at 177 ms and amplitude of -2.97 ± 0.03 z-score, deviant-standard: peak at 191 ms 

and amplitude of -2.62 ± 0.39 z-score, p < .05 corrected; Figure 3B). These results confirmed that 

the paradigm was adequate to induce a vMMN in the absence of visual awareness considering the 

difficulty of the central task and no conscious report of motion changes in the periphery from any 

participant. Thus, if our claim is valid, we should also find a similar vMMN when stimulating ML’s 

blind hemifield to unravel blindsight abilities. Such results would also and more importantly 

suggest the vMMN as a potential neural marker of unconscious detection of changes. This being 

said, we were able to validate the rationale of our proposal by showing that presenting the oddball 

to ML’s blind right hemifield resulted in occipital negativity in the left hemisphere at O1 (cluster 
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between 142 and 208 ms, deviant: peak at 189 ms and amplitude of 0.92 ± 0.41 z-score, standard: 

peak at 180 ms and amplitude of 2.87 ± 0.23 z-score, deviant-standard: peak at 172 ms and 

amplitude of -2.48 ± 0.63 z-score, p < .05 corrected; Figure 3B) and right hemisphere at O2 (cluster 

between 142 and 208 ms, deviant: peak at 175 ms and amplitude of -7.23 ± 0.35 z-score, standard: 

peak at 175 ms and amplitude of 5.08 ± 0.02 z-score, deviant-standard: peak at 181 ms and 

amplitude of -2.53 ± 0.55 z-score, p < .05 corrected; Figure 3B). Other significant differences 

between both conditions were also observed in ML that didn’t correspond to the vMMN latency 

window and could indicate early and late individual specificities, which will not be further 

discussed in this study. 

After validating a reliable vMMN around 200 ms at the occipital electrodes when 

stimulating both hemifields across participants, intact or blind, we also wanted to assess the spatial 

configuration of the difference wave. Thus, we looked at the activity at different time windows and 

showed significant differences between deviant and standard conditions at the vMMN latency 

window, i.e., between 150 and 250 ms, and at a late positive time window suggesting the presence 

of a P3a, i.e., between 250 and 350 ms. In fact, the difference wave between 150 and 250 ms for 

the left hemifield of the neurotypical group was associated with posterior negativity identified by 

a first significant cluster (cluster formed by O1, Oz, O2,  P3, Pz, and P4, with t-values of -3.22, -

2.14, -2.46, -3.37, -2.75 and -2.38, respectively, p < .05 corrected; Figure 3C) and with a frontal 

positivity identified by a second significant cluster (cluster formed by FC3, FT7, F7, Fz, F4, F8, 

Fp1, and Fp2 with t-values of 1.75, 2.16, 4.57, 2.88, 1.72, 4.26, 4.18 and 3.19, respectively, p < .05 

corrected; Figure 3C). This early frontal positivity was moreover observed in the subsequent time 

window within one anterior significant cluster (C3, Cz, C4, FT7, FC3, FCz, FC4, FT8, F7, F3, Fz, 

F4, F8, Fp1, and Fp2 with t-values ranging from 2.84 to 5.97, p < .05 corrected; Figure 3D). 

Stimulation of the right hemifield triggered one significant posterior cluster associated with 

negativity at the vMMN latency window (cluster formed by O1, Oz, O2, P3, Pz, P4, CP3, CPz, 

CP4, and TP8 with t-values of -4.08, -4.31, -4.45, -3.71, -3.42, -3.46, -3.24, -3.04, -3.45 and -4.54, 

respectively, p < .05 corrected; Figure 3C) and a significant anterior cluster associated with 

positivity in the P3a latency window composed of all electrodes, except O1, Oz and O2 with t-

values ranging from 1.76 to 3.18 (p < .05 corrected; Figure 3C).  
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 In ML, stimulation of her intact left hemifield resulted in two significant clusters between 

150 and 200 ms composed of all electrodes except TP7 represented by negativity with t-values 

ranging from -5.31 to -1.6 (p < .05 corrected; Figure 3D). Evoked components from stimulation of 

the intact hemifield of ML seem to differ from what is observed in controls which could be 

associated with compensation strategies in response to cortical blindness (Celeghin et al., 2017). 

On the contrary, stimulation of her right blind hemifield in the same time window resulted in one 

significant posterior cluster (cluster formed by O1, Oz, O2, P3, Pz, P4, CP3, CPz, CP4, and TP8 

with t-values of -4.56, -4.31, -4.45, -3.71, -3.42, -3.46, -3.24, -3.04, -3.45 and -4.54, respectively, 

p < .05 corrected; Figure 3D) which cluster exactly corresponded to the one found in the 

neurotypical group for the right hemifield. Subsequent frontal positivity was observed for ML’s 

intact hemifield within one frontal cluster (C3, Cz, C4, FT7, FC3, FCz, FC4, FT8, F7, F3, Fz, F4, 

F8, Fp1, and Fp2 with t-values ranging from 2.65 to 5.68, p < .05 corrected; Figure 3D) and for her 

blind hemifield corresponding to three significant clusters including anterior and posterior regions, 

notably O1 which corresponds to the lesioned visual cortex (O1, Pz, P4, CPz, CP4, TP8, C3, Cz, 

C4, FT7, FC3, FCz, FC4, FT8, F7, F3, Fz, F4, F8, Fp1 and Fp2 with t-values ranging from 2.39 to 

8.44, p < .05 corrected; Figure 3D). Interestingly, the frontal positivity could be associated with 

automatic processing rather than attentional allocation to the deviant condition presented in the 

periphery as previously suggested in the auditory modality (Muller-Gass et al., 2007).  

We further wanted to assess the role of different frequency bands associated with detecting 

changes in the absence of visual awareness. Computing evoked oscillatory local power adds an 

understanding of the role of each frequency band in unconscious change detection. The results 

showed that the subtraction between the deviant and standard conditions induced significantly 

increased power activity in the posterior and temporal electrodes specifically within the theta range 

(4-7 Hz). In fact, theta synchronization was significantly increased in the neurotypical group for 

the left hemifield (cluster formed by TP7 and C4 with t-values of 6.86 and 1.77, respectively, p < 

.05 corrected; Figure 4A), while similar synchronization in the left temporo-posterior regions was 

observed for the right hemifield without being statistically significant (Figure 4A). The difference 

wave also induced synchronization in patient ML when her intact (cluster formed by O1, Oz, and 

P4 with t-values of 3.32, 2.1, and 3.14, respectively, p < .05 corrected; Figure 4B) and blind (cluster 

formed by TP7, CP3 and CPz with t-values of 3.21, 3.07 and 2.11, respectively, p < .05 corrected; 

Figure 4B) hemifields were stimulated. The increase in theta found in both the group and patient 
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and within both hemifields was mainly associated with reduced desynchronization in the deviant 

condition compared to the standard condition.  

Spectral connectivity shows specific networks that differ between the side of presentation and 

between neurotypical individuals and the blindsight patient 

Reporting the local event-related neural responses allows us to identify cognitive mechanisms that 

emerge after processing specific information. However, in order to better comprehend the 

involvement of the long-range neural networks in the mismatch response, we computed the 

differential spectral connectivity between the deviant and standard conditions in each frequency 

band which will be addressed as the Δwpli.  

 The Δwpli results showed specific differences between frequency bands and hemifields in 

the neurotypical individuals. In fact, at the group level, we observe that the deviant stimuli 

presented in the left hemifield induced significant greater synchronization between electrodes in 

the theta band between the left and right hemispheres of fronto-central regions (F3-CP4, F4-CP3, 

FT7-F8, FC3-FC4, p < .05 corrected; Figure 5A), in the alpha band between Pz and CP4 of the 

right hemisphere (p < .05 corrected; Figure 5A), in the beta band mainly between frontal regions 

(34 significant connections, p < .05 corrected; Figure 5A). We also observe a clear increase of the 

global connectivity in high-frequency bands compared to lower frequency bands, notably in the 

low gamma (90 significant connections, p < .05 corrected; Figure 5A) and high gamma band (88 

significant connections, p < .05 corrected; Figure 5A). These differences seem to involve a large 

network where frontal regions communicate with the rest of the brain. Surprisingly, when the 

oddball was presented to the right hemifield the important increase of oscillatory communication 

between regions to the deviant stimulus was greatly reduced. Nonetheless, we found differential 

connections in the alpha band specific to left frontal electrodes (F7-FT7, p < .05 corrected; Figure 

5B) and right posterior electrodes (Oz-TP8, p < .05 corrected; Figure 5B), in the beta band between 

fronto-occipital regions (O2-FC3, O2-O1, p < .05 corrected; Figure 5B), in the low gamma band 

(10 significant connections, p < .05 corrected; Figure 5B) and high gamma band (17 significant 

connections, p < .05 corrected; Figure 5B) within a fronto-posterior network. The asymmetry when 

presenting the oddball between the visual fields seems to suggest a greater network involved in 

detecting changes in the left hemifield. 
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While statistical analysis of spectral connectivity analysis can’t be assessed in one 

individual, it can be compared to a group to identify if one person statistically differs from the 

group average. Therefore, we were able to assess whether patient ML processed the deviant 

stimulus in the same way as the group within her intact and blind hemifields. We only found 

significant differences in the two frequency bands. The first was found when we compared 

stimulation of ML’s intact hemifield with the left hemifield of the group in the beta band where we 

noted a decreased connectivity in the lesioned left hemisphere between TP7 and C3 (t-value of -

2.06, p < .05 corrected; Figure 6A). Thus, it seems that posterior connections after a V1-lesion are 

less recruited within the lesioned ipsilateral hemisphere when the intact hemifield is stimulated. 

On the other hand, when the blind hemifield was stimulated, deviant motion presentation induced 

an increase of theta connectivity in the contralateral lesioned hemisphere between Oz and P3 and 

Oz and CP3 (t-values of 2.35 and 2.20, respectively, p < .05 corrected; Figure 6B).   

Discussion 

The current study assessed the neural correlates of unconscious automatic change detection caused 

by a violation of regularities in neurotypical individuals (N=20) and a blindsight patient using EEG. 

Our results demonstrate the presence of a reliable vMMN when a mismatch response is triggered 

suggesting that prediction errors are generated even in the absence of visual awareness. We 

conclude by proposing the vMMN as a potential biomarker for assessing unconscious processing 

independent of behavior. 

Processing of motion changes without visual awareness 

We successfully tackled the methodological challenge to ensure that the stimuli presented in the 

peripheral visual field could not be described or reported by any participant. By using the Stroop 

Test and increasing the presentation speed to monopolize all attentional resources, no attentional 

allocation to the periphery is possible to adequately focus and perform the task. We also confirmed 

that all participants performed the task correctly prior to presenting the oddball within the 

peripheral system to ensure it did not interfere with the central Stroop task. Thus, we were able to 

induce motion blindness by utilizing the participants' attention (Sahraie et al., 2001). Nonetheless, 

the stimuli in the oddball needed to be processed by the participants despite the lack of 

acknowledged visual awareness. Therefore, we used motion salient stimuli to trigger brain 
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mechanisms involved in unconscious processing for both blindsight patients with V1-lesions  

(Barleben et al., 2015; Weiskrantz et al., 1995) and neurotypical adults (Hurme et al., 2019). The 

motion presented in the peripheral visual field is known to recruit pathways, such as the 

magnocellular (Baizer et al., 1991; Dacey and Petersen, 1992) and koniocellular (Hendry and Reid, 

2000) routes, that can bypass the striate cortex (Hervais-Adelman et al., 2015; Lyon et al., 2010; 

Schmid et al., 2010) to process information that isn’t consciously accessed (Campana et al., 2016; 

Maunsell et al., 1999; Tapia and Breitmeyer, 2011).  

The posterior vMMN shows detection of unpredicted changes  

A mismatch response occurs when the prediction and the external stimulus do not concur which 

mechanism is referred to as prediction errors (Oxner et al., 2019). The prediction error is notably 

measurable by assessing a reliable vMMN.   

Thus, the first aim of this study was to trigger the vMMN that can be identified by posterior 

negativity around 200 ms which isn’t affected by task demands. Our findings reveal that the 

significant posterior (i.e. occipital) electrophysiological response to the deviant stimulus observed 

in the neurotypical controls is consistently and reliably present for both left and right hemifield 

presentation, which demonstrates that the brain processes the deviant stimulus, even in the absence 

of visual awareness. The temporal structure of our signal confirms results from previous studies 

with the MMN response elicited 200 ms post deviant stimulus (for reviews see Pazo-Alvarez et al., 

2003; Qian et al., 2014; Stefanics et al., 2014b). Stimulus presentation in the left or right hemifield 

resulted in significant negative activity within both hemispheres (Figures 3A and 3C).  

The significant posterior negative component was observed in the blindsight patient’s intact 

right hemisphere when stimulating her intact left hemifield within the same time window as the 

neurotypical adults. No significant negative component was observed in her lesioned left 

hemisphere when looking at the signal over time (Figure 3B). However, averaging the evoked 

response between 150 and 200 ms resulted in generalized negativity across both hemispheres 

(Figure 3D). Therefore, the evoked components from stimulation of the intact hemifield of ML 

seem to differ from what is observed in controls which could be associated with an adaptive 

mechanism or compensatory strategy in response to cortical blindness (Celeghin et al., 2017). 

Nonetheless, considering the difficulty of the central task combined with no conscious report of 

motion changes in the periphery from any participant, these results confirm that our design 
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adequately induced a vMMN in the absence of visual awareness, as we previously reported (Hadid 

and Lepore, 2017a).  

Presenting the oddball to ML’s blind right hemifield resulted in a significant posterior (i.e. 

occipital) negativity in both the left lesioned and right intact hemisphere, suggesting that the 

lesioned hemisphere can detect motion changes automatically even in the absence of visual 

awareness (Figure 3B). Frontal negativity was also observed suggesting other possible mechanisms 

involved in blindsight after a V1 lesion (Figure 3D), which we will further discuss in the spectral 

connectivity analysis. However, not only did the presence of the vMMN in ML’s blind hemifield 

further elucidate ML’s blindsight abilities, but it also suggests that the vMMN could be a potential 

neural marker of unconscious change detection. 

The anterior P3a suggests automatic processing 

The current study shows a P3a elicited by a task-irrelevant visual stimulus during a highly difficult 

Stroop task. A consistent anterior (i.e., frontal) positive component corresponding to the P3a 

latency window (i.e., between 250-350 ms) was observed following the vMMN in the neurotypical 

adults for both left and right hemifield presentation. A significant frontal positivity was also 

observed in ML’s intact and lesioned hemisphere when stimulating both intact and blind hemifield. 

As the amplitude of the MMN response is a determining factor in the generation of the P3a response 

(Berti et al., 2004; Yago et al., 2001), these results properly align with the MMN responses found 

in both neurotypical controls and the blindsight patient as described in the previous section.  

 As attention was strongly focused away from the task-irrelevant visual oddball, our 

experimental design successfully deactivated the allocation of attention towards the periphery. 

Although the P3a is commonly associated with attentional orienting (for reviews see Escera et al., 

2000; Friedman et al., 2001; Kok, 2001; Polich, 2007), it has been shown to operate without 

attention (i.e., automatic process) in the auditory modality (Muller-Gass et al., 2007). The P3a 

could be further defined by distinct sub-components as different experimental conditions elicit the 

P3a with distinct peak latencies and scalp distributions, which presumably reflect different neural 

processes and cognitive functions. Escera et al (1998) proposed a minimal division of an early 

(peaking at 250) and late (peaking at 300ms) P3a sub-component (Escera et al., 1998). Consistent 

with our findings, in auditory studies, the P3a has been reported to have a stronger amplitude and 

an anterior scalp distribution when it is associated with task-irrelevant deviants within a task-
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relevant sequence (Combs and Polich, 2006; Comerchero and Polich, 1998; Goldstein et al., 2002). 

Moreover, if the participants’ attention were directed to the oddball in the peripheral visual field, 

the change in motion direction would cause a distraction and potentially interfere with the 

performance on the central Stroop task, which we did not observe. In contrast, if attention is 

adequately engaged in the difficult Stroop task, an identical visual stimulus in the peripheral visual 

field may not prompt an attention switch and, as we observed, would not affect the performance 

on the Stroop task. Analog to the auditory P3a, the neural processes underlying the visual P3a in 

our study do not depend on the availability of attentional capacity monopolized in the central visual 

field and can occur outside the focus of attention. Automatic vs strategic perceptual planning can 

be dissociated by violating auditory temporal regularities locally or globally across several seconds, 

respectively, with local violations leading to an early response in the auditory cortex and shown to 

be independent of attention (Bekinschtein et al., 2009). Our design seemingly induces automatic 

processing as we presented local temporal novelty in the task-irrelevant stimuli. Thus, the frontal 

positivity could reflect automatic processing as previously suggested in the auditory modality 

(Muller-Gass et al., 2007) rather than a component that requires or is modulated by an attentional 

allocation to the deviant condition presented in the periphery.  Moreover, together with the vMMN, 

the P3a component has been associated with prediction errors (Ylinen et al., 2016) to inform higher 

visual areas of the violation of predictions. Given the automatic nature of the P3a early 

subcomponent in our results, it seems predictive coding could facilitate perceptual processing and 

operate on an unconscious level with no attentional resources necessary. 

The role of local theta synchronization in prediction errors 

As we computed the power in different frequency band oscillations associated with the difference 

wave between the deviant and standard stimuli, we found significant synchronization in the theta-

band for both neurotypical adults and the blindsight patient. First, these results corroborate with 

studies showing the MMN in the auditory modality eliciting widespread oscillatory responses in 

the theta-band frequencies (Choi et al., 2013; Fuentemilla, 2018; Hsiao et al., 2009; Ko et al., 2012). 

Theta oscillations have namely been associated with a violation of rhythmic (Edalati et al., 2021) 

or somatosensory expectancies (Zhang et al., 2019) in the context of mismatch negativity 

experiments as well as with cognitive processes demanding a mental effort, learning, and memory 

(Chen et al., 2020; Goyal et al., 2020; Zhang et al., 2019). Moreover, given their role in the 
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underlying network dynamics of the P3 component (Harper et al., 2017), theta-band synchronized 

oscillatory activity has been assumed to be sensitive to attention-related processing (Hong et al., 

2020). Thus, theta power is thought to operate on both lower and higher processing levels across 

brain regions (Ho et al., 2021). In the context of the mismatch responses, theta oscillations have 

been shown to underlie auditory prediction-error generation (Recasens et al., 2018) which may 

reflect a mechanism for updating the sensory representation after a prediction error. The occurrence 

of theta oscillations with the automatic unpredicted change detection, suggests that the visual 

system engages in sensory prediction and relies on past perceptual experience and context to 

anticipate sensory input, even for unconsciously processed stimuli. 

Moreover, our results show different patterns of theta-band synchronization, in terms of the 

localization of the peak theta power, when stimuli were presented in the left or right hemifield 

suggesting a hemispheric asymmetry for both neurotypical adults and the blindsight patient. Left 

hemifield presentation for neurotypical controls elicits an increase in theta-band power in temporal 

and central regions reflecting the difference wave between the deviant and standard stimuli. No 

significant theta-band modulations were elicited for right hemifield stimuli presentation for 

neurotypical controls. For the blindsight patient, left hemifield (intact) stimuli presentation elicited 

an enhancement in posterior theta-band oscillations reflecting the difference wave between the 

standard and deviant conditions. Right visual field (i.e. blind) presentation elicited an increase in 

theta-power in temporal and central regions for the deviant minus standard conditions. The 

observed asymmetry will be addressed and interpreted in the subsequent section as the spectral 

connectivity allowed us to better understand the neural mechanisms involved in prediction errors. 

Large-scale neural networks are involved in prediction errors and hemifield asymmetry 

The neural networks involved in unconscious processing recruit seemingly specific frequency 

bands depending on the state of consciousness and cognitive mechanisms involved (Mashour and 

Hudetz, 2018). Hence, investigation of the relation between the oscillatory phases of different 

electrodes is a powerful tool when studying a cognitive mechanism to understand how two long-

range regions synchronize together in a specific frequency band. Nonetheless, to our knowledge, 

spectral connectivity has not yet been characterized in the study of visual automatic detection of 

change which we aimed to explore. 
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 We addressed the question by computing the phase synchronization associated with the 

difference in connectivity between the deviant and standard stimuli. The first staggering result 

appears as a clear left-right asymmetry of the visual fields. In fact, when the left hemifield is 

stimulated, phase synchronization is enhanced for centro-parietal regions including the motor and 

somatosensory association cortex. We interpret the connectivity with the motor and pre-motor 

cortex as having a functional role in coordinating stimulation of the left hemifield when a deviant 

stimulus tries to recruit automatic processing and the use of the right-hand recruits the left motor 

cortex (Pool et al., 2014). Thus, while these motor interpretations have to be considered to 

understand the discrepancy observed between stimulation of the left and right hemifields 

(significant connections with centro-parietal regions are highlighted in green within the 

connectivity matrix; Figure 5), we will further analyze the specificities of the spectral connectivity 

for each frequency band.  

Our results showed that for the neurotypical group the deviant condition induced greater 

synchronization mostly involving frontal areas across all frequency bands and for both hemifields 

(significant frontal connections are highlighted in pink within the connectivity matrix; Figure 5). 

The involvement of frontal areas could corroborate the fact that frontal connectivity is essential to 

learning rules (Johnson et al., 2016). Learning can therefore result in a dynamic system of 

predictions that recruits large-scale networks involved in prediction errors, such as fronto-posterior 

interactions, which can be conveyed by gamma oscillations (> 40Hz), and update of the system 

could be provided by alpha-beta oscillations (< 30Hz) as shown in the primate (Chao et al., 2018).  

While we can’t dissociate the prediction-error and prediction-update signal in our analysis, we 

showed that connectivity between the frontal and temporal regions is mostly recruited in the gamma 

bands for both hemifields of the neurotypical individuals and patient ML (significant connections 

between frontal and posterior regions are highlighted in purple within the connectivity matrix; 

Figure 5).  

Increased frontal theta and gamma connectivity between hemispheres was triggered when 

the left hemifield was stimulated which could be associated with the early frontal bilateral positivity 

found in the ERP analysis (Figure 3C) and with the theta power increase (Figure 4A). In fact, it has 

been shown that theta phase frontal synchronization and increase in P3a amplitude are indicators 

of effective connectivity in response to a deviant stimulus recruiting the attentional system (Solís-
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Vivanco et al., 2021). Consistent with these observations, the relation between gamma 

synchronization and the late positivity has been linked to higher-order cognitive processes, as post-

perceptual processes are required to achieve a task, rather than visual awareness, per se (Pitts et al., 

2014). To probe this asymmetric attentional recruitment, a dominance of the left hemifield has been 

shown in visuospatial perception for stimuli engaging the magnocellular pathway in the absence 

of visual awareness (Cavézian et al., 2010, 2015; Sanchez-Lopez et al., 2020). Moreover, 

involvement of posterior connections was also increased for the deviant stimulus possibly showing 

processing of the visual change in direction (significant posterior connections are highlighted in 

yellow within the connectivity matrix; Figure 5) 

Therefore, considering spectral functional connectivity results and previous interpretations, 

we propose that the asymmetry between both hemifields is triggered by a greater inhibition of the 

attentional system towards the oddball and more specifically to the deviant stimulus when the left 

hemifield is stimulated. Taken together, these observations suggest that deviant stimuli usually 

automatically recruit attentional resources, however, due to the nature of the task, these attentional 

allocations need to be inhibited especially when the left hemifield is stimulated (Hadid and Lepore, 

2017a). After early inhibition of attentional reallocation, we postulate that the P3a in fronto-central 

regions within the 250-300 ms time window was associated with automatic processing for 

stimulation of both hemifields in neurotypical individuals and in ML which can explain the increase 

in fronto-posterior connectivity in both hemifields. Thus, all of these mechanisms need to be 

considered when understanding neural networks of prediction errors. 

Theta connectivity a neural candidate of unconscious processing as observed in blindsight 

Neuroimaging studies typically seek to uncover the neural correlates of conscious visual processing 

by comparing them to those of unconscious processing (Doerig et al., 2020). Relevant studies have 

performed connectivity analyses to reveal how modulations of spectral connectivity between 

different regions (i.e., theta, beta, alpha, or gamma-band power), reflect fluctuations of different 

states of consciousness (e.g., levels of wakefulness, sleep, disorders of consciousness, anesthesia) 

(Mashour and Hudetz, 2018; Pal et al., 2020). We intended to contribute to this literature by 

assessing the spectral connectivity that characterizes blindsight abilities. In other terms, we 

compared the spectral connectivity associated with prediction errors in the absence of subjective 

visual awareness reported by neurotypical individuals and spectral connectivity associated with 
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prediction errors in blindsight. Our aim was to address one central question in the blindsight 

literature which is whether blindsight is just degraded normal vision set at near-threshold 

(Azzopardi and Cowey, 1997; Hadid and Lepore, 2017b; Weiskrantz, 2009).  

 First, we assessed the impact of a V1-lesion on perception within the ‘normal’ hemifield. 

Phase synchronization in ML was significantly different compared to the group in the beta and 

theta bands after stimulation of her intact and blind hemifield, respectively. In fact, stimulation of 

ML’s intact hemifield resulted in decreased beta connectivity within the lesioned left hemisphere 

between TP7 and C3. Beta oscillations are thought to provide feedback synchronization involved 

in conscious perception (Bastos et al., 2015; Michalareas et al., 2016) and in detecting local novelty 

assessed by the presence of the vMMN (El Karoui et al., 2015). Thus, the abnormal connection 

between the temporo-parietal junction notably involved in motion discrimination and motor 

regions seems to show that those posterior connections are disconnected within the lesioned 

hemisphere after a V1-lesion specifically when the intact hemifield is stimulated. These results 

corroborate previous observations about the cortical reorganization in favor of motion areas in the 

intact hemisphere (Bridge et al., 2008; Mikellidou et al., 2019) and show that even the intact 

hemifield of a patient with a V1-lesion is not ‘normal’. 

To tackle the question about what makes blindsight ‘special’, we compared the spectral 

connectivity of the lesioned hemisphere to the right hemifield of neurotypical individuals. We 

demonstrate that presentation of deviant motion stimuli induced an increase of posterior theta 

connectivity in the contralateral lesioned hemisphere between Oz and P3 and Oz and CP3. 

Involvement of this posterior network confirms the results of our previous study on ML showing 

recruitment of extra-striate dorsal regions for motion processing in blindsight (Tran et al., 2019). 

More importantly, we suggest that recruitment of such pathways is mediated through theta phase 

synchronization for the detection of novelty linked to unconsciousness through long-range cortico-

cortical functional connectivity (Hermann et al., 2020; Yanagawa et al., 2013) which are known to 

carry feedforward influences involved in unconscious processing (Bastos et al., 2015). In fact, the 

theta functional connectivity within posterior regions has been associated with a different state of 

conscious level (Lee et al., 2019) and has been shown to be increased in patients that preserve a 

minimally conscious state (Bai et al., 2018; Bourdillon et al., 2020). Thus, theta seems to be 
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involved in processing information in the absence of conscious clear processing as observed in 

patient ML preserving Type II blindsight abilities for motion stimuli. 

  Hence, the comparison between the group and the patient shows for the first time how 

spectral connectivity is influenced by a lesion and residual visual abilities. Moreover, it is of 

considerable interest that ML’s blind hemifield showed differences when compared to individuals 

with normal vision despite them being unaware of the oddball.  Therefore, it seems that different 

neural mechanisms are recruited between someone being unable to report a change and someone 

that can’t see the change even when attention is recruited as is the case in blindsight. We, therefore, 

postulate that blindsight is not like normal near-threshold vision, rather it recruits unconscious 

mechanisms. Our spectral connectivity results across different frequency bands reveal the role of 

the different connections between posterior and anterior brain regions reflecting the neural 

correlates of automatic detection of changes in the absence of visual reported awareness. 

We propose the use of the vMMN as a neural biomarker to assess unconscious processing 

In summary, the present study assessing the neural correlates of unconscious automatic change 

detection caused by a violation of regularities demonstrates the reliable and consistent presence of 

the vMMN in both neurotypical controls and a blindsight individual using EEG. We showed a link 

between the vMMN, P3a, theta synchronization, and large-scale neural network in prediction 

errors. This was possible by ensuring no subjective awareness and report of the deviant stimulus 

in neurotypical individuals and the blindsight patient, by comparing the role of the left and right 

hemifield with respect to automatic processing, and by comparing lack of visual awareness in 

normal vision and blindsight. To conclude, this study is of high importance to blindsight research 

since the vMMN could be used as an electrophysiological biomarker for automatic unpredicted 

change detection and could lead to advances in understanding the neural correlates of unconscious 

processing for intact as well as altered vision. 

  



179 

 

Figure 1. –  Stimulus design. 

 The participant had to fixate a cross presented in the middle of the screen for 400ms. He had to 

maintain his attention on the central primary tasks corresponding to a Stroop Test where a color 

word in congruent or incongruent ink color appears on the screen for 500ms. Simultaneously a 

passive oddball of random moving dots in the periphery at 12˚ appears moving up or downward in 

a ratio of 85:15 (standard: deviant) for 1 second. Therefore, when the word disappeared the 

participant had 500 ms to answer correctly to the Stroop test, while the random dots were still 

moving in the same direction for the same 500ms. After 1400ms, a new trial appeared, with an ISI 

of 400 ms.  At least, 5 consecutive standards preceded a deviant. – Figure 1 
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Figure 2. –  Blindsight patient ML.  

A. T1-weighted anatomical scan with three different slice views of ML's lesion: (a) transverse, 

(b) sagittal, and (d) coronal slice view showing the primary visual cortex removal in the left 

hemisphere and the destruction of the primary visual areas. B. ML's visual field shows a 

symmetric loss across both eyes leading to a complete contralateral visual loss in the right visual 

field. C. A pointing task show ML’s residual ability to point toward visual dots presented in her 

blind hemifield. D. ML is able to detect unseen motion presented in her blind hemifield but is 

unable to discriminate between the direction in a forced-choice paradigm. – Figure 2  
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Figure 3. –  Event-related potentials (ERPs) obtained from the deviant condition, standard condition 

and the difference wave (deviant-standard).  
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(A-B) ERPs recorded from occipital regions are illustrated for the left hemisphere (electrode O1) 

and right hemisphere (electrode O2) after the presentation of the deviant (red) and standard (blue) 

conditions in the left and right hemifields. Differences over time between the deviant and standard 

conditions (black) were statistically assessed using cluster-based permutation analysis corrected 

for multiple comparisons over time. Significant differences are highlighted in grey. (C-D) 

Topographical representation of the difference wave (deviant – standard) is illustrated across 

electrodes for two times windows (150-250 ms and 250-350 ms). Significant amplitudes were 

assessed using cluster-based permutation analysis corrected for multiple comparisons over 

electrodes. White markers show significant electrodes. A. ERP results in neurotypical adults. A 

significant vMMN is observed in both hemispheres after the presentation of the oddball in both 

hemifields. B. ERP results in patient ML. A significant vMMN is observed in the left hemisphere 

after stimulation of her left intact hemifield and in both hemispheres after stimulation of her blind 

hemifield. C. Difference wave amplitude in neurotypical adults. Visual presentation in the left 

hemifield induced posterior negativity between 150 and 250 ms and frontal positivity between 150 

and 350 ms. Visual presentation in the right hemifield induced global negativity between 150 and 

250 ms and frontal positivity between 250 and 350 ms. D. Difference wave amplitude in patient 

ML. Visual presentation in the intact and blind hemifields induced global negativity between 150 

and 250 ms and frontal positivity between 250 and 350 ms.- Figure 3  
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Figure 4. –  Power obtained from the deviant condition, standard condition and the difference wave 

(deviant-standard). 

Power modulation is topographically illustrated in the theta band (4-7 Hz). Relative power was 

assessed using the post-stimulus time window and normalized using the baseline. Significant power 

modulations were assessed using cluster-based permutation analysis corrected for multiple 

comparisons over electrodes. White markers show significant electrodes. Deviant stimuli induced 

significant theta synchronization in posterior regions compared to standard stimuli. A. Theta power 

results in neurotypical adults. B. Theta power results in the blindsight patient. – Figure 4 
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Figure 5. –  Spectral connectivity obtained from the difference wave (deviant-standard) for the 

neurotypical individuals in different frequency bands.  
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The spectral connectivity for all électrodes was computed using the wpli method for the theta band 

(4-7 Hz), the alpha band (8-13 Hz), the beta band (13-30 Hz), the low gamma band (30-60 Hz) and 

the high gamma band (60-90 Hz).  Only the 60 most important connections are illustrated in the 

circular graph. Significant connections (p < .05) shown in black were assessed using cluster level 

inference corrected across all connections and are illustrated in the circular graph and matrix. The 

significant connections in the matrix are illustrated in different colors depending on the regions 

involved (frontal: pink, fronto-central: green, fronto-posterior: purple, posterior: yellow). Clear 

distinctions between frequency bands and between the side of the presentation are observed. A. 

Spectral connectivity when the peripheral oddball is presented in the left hemifield. B. Spectral 

connectivity when the peripheral oddball is presented in the right hemifield. – Figure 5   
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Figure 6. –  Differences in spectral connectivity between the neurotypical group and blindsight patient 

computed from the difference wave (deviant-standard).   
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The difference in spectral connectivity (patient ML – neurotypical individuals) for all électrodes 

and frequency bands were computed using the wpli method and illustrated in the left circular graph. 

Significant differences between the group and patient are illustrated in black on the right circular 

graph. A. Reduced beta connectivity (13-30 Hz) within the lesioned hemisphere is observed for 

patient ML compared to the group when her intact left hemifield was stimulated. B. Increased theta 

connectivity (4-7 Hz) within posterior regions is observed for patient ML compared to the group 

when her blind right hemifield was stimulated. – Figure 6  
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Abstract 

Background: One of the major hubs affected by unilateral stroke is the occipital pole leading to 

cortical blindness (CB) in the contralateral hemifield. CB is a striking health concern; 50 % of 

stroke survivors present a visual deficit that significantly reduces their quality of life. Even if some 

recovery is possible within 6 months, neuroplasticity after CB isn’t sufficient to allow sight 

restoration in most of cases and no consensus on visual rehabilitation techniques has been 

established. However, we postulate that residual altered visual pathways could be triggered by 

adequate multisensory perceptual video-game, thus generating sufficient neuroplasticity.  

Methods: The visual training in this proposal is aimed to target the deficits found in CB as it 

combines (1) multisensory training that targets several cognitive processes, such as audiovisual 

facilitation, visual exploration, and audio-motor coordination by ocular movements, and (2) a 

double paradigm visual restitution training aimed at attentional engagement, multiple dimensions 

of stimulation and positive reinforcement in a dynamic and motivating environment using the 

beneficial approaches of video games. 

Contributions: Significantly, the use of a combined training strategy using a video game approach 

for visual rehabilitation could improve vision in patients with CB and provide insights on visual 

restoration following functional alterations of the primary visual cortex. 
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1. Background 

1.1. Cortical blindness 

The occipital pole is one of the primary hubs damaged by unilateral stroke, leading to cortical 

blindness (CB) in the contralateral hemifield (Goodwin, 2014; Sand et al., 2013). Furthermore, CB, 

which affects approximately half of all stroke patients, is a severe health problem since it 

significantly reduces patients' quality of life (Rowe et al., 2019). This condition has a substantial 

negative impact on quality of life (Perez and Chokron, 2014), as well as the prognosis associated 

with comorbidity, resulting in a reduction in recovery of other functions (Patel et al., 2000). There 

is currently no method for inducing function recovery, and in most situations, plasticity is 

inadequate to allow spontaneous recovery (Duquette & Barrel, 2009). As a result, while vision loss 

is deemed irreversible, blindsight, or the inability to see while still being able to unconsciously 

process information in the blind hemifield (Weiskrantz, 1986), may be useful for restoration 

therapy. In fact, by using specific visual stimulations, we could target the brain mechanisms 

responsible for residual functions in blindsight (Urbanski et al., 2014) as the unconscious ability to 

locate random targets (Zihl and Werth, 1984), to identify low spatial frequencies (Sahraie et al., 

2010), to detect global movement and to distinguish between coherence (Alexander and Cowey, 

2009; Pavan et al., 2011). Multiple recent researchers have tried to achieve restoration by using 

multisensory stimulation (Grasso et al., 2016) or restitution techniques (Das et al., 2014), and even 

if some have reached promising results, the proof is missing that CB can be trained to see again. 

Thus, the aim of this paper is to target residual abilities preserved in the blind field of patients with 

CB by combining perceptual training (PT) such as multisensory and visual restitution training in a 

video game approach.  

1.2. Perceptual training: Multisensory and restitution strategies 

The improvement of sensory and attentional deficits by perceptual training (PT), as the 

compensation and restitution training, could have a considerable impact on the prognosis following 

lesions (Latham et al., 2013). Specifically, patients can be trained to make eye movements toward 

a visual target presented simultaneously with an auditory stimulus inducing multisensory 

integration, which could improve performance for unseen visual stimulations (Passamonti et al., 

2009). In fact, multisensory bottom-up training is hypothesized to activate residual altered visual 
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pathways without the need for attentional resources or awareness (Ajina et al., 2015) which has 

been associated with improvements in visual detection and exploration, and quality of life 

(Bolognini et al., 2005). Reorganization following audio-visual stimulations allows for an increase 

of the attentional bias towards the blind hemifield (Dundon et al., 2015). Therefore, training of the 

oculomotor track could allow a potential increase in allocation of attention in the blind hemifield, 

which is necessary to perception and visual consciousness (Kerkhoff et al., 1992). Although 

compensation therapies have proven a certain beneficial impact, they are still underused, due to 

limited clinical evidence of their effectiveness. For this reason, the use of multisensory bottom-up 

training in association with top-down restitution training could lead to higher chances of improving 

visual detection, localization, and recognition. Restitution techniques include repeatedly delivering 

visual stimuli in the blind hemifield in one or more locations until performance exceeds a specific 

threshold, which increases the difficulty (Saionz et al., 2021). The stimuli used are mainly aimed 

to target blindsight abilities as motion stimuli and Gabor patches at high contrasts have been shown 

to induce the best results in terms of improvement of visual functions notably for other types of 

visual stimuli, i.e. not specific to the blindsight pathway, suggesting transfer in learning (Chokron 

et al., 2008). Importantly, restitution techniques can target various perceptual processes, such as 

detection, localization, and discrimination, to improve visual sensitivity (Grunda et al., 2013; 

Melnick et al., 2016; Pollock et al., 2019). However, because of the amount of training necessary 

to produce a modest improvement and restricted training sites within the blind hemifield where an 

effect is reported, restitution training is still inefficient in restoring vision in CB. Thus, we suggest 

that multisensory saccadic training and restitution techniques can be used in a complementary 

manner, as the former increases saccadic effectiveness and attentional allocation towards the visual 

stimulus through multisensory stimulations, and the latter increases visual sensitivity in the blind 

hemifield. Nonetheless, despite PT training's ability to address deficiencies due to its high 

specificity, it may be further enhanced by using video games (VGs) more effectively. 

1.3. Combining perceptual training and the video game approach  

VGs are believed to be less selective to a single stimulus, more motivating, and engaging, allowing 

for better generalization of cognitive function gains. (Baniqued et al., 2014; Oei and Patterson, 

2014; Zhang et al., 2017). Compared with PT, VG simultaneously target several cognitive 

processes to improve visuospatial performance, motor coordination between the eye and the hand, 



201 

the reaction times and allow a more important transfer of learning (Baniqued et al., 2014; Oei and 

Patterson, 2014; Zhang et al., 2017). More significantly, VGs allow improvements in attention and 

visuospatial distribution since they require that the player pays attention to several objects 

simultaneously distributed in the whole visual space. Green and Bavelier (2003, 2006) looked at 

how action video games affected several attentional tasks and found that they improved visual 

characteristics including contrast sensitivity and increased perimetry of the central and peripheral 

visual areas (Green and Bavelier, 2003, 2006a, 2006b). Indeed, action VGs are known to increase 

sensory, perceptual, and attentional abilities leading to faster information processing (Donohue et 

al., 2010). The fact that these action VGs involve the pursuit of numerous objects, fast attention 

shifts, and peripheral vision training generates the perceptual improvement and increase in 

attentional resources associated with bottom-up processes (Green and Bavelier, 2003, 2006a, 

2006b). Furthermore, action VGs improve perceptual sensitivity for low-saliency stimuli in a noisy 

setting (Whitton et al., 2014) and can have an impact on implicit detection (Pohl et al., 2014). The 

question we sought to answer is if we can use what we know about blindsight to develop a user-

friendly rehabilitation tool with a VG approach, given that our objective is to target the remaining 

visual abilities in CB. 

1.4. Rational 

Applying the basics of learning is necessary to establish an effective PT that specifically targets 

sensory and attentional deficits affected by neurological impairment. A key element to consider in 

PT is that attention is not required for learning, but potentiates the effects of sensory plasticity, 

even in the absence of visual awareness (Watanabe et al., 2002). Thus, a method to optimize 

bottom-up (no attention to the attributes: implicit learning) and top-down systems (attention 

focused on the visual targets characteristic of learning) would be to use a combination of 

multisensory stimulations and specific visual stimuli (Kentridge et al., 2004; Schurger et al., 2008; 

Yoshida et al., 2012). The effect of perceptual training has the disadvantage of being sensitive to 

perceptual interferences where a change during training prevents the beneficial effect of learning, 

while effects of the video game are less susceptible to these interferences since the consolidation 

of learning is stronger and faster (Baniqued et al., 2014; Oei and Patterson, 2014; Zhang et al., 

2017). Thus, there is a clear advantage in transforming perceptual learning approaches into a kind 

of video game, going from highly specific training to global training and ensuring improvements 
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in contrast threshold and sensitivity function, in the central and peripheral visual areas. Thus, in 

line with what the literature suggests, the training we propose in the research project combines (1) 

multisensory training that targets several cognitive processes, such as audiovisual facilitation, 

visual exploration, and localization, and audio-motor coordination by ocular movements (2) a 

double paradigm visual restitution training aimed at attentional engagement, multiple dimensions 

of stimulation and positive reinforcement. We, therefore, intend to target and enhance the 

neurophysiological mechanisms of blindsight using a dynamic and motivating environment 

inspired by video games, which will also give the possibility to participants to conduct the training 

at home and not in a lab.   

1.5. Aim and Hypothesis 

Our aim was to develop an adaptive take-home multisensory video game to facilitate training for 

cortically blind patients. By using specific audio-visual training combining ocular compensation 

and visual restitution strategies within a motivating environment we hypothesize that there will be 

an improvement in visual performances and awareness in the blind hemifield of HH patients linked 

to neurophysiological changes after training. In fact, multisensory stimulations combined with 

visual restitution training could target pre-existing and new neuronal mechanisms to recreate a 

framework for potential functionality (Hadid and Lepore., 2017). Understanding residual visual 

abilities and using adequate stimulations, we could induce loops and connections between higher 

cognitive areas leading to synchronization of neuronal activity and potentially to visual 

consciousness by lowering the thresholds to access attentional, perceptual, and conscious resources 

(Deco et al., 2021). The training is actually available and free to use on any computer or android. 

The link will be sent upon request. 

 

2. Methods 

2.1. Goal of the game 

The goal of the proposed game is to successfully shoot enemy spaceships while avoiding black 

holes and meteorite rains during intergalactic trips. The game takes place in space, giving the strong 

contrast needed for patients to perform adequately in the first levels of the game, knowing that 

visual acuity is better for high contrast. At the top of the screen, at all times, are displayed four 
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arrows (left, up, down, right) representing the four directions that need to be discriminated. The 

patient has a red crosshair to shoot and aim at enemy spaceships. The crosshair will also allow 

players to select one of the four arrows to indicate the perceived direction of movement of the black 

holes and meteorite rains to avoid them.  

2.2. Configuration 

There are 20 levels in total. Each level contains 4 main items that can appear randomly in space: 

item 1 = enemy spaceship (multisensory integration), item 2 = static black holes (static Gabor 

patches with a specific spatial frequency oriented vertically or horizontally), item 3 = dynamic 

black holes (dynamic Gabor patches with a specific temporal frequency moving in one of the four 

directions) and item 4 = meteorite rains (random moving dots in one of the four directions with a 

specific coherence). Four items are represented: item 1-multisensory stimulus, item 2-static 

stimulus, and items 3 and 4- will be motion stimuli. To achieve a level, players need to gain a 

certain number of points for each item (85% of success) knowing that the multisensory stimulus 

will appear 400 times in one game and the static and motion stimuli will appear 200 times each. 

The scoring system includes winning when targets are hit (item 1) or avoided (items 2, 3, and 4) 

and losing points when targets are missed. Winning and losing will be both associated with a 

specific sound to give auditory feedback on performance. Each level can be played as many times 

as required. Difficulty in levels is based on four main parameters: contrast (multisensory stimulus), 

spatial frequencies (static Gabor patches), temporal frequencies (dynamic Gabor patches), and 

coherence (moving dots) (for characteristics see Table 1 in annex). Characteristics used in the 

training are based on results of previous studies done in laboratory settings (Das and Huxlin, 2010; 

Huxlin, 2008; Huxlin et al., 2009). One game lasts 20 minutes with breaks every 5 minutes. 

Training is anticipated to last 3 months, with 5 days of training per week and 1 hour per day 

resulting in a training of 60 hours. All data will be recorded and used to assess the performance 

and reaction times of each patient throughout the training.  

2.3. Procedure composed of two parts 

2.3.1. Saccadic multisensory localization (first half of a sequence) 

The player is in the center of the galaxy represented by his cursor (crosshair). Enemy vessels can 

appear anywhere in space. The problem is that these ships are invisible and silent. However, 

sometimes due to galactic interferences, the ships appear for 100 ms and emit a deafening white 
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noise of 100ms. The participant will have to initiate an ocular movement to localize the stimulus 

that will be of a size of 5° (audio-visual spatial and temporal congruency). Therefore, two options 

are possible: the ship appears in the normal or the blind hemifield covering 40° of eccentricity 

vertically and 40° horizontally. In both cases, patients will be able to induce an ocular movement 

toward the target either by using the visual and/or the audio cue explicitly. The important point is 

that in either case both visual and auditory stimulations are presented congruently inducing 

multisensory integration, even when this integration is implicit (visual stimulus not consciously 

seen). When the spaceship appears, it gives the player time to spot the ship just before it disappears. 

The ocular movement is made after the disappearance of the spaceship knowing that it takes more 

than 100 ms to initiate a saccade. Therefore, patients need to quickly position the crosshair in an 

accurate position and shoot at it while it is invisible. If they fail in shooting the spaceship before 

the second half of the sequence appears, the trial is dismissed. This will allow us to ensure that 

visual discrimination is always made outside the fixation point.  

 

2.3.2.  Visual discrimination (second half of a sequence) 

After the spaceship disappears, a static or motion stimulus with a size of 5° in diameter will appear 

for 400ms to the left or right of the attended position (normal or blind hemifield depending on the 

lesion) simultaneously with a congruent sound (100ms), used as an auditory cue. As said 

previously, it takes more than 100 ms to initiate a saccade, and the shooting reaction time is 

estimated to be around 300 ms, making the operation of saccadic localization and pointing to shoot 

last for about 400 ms. Therefore, a static or motion stimulus always appears outside the fixation 

point and falls either in the blind or normal hemifield. This will allow us to evaluate and enhance 

capacities of orientation or motion direction discrimination in the blind hemifield. We know that 

blind hemifield training is done within the scotoma edge near the sighted field, therefore items 2, 

3, and 4 will be presented within 5° of item 1, when 85% of correct responses for each stimulus 

are attained, stimulations will appear within 8° of item 1 and then again when 85% of correct 

responses is achieved, stimuli will appear within 12° of item 1. After succeeding in the last step, 

patients will pass to the other level.  

 

2.3.3. Data collection 
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All training data is kept on the computer where the participant is playing the game. Performance 

for each type of stimulus, as well as reaction times, are measured at all levels. Additional statistics 

on training duration, global success rate, and level improvement are also collected for future 

analysis. Preliminary results on a pilot participant as proof of concept showed improvement in 

performance and reaction times with training time validating the feasibility and learning effect 

during the game. 

 

Discussion 

By training participants during the mentioned proposed timeline, we optimize the chances of 

improvement in visual performances across levels and of transfer-learning to other tasks hoping to 

increase the perceptual sensitivity and visuospatial ability driven by plasticity dependent on the 

experience (Latham et al., 2013; Xiao et al., 2008). In fact, we hypothesize that success in the first 

levels of the game (1 to 7) will be associated with an increase in performance within the 

spatiotemporal band in which blindsight is seen. However, if patients can reach level 8 and more, 

their ability will have grown outside the normal blindsight range, which is associated with 

specialization of the residual pathways, higher synchronization between multiple regions, and 

generalization induced by transfer of learning (Das et al., 2014). These new abilities could induce 

increases in subjective criteria, such as confidence, perceptual awareness, and visual qualia, an 

increase in performances in a behavioral perspective, as well as an increase in oscillatory and 

functional changes (Ajina and Kennard, 2012; Bocchio et al., 2017; Grasso et al., 2016; Mueller et 

al., 2008). Therefore, multisensory training (Làdavas, 2008) combined with the double visual 

discrimination training using motion and static stimuli (Huxlin et al., 2009) within a video-game 

approach are expected to improve the ability to detect, discriminate and localize accurately visual 

stimuli (Baniqued et al., 2014; Oei and Patterson, 2014; Zhang et al., 2017). These strategies are 

likely to enhance the resources accessible for conscious vision, thus allowing for learning to 

transfer to other tasks and daily life. In conclusion, the visual training offered in a lucrative form 

should allow for efficient rehabilitation training by targeting the mechanisms that allow the transfer 

from a state of blindness to a state of functional perception.   
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Tableau 1. –  Specifics about the stimuli characteristics for each level 

* Item 1: Visual stimulus = Form of a round spaceship of 5° in diameter; luminance will vary in 

function of the contrast (see below); color = monochrome; duration = 100ms. Auditory stimulus 

= White noise of 100ms appearing spatially and temporally congruent with the visual stimulus. 

** Item 2: Orientation = vertical or horizontal. Gaussian aperture in a 5° in diameter, with σ = 1; 

250 ms raised cosine temporal envelope; space-averaged luminance = same as background (0.5 

cd/m2); temporal frequency = 0 Hz; duration = 400ms. 

*** Item 3: Orientation = vertical when direction of motion = left or right; Orientation = 

horizontal when direction of motion = up or down; Gaussian aperture in a 5° in diameter, with σ 

= 1; 250 ms raised cosine temporal envelope; space-averaged luminance = same as background; 

spatial frequency = 1 Hz; duration = 400ms. 

**** Item 4: Circular aperture = 5° in diameter; Density: 2.6 dots/°; Duration of stimulus = 

400ms; Size of dots = 0.06°; Speed of dots = 10°/s; lifetime of dots = 200 ms; luminance of the 

dots = 0.5 cd/m2; direction of motion : left, right, up or down; luminance of the stimulus 

background = 23cd/m2  
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8.1. Summary of the Aims and Findings  

 

Views on residual abilities, neural networks, and rehabilitation in blindsight 

Study 1: The goal of this research was to put blindsight in the context of an altered global neural 

workspace so that it may be better understood and targeted during visual rehabilitation. In fact, the 

unconscious nature of residual abilities after a V1-lesion is still controversial with some claiming 

that blindsight is just a near-threshold degraded normal vision. To better define the nature of type 

I and type II blindsight we integrate our understanding of the phenomenon into the context of the 

global workspace where inefficient bottom-up activations lead to a desynchronized neuronal 

network impacting perception, attention, and consciousness. By framing blindsight into this altered 

neuronal network, we propose a new nomenclature to address the observed discrepancies between 

lesions, behavior, and subjective awareness across patients. We finally propose a combined visual 

rehabilitation strategy that targets the enhancement of the altered global workspace by activating 

subcortical extrastriate pathways via bottom-up multisensory and top-down restoration strategies. 

We thus postulate that such training could improve vision in cortical blindness by targeting both 

pre-existing and novel brain mechanisms and enhancing neural synchronization. 

 

Evidence of fast thalamo-amygdala and extrastriate pathways: a new case of affective 

blindsight 

Study 2: The purpose of this work was to determine the presence of a rapid subcortical pathway 

driven by gamma oscillations involved in affective discrimination in the absence of visual 

awareness. This was achieved by testing a patient presenting blindsight for complex natural 

affective scenes during a MEG recording. Source reconstruction, power analysis, cluster-based 

permutation analysis, undirected and causal directed connectivity, and linear regression were 

computed in order to address our objectives. The causal connectivity mediated by gamma 

oscillations between the thalamus, amygdala, and STS provided solid evidence that blindsight was 

first mediated by a fast thalamo-amygdala pathway and subsequently by a fast thalamo-extrastriate 

pathway providing new insights into the temporal dynamics supporting blindsight. Moreover, the 

behavioral and MEG findings supported different subcortical pathways guided by high-frequency 

rhythms involved in conscious and unconscious processing. Significantly, the study re-examines 

affective unconscious perception under a new scope. 



213 

 

Insights on the early vs. late debate of visual consciousness:  a new case of affective blindsight 

Study 3: The goal of this paper was to examine the striate and subcortical evoked responses in 

order to gain a better comprehension of the temporal cognitive mechanisms involved in affective 

blindsight and conscious perception. The analysis was done on the MEG data recorded while 

patient SJ performed the forced-choice affective discrimination task utilizing affective complex 

natural scenes described in study 2. Source reconstruction, evoked analysis, cluster-based 

permutation analysis, decoding across nodes, temporal decoding and generalization as well as 

directed causal connectivity were computed in order to consider effects of visibility, lateralization, 

eccentricity, and affective valence. The results showed that temporal information of seen and 

unseen pictures was coded at early and late latencies through different mechanisms in V1, the 

thalamus, and the amygdala, as visual awareness was coded through greater maintained activity at 

late stages. However, subcortical and striate evoked differences in eccentricity for seen and unseen 

information was decoded only in early time windows and not maintained over time. Finally, 

affective specific differences for unconscious peripheral perception were reflected by subcortical 

early and late differences in evoked responses and by the direction of the flow of information 

showing the role of subcortical neural signatures in affective blindsight. The subcortical 

implications seem to indicate the existence of an unconscious route processing affective 

information that is engaged when conscious access is inhibited.  

 

Using the vMMN to address the discussion on the nature of blindsight and its objective 

measure 

Study 4: The goal of this study was to address the use of the vMMN in unconscious processing by 

assessing the brain mechanisms involved in automatic change detection induced by a violation of 

regularities. The aim was achieved by testing neurotypical individuals (N=20) and a blindsight 

patient in a demanding central task while an unattended oddball paradigm was presented in the 

periphery. The oddball consisted of the presentation of motion stimuli moving in two directions 

where one direction was shown on 85% of the trials, i.e. standard condition, and the other 15%, i.e. 

deviant condition. Detection of the deviant stimuli resulted in significant vMMN, P3a, theta 

synchronization, and large-scale neural networks in both neurotypical individuals and the 

blindsight patient suggesting the involvement of automatic processing and prediction errors. 
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Furthermore, differences in spectral connectivity revealed a significant theta increase in posterior 

regions for the blindsight patient compared to the neurotypical group suggesting unconscious 

processing that differs from near-threshold vision. Significantly, this study could be critical to 

blindsight research as the vMMN could be utilized as an objective electrophysiological biomarker 

for automatic unpredicted change detection independent of behavior. Such assessment could lead 

to new insights into the neurological underpinnings of unconscious processing in both intact and 

impaired vision. 

 

Training residual abilities of patients with CB in a dynamic environment: a methods paper 

Study 5: The goal of this methods paper was to propose a multisensory-restitution video game 

training that could be played at home to help individuals with CB enhance their visual abilities 

within the blind hemifield using a dynamic environment and providing feedback on performance 

for motivation. We predict that by using specific audio-visual training that combines ocular 

compensation and visual restitution strategies in a motivating environment, visual performances, 

and awareness in the blind hemifield of HH patients will improve and induce neurophysiological 

changes after training. In fact, multimodal stimulations coupled with visual restoration training 

might construct a foundation for prospective functioning by targeting pre-existing and novel neural 

processes. 

 

8.2. Theoretical, Methodological, and Empirical Contributions  

 

A proposed framework for blindsight 

This section summarizes the contributions provided by the first study: article 1, chapter 3.  

A terminology to differentiate residual abilities 

 

CB can be caused by different neurophysiological disorders affecting the extent and location of V1 

lesions making each patient unique (Sand et al., 2013). Interestingly, some patients preserve 

blindsight abilities in their blind hemifield assessed by behavioral measures reported in the 

literature. The open question of why only some patients preserve residual abilities leads to two 
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main debates. The first one is about the way blindsight is assessed, i.e. instead of using behavioral 

and subjective measures not adapted to each patient why not use no-report paradigms or objective 

measures of blindsight as proposed for neurotypical individuals (Soto et al., 2019; Tsuchiya et al., 

2015) and the other is about the nature of blindsight, i.e. is it an unconscious vision or degraded 

near-threshold vision (Azzopardi and Cowey, 1997; Weiskrantz, 2009)? To better address both 

debates, we first have to understand the subjective nature of blindsight which is categorized into 

type I blindsight and type II blindsight. Type I blindsight refers to residual visual abilities in the 

blind hemifield that are not accompanied by any subjective sensation (Lau and Passingham, 2006). 

On the other hand, patients with type II blindsight report a sense that something is happening in 

their blind hemifield in response to certain stimuli, raising the question of whether these feelings 

are ‘non-visual’ or visual in origin, raising the debate on whether blindsight should be classified as 

unconscious vision or degraded vision. Unconscious vision is described as the processing of 

information that is deprived of its qualitative visual nature and is mediated through secondary 

subcortical visual pathways (Weiskrantz, 2009). Degraded vision can refer to near-threshold 

normal vision or abnormal vision. Degraded near-threshold normal vision is defined by accuracy 

above-chance level, a perception that is accompanied by visual qualia and visual information that 

passes through the primary visual pathway.  The rationale supporting the hypothesis of a degraded 

near-threshold normal vision is mainly associated with the existence of spared V1 islands which 

would allow information to be processed through the geniculo-striate pathway (Morland et al., 

2004). For this reason, case reports are essential to assess the neural correlates of blindsight and 

unconscious processing as patients usually have delimited or complete resection of their striate 

cortex as described in this thesis' research (studies 2 to 4). On the other hand, degraded abnormal 

vision refers to accuracy above-chance level, a perception that is accompanied by visual qualia and 

visual information that passes through secondary subcortical visual pathways (Mazzi et al., 2016). 

The difference between unconscious vision and degraded abnormal vision is harder to tackle. One 

way to do so is to test patients that, under any circumstances, do not report any sensation in their 

blind hemifield or where subjective assessments do not correlate with neurophysiological 

assessments which was the case of the patient described in studies 2 and 3. Another way to do so 

is to test a patient that reports a subjective sense of something happening in his blind hemifield, i.e. 

type II blindsight, but assess his blindsight through a no-report paradigm independent of behavior 

which was the aim of study 4. Taken together, we argue that in order to better understand blindsight, 
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we must examine it through the lens of a certain framework, namely the global neural workspace 

(Baars, 1988) that provides a perspective on conscious and unconscious visual perception through 

a neural network (Dehaene et al., 1998) which explains why we used connectivity analysis in 

studies 2, 3, and 4 to better understand the neural underpinnings of blindsight. 

 

A neuronal framework of altered global workspace to comprehend the nature of blindsight 

 

The global workspace of Baars (1988), adapted by Dehaene, Kerszberg & Changeux (1998), 

support that in order to reach a state of visual consciousness five processors need to work in 

synchronization (Baars, 1988; Dehaene et al., 1998) where bottom-up and top-down modulations 

interact through feedforward and feedback projections, respectively (Dehaene et al., 2006). 

Specifically, interactions between the perceptual (sensory system), attentional (access system), 

memory (encoding system), and evaluative (self-processing system) processors are achieved in 

order to access visual consciousness (global workspace or consciousness) and induce behavior that 

can be measured. Conscious processors can more specifically be enhanced by interactions between 

fronto-parietal and prefrontal networks and visual areas (Dehaene et al., 2003; Lee et al., 2019; 

Quentin et al., 2015; Schutter and van Honk, 2004). Therefore, we address the incapacity of 

blindsight patients to access visual consciousness as a lack of global availability due to ineffective 

looping and propagation across systems that are altered, notably the perceptual system, i.e. bottom-

up/feedforward propagation and the attentional system, i.e. top-down/feedback propagation 

(Silvanto, 2015). Nonetheless, the observed and measured residual abilities in blindsight, which 

based on the global neuronal workspace are unconscious in nature, could be supported by local 

activations of the perceptual and attentional systems activated by secondary subcortical alternative 

visual pathways, such as the thalamo-extra-striate pathways (Ajina et al., 2015), investigated in 

studies 2 and 4, and the thalamo-amygdala pathway (Morris et al., 2001), investigated in studies 2 

and 3. The lack of long-range connectivity and synchronization (Melloni et al., 2007) between the 

different systems and networks that can be tested by measuring brain rhythms could suppress visual 

qualia as observed in type I blindsight. However, the presence of local activity mediated by 

alternative pathways could explain performance above chance-level. However, we propose that 

type II blindsight can also be explained in terms of unconscious processing as it is possible that 

local activity is insufficient to propagate and reach the threshold of global availability for visual 
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qualia but that recurrent processing within regions notably, within the ‘conscious space’, is 

sufficient to induce a sense of ‘awareness’.  Therefore, considering this rationale it would be 

possible to enhance local and global synchronization using visual rehabilitation strategies targeting 

bottom-up and top-down matter perceptual and attentional systems, respectively. In other terms, 

we propose to use training that can stimulate secondary visual pathways to get from (1) a state of 

‘no awareness’ to (2) a state of ‘awareness’ independent of the nature of this awareness and finally 

(3) to a state of visual awareness. 

 

A combined rehabilitation strategy 

 

Here we propose a theoretical frame for combining multisensory training using saccades and visual 

restitution training using motion stimuli. The description and proof of concept of both types of 

training were described in chapter 1 and will be further discussed in the methodological 

contributions section as in study 5 we proposed a dynamic way to integrate both types of training 

into a video game approach. Thus, we propose to train the bottom-up system using multisensory 

stimulations to facilitate the enhancement of the top-down system and lower its threshold, as we 

know that attention is necessary though not sufficient for conscious perception (Kentridge et al., 

2004; Schurger et al., 2008; Yoshida et al., 2012). Thus, by stimulating the perceptual system 

stronger connections could be formed with the attentional network. This attentional network can 

be moreover strengthened using visual restitution training with motion stimuli which can in return 

create stronger connections with the perceptual network in order to enhance perception. As 

discussed in chapter 1, both types of training stimulate the subcortical pathways involved in 

blindsight but use different pathways to do so. Therefore, by simultaneously enhancing the activity 

at both gates, i.e. the perceptual and attentional processors, through different directions, i.e. 

feedforward and feedback connectivity, we could increase the availability of information through 

large-scale connectivity guided by brain rhythms aiming to improve conscious visual perception 

as a result (Deco et al., 2021). Thus, the objective of this first study was to provide the groundwork 

for the conceptualization of all the other studies presented in this thesis as we used these notions to 

assess the neural substrates of blindsight and designed a rehabilitation strategy.  

 

Fast subcortical pathways for blindsight under the scope of gamma oscillations  
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This section summarizes the contributions provided by the second study: article 2, chapter 4.  

 

Behavioral assessment of a new case report of affective blindsight 

 

The case of patient SJ is new to the literature as we are the first to report his exceptional ability to 

unconsciously discriminate between complex natural affective scenes. To our knowledge, he is the 

first patient with affective blindsight able to discriminate between such complex features. 

Moreover, he has no spared V1 islands in his right hemisphere resulting in a complete left HH with 

no macular sparing and no visual awareness whatsoever. Thus, any residual ability couldn’t derive 

from spared striate functionality, suggesting the involvement of an extra-striate unconscious 

pathway which we demonstrated in this study.  

The behavioral assessment on a 3-alternative forced-choice affective discrimination task 

showed that SJ was able to discriminate between affective scenes when they were presented in his 

blind hemifield. As expected, SJ accuracy was significantly better in his intact hemifield compared 

to the blind hemifield, and reaction times (RTs) were faster. However, we showed that he 

performed above chance level, and more importantly that his RTs were modulated by the 

performance, i.e. correct or incorrect, the eccentricity, i.e. paracentral (6°) or near periphery (12°), 

and the affective condition, i.e. unpleasant, neutral or pleasant, despite a complete lack of visual 

awareness. These results suggest that we can measure blindsight abilities without the bias from 

subjective reports. One unexpected finding was that performance in the blind hemifield was better 

for pleasant pictures than for unpleasant pictures, demonstrating SJ's ability to identify pleasant 

pictures. Nonetheless, his RTs were faster for unpleasant pictures. Considering both the 

performance and RTs, we hypothesized and later demonstrated by causal connectivity that pleasant 

and unpleasant pictures are driven by distinct neural pathways. Overall, differences in RTs across 

conditions were very similar between the intact and the blind hemifield, as faster RTs were found 

for correct responses, near the periphery and in unpleasant conditions. However, when looking at 

the interaction between the conditions, we observe that for conscious perception, there is an 

advantage for pleasant paracentral stimuli while the advantage for unpleasant pictures was more 

specifically found in the near periphery. In contrast, in the blind hemifield, the advantage for near 

periphery was found for both unpleasant and pleasant pictures. These results corroborate the 
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advantage of the peripheral magnocellular system that is faster for negative stimuli in processing 

emotional pictures (Campana et al., 2016; Maunsell et al., 1999; Tapia and Breitmeyer, 2011).  

Insights on the neural dynamics of visual perception  

 

The thalamo-striate pathway known to drive visual perception as the LGN within the thalamus 

projects its activity in V1 is hypothesized to communicate through synchronization of gamma 

rhythms (Dehaene et al., 2003; Mashour et al., 2020). These thalamic gamma modulations have 

previously been investigated in the animal (McAfee et al., 2018; Redinbaugh et al., 2020), but 

haven’t been associated with visual consciousness in humans. In chapter 4, we provide evidence 

that the contralateral thalamus and V1 gamma rhythms were significantly correlated when the 

intact hemifield was stimulated, which wasn’t the case when pictures were presented in the blind 

hemifield. This rhythmic correlation when causally assessed showed that the bottom-up activity 

projected from the thalamus to V1 was a significant predictor of SJ’s RTs, demonstrating the role 

of this pathway in conscious visual perception (Van Kerkoerle et al., 2014).  Moreover, we found 

that gamma activity of the contralateral amygdala and V1 were significantly correlated with 

conscious perception suggesting a role of the amygdalo-cortical pathway (‘the long conscious 

pathway’) in affective discrimination (Bocchio et al., 2017).  

 

A closer look into blindsight as gamma influences from the thalamus to the amygdala and 

extrastriate regions drives correct discrimination 

 

One of the most probing results in this study is the difference in the directionality of the subcortical 

causal influences when comparing correct and incorrect performances for unseen stimuli presented 

within the blind hemifield. In fact, at stimulus onset, we were able to identify and distinguish a 

signal that would lead to an accurate performance from a signal that would induce an incorrect 

answer by looking at the causal directionality between the contralateral thalamus and the amygdala. 

We hypothesize that the pulvinar within the thalamic structure was involved in these projections 

through a magnocellular pathway as connections between both structures have been evidenced 

(Day-Brown et al., 2010; McFadyen et al., 2017, 2019). This bidirectional communication 

bypassing V1 triggered as soon as 50 ms was found to be independent of the stimulus predictability 

and affective condition. In fact, the presentation of a picture was randomly presented in the left or 
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right hemifield whit no prior cue on the timing of the presentation or location. Moreover, the 

inverse connectivity between correct and incorrect responses was not associated with the emotional 

content as it was found for unpleasant, neutral, and pleasant pictures providing insights into the 

debate of whether the fast-thalamo amygdala pathway mediating unconscious processing is only 

specific to negative stimuli (Garrido et al., 2012).  

 

The contralateral thalamus also rapidly sent its projection via gamma rhythms causally 

influencing the contralateral STS and bypassing V1 around 100 ms leading to a correct response. 

The difference in latency observed between projections from the thalamus to the amygdala and the 

STS suggests that accurate discrimination is first mediated by subcortical communication and then 

by subcortical-cortical communication. The STS previously reported as being involved in correct 

responses (Andino et al., 2009) measured in affective (Burra et al., 2013; Van den Stock et al., 

2014; Striemer et al., 2019)  is known for its multiple roles in brain mechanisms crucial when 

processing a natural complex affective scene (Allison et al., 2000; Bettencourt and Xu, 2013; 

Bogadhi et al., 2018; Claeys et al., 2003; Karnath, 2001; Lahnakoski et al., 2012). This thalamic 

extra-striate pathway also independent of the affective condition could either be supported by the 

LGN through a koniocellular pathway (Schmid et al., 2010) or by the pulvinar through a 

magnocellular pathway (de Gelder and Poyo Solanas, 2021). This subcortical pathway mediating 

information that will be adequately discriminated was specific to stimulation of the blind hemifield 

as the thalamo-STS causal connectivity wasn’t associated with accuracy for stimulation of the 

intact hemifield.   

 

On the contrary, incorrect responses were associated with causal influences exerted from 

the contralateral amygdala and STS on the contralateral thalamus. We hypothesize that the lack of 

blindsight abilities, i.e. performance below chance-level without visual awareness, could mainly 

be associated with insufficient bottom-up causal connectivity between the thalamus and other 

structures (Dehaene et al., 2006) due to incapacity in detecting relevant information (Bogadhi et 

al., 2021; Corbetta et al., 2008). The inverse connectivity could indicate a top-down mechanism 

associated with uncertainty, trying to compensate and ‘guess’ the correct answer which was also 

observed between the thalamus and amygdala for seen stimuli in later latencies suggesting prior 

cortical involvement (D’Hondt et al., 2013). Importantly, the early timing observed specifically in 
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the case of blindsight suggests rapid thalamo-amygdala and thalamo-extra-striate pathways that 

could predict unconscious behavior. In fact, SJ’s RTs were predicted using the subcortical 

connectivity mediated by gamma rhythms which confirm the involvement of thalamic high-

frequency modulations in perception.  

 

Seen and unseen unpleasant and pleasant pictures are differentiated by the direction of the 

connectivity between the thalamus and amygdala at late latencies  

 

The literature is dominated by the view that unconscious negative information is specifically 

mediated by a fast thalamo-amygdala pathway that bypasses V1 (Anderson et al., 2003; LeDoux, 

2000; Ward et al., 2005). However, our paper did not provide any evidence of such early specificity 

for unpleasant pictures when connectivity was assessed through high gamma oscillations (refer to 

study 3, chapter5 for specific evoked differences associated with the unpleasant system). As we 

previously mentioned the fast thalamo-amygdala connectivity for unsee pictures was observed 

irrespective of an affective condition. Nonetheless, we found that the directionality of causal 

influences between the thalamus and amygdala differed between unpleasant and pleasant pictures 

after 300 ms for unseen pictures and around 500 ms for seen stimuli, suggesting for both conscious 

and unconscious perception that cortical areas were previously involved (Boucher et al., 2015; 

Codispoti et al., 2006; Vuilleumier, 2005; Vukelić et al., 2021; Del Zotto et al., 2013) as well as 

attentional processing (Andino et al., 2009; Luo et al., 2010). This difference in timing between 

unconscious and conscious percept is very interesting regarding how much higher order processing 

was required to discriminate between affective conditions. Thus, putting these results into the 

perspective of the global neuronal workspace it seems that unconscious affective perception 

requires less complex cortical propagation and synchronization (Salti et al., 2015a). As to why 

unpleasant and pleasant conditions are mediated through opposite directions, we hypothesize that 

negative valences are mediated through a bottom-up propagation resulting in faster RTs as 

observed in the behavioral assessment, while pleasant pictures mainly induce top-down 

propagation resulting in better extraction of the information as assessed by SJ’s performance 

(Taylor and Fragopanagos, 2005; Vukelić et al., 2021). Interestingly, the same interpretations can 

be done for the intact hemifield, where seen affective information displayed the same subcortical 

directionality in causal connectivity.  
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Summary  

 

Significantly, this study provides evidence that fast thalamo-amygdala and thalamo-extra-striate 

pathways subserve the ability to identify complex scenes without visual awareness after a V1 

lesion. Specifically, within an early latency range, we assessed that subcortical communications 

preceded the subcortico-cortical interactions providing insights into the temporal and spectral 

dynamics involved in both pathways. Affective-specific differences on the other hand seem to 

involve late bottom-up and top-down mechanisms between the thalamus and amygdala which we 

hypothesize is provided by cortico-subcortical communication. These influences are observed at 

earlier stages for unconscious processing suggesting less complex cortical propagation and 

synchronization compared to conscious perception of affective scenes. 

 

Early and late processing in blindsight as investigated in V1 and subcortical structures  

This section summarizes the contributions provided by the third study: article 3, chapter 5.  

 

Early positive components in the intact V1 show processing of conscious and unconscious 

information at the early stages 

 

The goal of this work was to examine the visual evoked responses at the cortical and subcortical 

source levels to gain a better understanding of the temporal profile that supports the conscious and 

unconscious perception of affective complex natural scenes when V1 is lesioned. Thus, we 

employed temporal decoding and generalization to predict the evoked activity that occurs when 

affective and neutral scenes are presented to SJ's intact and blind hemifields whose affective 

abilities were reported in study 2.  

 

Differences between the contralateral and ipsilateral hemifields were first identified at 

stimulus onset where seen information triggered a C1 component. The C1 component originates 

from the striate cortex and shows direct processing of the information through the geniculo-striate 

pathway (Railo et al., 2011; Di Russo et al., 2002). While this striate evoked response was not 
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found for unseen pictures, some studies have suggested the involvement of the intact hemisphere 

in processing information from the blind hemifield which could support blindsight abilities 

(Celeghin et al., 2015; Chaumillon et al., 2018s; Goebel et al., 2001; Tamietto and de Gelder, 2008) 

and more specifically within the intact V1 (Georgy et al., 2020). Our findings showed that at around 

100 ms a positive component, i.e. P1, for seen contralateral pictures was elicited across the nodes 

within V1 showing early sensory processing of perceived stimuli (Mangun et al., 2001). 

Interestingly, the positive early component was observed around 150 ms in V1 for unseen 

ipsilateral pictures after interhemispheric transfer. There was clear recruitment of V1 in order to 

process unconscious information at early stages. Subsequent components such as the N1, P2, and 

N2 were also been elicited in both conscious and unconscious processing with differences in time 

latencies due to interhemispheric transfer (Di Russo et al., 2002). All of these evoked components 

found in V1 which we know originate from extrastriate and higher-order regions show that even in 

the absence of visual awareness information is processed through feedback projections (Railo et 

al., 2011; Di Russo et al., 2002). However, pictures presented in the blind hemifield didn’t evoke 

any late components, i.e. the P3 and N400, as opposed to seen pictures which indicated that higher 

order processing in V1 was only mediated by conscious perception (Dehaene et al., 2003a; Salti et 

al., 2012).  

 

 When comparing eccentricity, i.e. paracentral vs near periphery, within hemifields, we 

observe that the evoked response in V1 differed between eccentricity at the P1 and N1 time range, 

therefore at an early time window. Moreover, V1 is also able to discriminate between eccentricities 

when pictures were presented in the blind hemifield, nonetheless, these differences were elicited at 

the N2 time range where N2 was greater for paracentral pictures. We interpret these results as a 

faster attentional allocation to the contralateral intact hemifield compared to the ipsilateral blind 

hemifield (Hillyard and Anllo-Vento, 1998; Patel and Azzam, 2005; Schindler et al., 2018; Xu et 

al., 2016).  

 

 

Decoding of seen and unseen pictures is first initiated in cortical areas and then in subcortical 

structures 
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As we assessed the evoked differences and decoding accuracies, the differences between seen and 

unseen pictures in the thalamus were found around 70 ms, while they started at stimulus onset in 

V1. Thus, thalamic differences were subsequent to those found in V1 suggesting that cortical 

processing was able to decode information from seen and unseen pictures before subcortical 

differentiation (Cecere et al., 2013). The differences between seen and unseen pictures in the 

amygdala were decoded prior to those in the thalamus but subsequent to the ones in V1, suggesting 

that cortical decoding between conscious and unconscious processing happens prior to subcortical 

decoding. These findings agree with the notion that consciousness emerges from the cortex which 

interacts with subcortical structures (John, 2002; Schutter and van Honk, 2004; Zeman, 2004).  

 

Evoked responses in subcortical structures reveal different mechanisms for the central and 

peripheral system 

 

An early visual negative component referred to as N1 was found to be modulated by the side of the 

presentation and by the eccentricity at which a picture was presented within each hemifield 

(Hillyard and Anllo-Vento, 1998; Klimesch, 2011; Di Russo et al., 2002). These differences were 

observed in the thalamus and amygdala for seen pictures and unseen pictures contributing to the 

literature on human evoked responses (Koivisto et al., 2010). In fact, N1 was larger for seen and 

unseen pictures presented in the near periphery compared to pictures presented in the paracentral 

visual hemifield suggesting this early negative component is modulated by a magnocellular 

pathway. On the other hand, the thalamic P2 was larger for paracentral seen pictures compared to 

near periphery seen pictures suggesting its role within the parvocellular pathway for conscious 

perception as observed in studies on P3 (Patel and Azzam, 2005; Railo et al., 2011; Rutiku et al., 

2015). The evoked responses in the subcortical regions can be summed up as follows: N1 for seen 

and unseen: periphery > central, P1/P2 for seen: central > periphery, P2 for unseen: periphery > 

central. 

 

Similarly, differences between eccentricity for seen pictures were also found in the 

contralateral amygdala at early stages corresponding to the P1-N1 latency window, where P1 was 

larger for paracentral stimuli and N1 for near periphery stimuli. Therefore, P1/P2 could reflect the 

use of the parvocellular pathway for seen pictures while N1 appears to reflect characteristics of the 
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magnocellular pathway for seen and unseen pictures (Campana et al., 2016; Maunsell et al., 1999; 

Tapia and Breitmeyer, 2011). On the other hand, P2 in the left amygdala reflected the processing 

of peripheral unconscious information, which as we will discuss later on, was specific to affective 

processing. Therefore, a clear advantage of the magnocellular for peripheral stimuli in subcortical 

structures in unconscious perception is evidenced in this study. Differences in asymmetry between 

the left and right hemifields and hemispheres are discussed in the study as we suggest that multiple 

factors contributed to these modulations. 

 

Late higher-order processing differs for seen and unseen pictures in V1 and subcortical structures: 

insights from the temporal decoding and generalization analyses 

 

The temporal decoding and generalization analysis was computed with a multi-feature ML 

approach using the source information, i.e. nodes, within each structure as well as the temporal 

dynamics as features. These results showed that decoding between seen and unseen information 

starts very early on, around 90 ms, in the intact V1 and is rapidly observed in the thalamus and 

amygdala in both hemispheres. Looking at the temporal generalization results, training the 

classifier around 400 ms, i.e. at the P3 latency, showed significant decoding accuracy at subsequent 

time windows until 800 ms for V1, the thalamus, and the amygdala (specific differences are 

discussed in the paper). These results suggest that information is dynamically maintained across 

multiples stages including modulation in amplitude and re-entrant feedback activations (Aru et al., 

2020; Heeger and Zemlianova, 2020; Lamme and Roelfsema, 2000) from higher order regions 

through a global workspace (Baars, 2002; Dehaene and Changeux, 2011; Dehaene et al., 2006). 

Based on these results and the fact that accurate decoding performance maintained over time wasn’t 

obtained for other specific differences, i.e. eccentricity or affective valence, decoding seen and 

unseen information involves complex dynamics specific to visibility (Dehaene and King, 2016). 

Therefore, we can hypothesize that the lack of re-entrant activity at late time windows for unseen 

pictures could be linked to the absence of visual awareness (Silvanto, 2015). While we can’t take 

a firm position, these results provide insights into the early vs late debate as we show that (1) 

decoding information from seen and unseen starts very early on through the coding of dynamic 

amplitude and (2) generalization of learning occurs only at a late time window where information 

is maintained until 800 ms.  
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Distinct temporal mechanisms for unpleasant and pleasant pictures as revealed by the evoked 

subcortical responses  

 

The earliest evoked response found in the thalamus was a positive component peaking at 70 ms 

referred to as the P50 which is associated with multisensory integration of the bimodal thalamic 

neurons (Starke et al., 2020). Let’s reiterate that in the paradigm when a picture was presented in 

the hemifield, white noise was simultaneously presented to trigger a forced-choice response from 

SJ as he wasn’t aware of when a picture was presented to his blind hemifield. An important P50 

was observed in the thalamus for both seen and unseen pictures and further analysis didn’t reveal 

any difference between conditions. In the right thalamus, as we observed the differences between 

hemifields or eccentricity no probing P50 was elicited for any condition which we interpreted as 

functional degeneration at the level of the thalamus, and more importantly in the LGN (Alvarado 

et al., 2007; Arden et al., 2003; Shimojo and Shams, 2001). However, when we further investigated 

the interaction between the affective condition and eccentricity, we observed a significant P50 in 

the right thalamus specific to unpleasant peripheral pictures presented in the contralateral blind 

hemifield suggesting the involvement of the magnocellular pathway. Therefore, to our knowledge, 

our findings demonstrate for the first time the advantage of the unconscious peripheral fast thalamic 

pathway specific to a negative emotion presented in the blind hemifield of a blindsight patient.   

 

 As we previously mentioned, a stronger significant P2 response was evoked for peripheral 

pictures in the left amygdala compared to central pictures suggesting the dominance of the 

peripheral system in subcortical areas for unseen information. This advantage was translated by 

faster RTs for stimuli presented in the periphery as reported in study 2. When looking at the 

interaction between the eccentricity and affective condition, we found that unseen unpleasant 

pictures presented in the periphery triggered a greater P2 in the left amygdala compared to the 

pleasant condition (Tao et al., 2021) which could also explain faster RTs for the unpleasant 

condition (Bayle et al., 2011; Calvo et al., 2014). Taken together, the subcortical evoked analysis 

showed an advantage for the peripheral system specific to unpleasant pictures in the absence of 

visual awareness (Bayle et al., 2009; Méndez-Bértolo et al., 2016; Ward et al., 2005) which as we 

were able to demonstrate was specific to blindsight abilities.  



227 

 

 On the other hand, a late advantage for unseen pleasant pictures was found in the thalamus 

between 400 and 600 ms and amygdala around 600-700 ms compared to neutral pictures. This 

difference was translated by a greater evoked magnetic late positive potential associated with 

affective discrimination (Schönwald and Müller, 2014) which we know originate from higher-

order cortical regions (Moratti et al., 2011). Combined with SJ’s behavioral performance showing 

an advantage in accurate responses for pleasant pictures, we postulate that pleasant pictures in 

blindsight are processed through a distinct mechanism that seems to involve a koniocellular 

pathway rather than a magnocellular pathway privileging the extraction of relevant information 

rather than a quick response (Campana et al., 2016; Maunsell et al., 1999; Tapia and Breitmeyer, 

2011).  

 

Temporal-directed thalamo-amygdala connectivity supports affective differences in blindsight 

 

Finally, we aimed to assess the role of the thalamo-amygdala communications in processing 

affective scenes which resulted in demonstrating a bidirectional interaction between both structures 

that coded for the affective valence. In fact, corroborating the results described in study 3 while 

also reporting the effect of eccentricity, we showed that unpleasant information from the peripheral 

system passes from the thalamus to the amygdala at around 300 ms, while pleasant from the 

peripheral system passes from the amygdala to the thalamus in the same time window. The flow 

of information through a bottom-up and top-down system coding for affective specific differences 

solidifies the previous behavioral and empirical findings as assessed by study 2. 

 

Summary 

 

Importantly, this study reveals the temporal signature of subcortical and striate evoked responses 

in blindsight providing some insights into the early and late debate of consciousness. We first 

showed that information from the blind hemifield is transferred to the intact V1 at the early stages. 

Within this early time window information extracted from seen and unseen pictures are first 

decoded in V1 and are subsequently and rapidly decoded by subcortical structures. followed. Thus, 

the coding of visual consciousness seems to be first translated into a cortical response prior to 
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subcortical coding. Cortical and subcortical early evoked responses also code for differences in 

visual qualia between central and peripheral pictures irrespective of visual awareness.  On the other 

hand, ML analysis showed that signatures of seen and unseen information were maintained over 

time only through late higher-order processing in V1 and subcortical structures. By refining the 

analysis to assess affective-specific differences, we showed that unpleasant information from the 

periphery in the unseen condition was extracted at very early stages by the thalamus and at late 

stages in the amygdala, while an advantage for pleasant information was found at late stages within 

the subcortical structures. These affective differences were translated into inverse causal 

connectivity between the thalamus and amygdala demonstrating that information circulates in a 

different direction to discriminate between the affective condition in blindsight.  

 

Probing the neural dynamics of the vMMN to address the debate on evaluating unconscious 

processing independent of behavior 

This section summarizes the contributions provided by the fourth study: article 4, chapter 6.  

A reliable vMMN can be measured in the absence of visual awareness independent of behavior 

 

The purpose of this work was to assess a neural biomarker of unconscious processing independent 

of behavior. To accomplish this goal, we decided to: (1) use a well-known evoked component as 

the vMMN which is highly favorable to be elicited in the absence of visual awareness (Rowe et al., 

2020), and (2) by assessing the neural substrates of the vMMN a posterior negative component 

elicited around 200 ms (Pazo-Alvarez et al., 2003; Qian et al., 2014; Stefanics et al., 2014b) in 

neurotypical individuals and in a blindsight patient (ML) where the experimental task obviated the 

need for subjective visual awareness.  

 

First, ML residual abilities were assessed for motion stimuli as she presented type II 

blindsight. In fact, when testing her in behavioral tasks where her attention was allocated to her 

blind hemifield, she was significantly able to detect motion stimuli without perceiving them, even 

though she ‘felt’ that something was happening. Interestingly, she claimed that this sensation 

wasn’t describable as it wasn’t a visual feeling’ (Tran et al., 2019). However, when testing her on 

a discrimination motion task, her performance was at chance-level. Thus, we hypothesized that if 
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we were able to measure a reliable vMMN in her blind hemifield as a consequence of motion 

direction changes, therefore the assessed brain mechanisms were independent of visual awareness 

and behavior. Such a neural biomarker could therefore be used as a complementary or alternative 

measure of blindsight which would mitigate previous debate on the nature of blindsight and could 

lead to better identification of patients with residual abilities.  

 

With this purpose in mind, we presented a sequence of motion stimuli in the peripheral 

system while participants were engaged in doing the Stroop test a high demanding task (Hadid and 

Lepore, 2017a). In fact, by showing a regular sequence of standard motion stimuli, the brain learns 

and creates an internal representation of predictions (Johnson et al., 2016).  However, when we 

alter this prediction by inserting a deviant stimulus, the external and internal representations enter 

a state of mismatch resulting in prediction errors measured by the vMMN (Oxner et al., 2019). As 

neurotypical participants and ML didn’t report any subjective visual awareness of the oddball 

peripheral sequence, we then tested our hypothesize that the vMMN is measurable in the absence 

of visual awareness by computing the difference between the deviant evoked response and the 

standard evoked response (deviant – standard) for both neurotypical individuals and the blindsight 

patient, ML. The results showed reliable posterior negativity around 200 ms across both 

hemispheres for the neurotypical individuals and ML when the stimulus was presented in both 

hemifields, demonstrating automatic detection of changes, thus validating that our methodological 

design elicited a vMMN in the absence of visual awareness.  

 

The anterior P3a conveys the automatic processing of detection of changes 

 

The evoked activity across electrodes showed a frontal positivity across both hemispheres when 

the difference was averaged between 250 and 300 ms for both hemifields and neurotypical 

individuals and the blindsight patient. As no allocation of attention was possible towards the 

periphery during the execution of the Stroop task, the attentional switch was inhibited. Therefore, 

the P3a that can often be attributed to attentional orienting (Escera et al., 2000; Friedman et al., 

2001; Kok, 2001; Polich, 2007) is also a neural indicator of automatic processing in the auditory 

modality (Muller-Gass et al., 2007). In fact, it has been shown that the amplitude of the P3a is 

stronger for task-irrelevant changes when participants performed a task-relevant sequence (Combs 
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and Polich, 2006; Comerchero and Polich, 1998; Goldstein et al., 2002). Another reason supporting 

our interpretation of the observed anterior positivity representing automatic processing is that the 

given oddball exploited local violations of regularities rather than global temporal novelty which 

has been shown to be independent of attention (Bekinschtein et al., 2009). Moreover, considering 

that it is extremely unlikely that ML oriented any attention to her blind hemifield while doing the 

Stroop task and the fact that the P3a was observed when her blind hemifield was stimulated, it 

strengthens our case that we were able to measure automatic processing of information. These 

results suggest that the prediction error system consists of a posterior negative component followed 

by an anterior positive component (Ylinen et al., 2016).  

 

Theta synchronization as an indicator of prediction errors 

 

The presentation of a deviant stimulation systematically induced greater posterior and temporal 

theta synchronization compared to the standard condition for the neurotypical participants and ML. 

Theta oscillations have been shown to be involved in multiple higher-order cognitive processes, 

such as learning and memory (Chen et al., 2020; Goyal et al., 2020; Zhang et al., 2019), which 

could be both used in prediction errors in (Edalati et al., 2021; Recasens et al., 2018). The relation 

between the theta band and P3a suggests intertwingling of lower, i.e. bottom-up and higher, i.e. 

top-down, systems in predicting errors under automatic processing and updating the sensory 

representation (Harper et al., 2017; Ho et al., 2021; Hong et al., 2020). Therefore, the automatic 

unpredicted change detection seems to be associated with theta oscillations using sensory 

prediction, even for subconsciously processed inputs.  

 

Frontal and posterior spectral connectivity suggest large-scale networks in prediction errors 

 

Brain networks involved in unconscious processing employ seemingly particular frequency ranges 

(Mashour and Hudetz, 2018), however, the spectral networks involved in the vMMN have yet to 

be investigated. Therefore, this study provides a first insight into the neural dynamics involved in 

large-scale networks when automatic detection of motion changes occurs in the absence of visual 

awareness. The differences across frequency bands and hemifields in the neural networks showed 

(1) interaction between neural mechanisms associated with the motor response and the side of the 
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presentation (Pool et al., 2014), and (2) asymmetry between hemifields in relation to an inhibition 

of attentional allocation recruiting theta and gamma oscillations which dynamics are discussed with 

respect to the P3a (Cavézian et al., 2010, 2015; Sanchez-Lopez et al., 2020; Solís-Vivanco et al., 

2021). These results highlight that various mechanisms are recruited and need to be carefully 

considered when interpreting the neural dynamics associated with the mismatch response as they 

are thoroughly discussed in study 4. Importantly, with regards to the prediction error system, the 

spectral connectivity analysis revealed large-scale cortico-cortical interactions mainly involving 

frontal regions through phase synchronization of oscillatory rhythms from 7 to 90 Hz. Interestingly, 

a distinct neural signature can be observed across frequency bands each potentially contributing to 

updating the system of prediction. In fact, results on the primate showed that fronto-posterior 

interactions associated with prediction errors are mediated by gamma oscillations while the update 

of the system of prediction is guided by alpha-beta oscillations (Chao et al., 2018).   

 

Enhancement of posterior theta connectivity could reflect a neural signature of blindsight 

 

We calculated the difference in spectral connectivity across different frequency bands between the 

neurotypical group and the blindsight patient to see if the brain processes of unconscious processing 

in neurotypical persons and blindsight patients were supported by the same neural network. By 

doing so, we targeted an important topic in the blindsight literature: is blindsight just degraded 

normal vision set at near-threshold (Azzopardi and Cowey, 1997; Hadid and Lepore, 2017b; 

Weiskrantz, 2009)?  

 

To begin with, we looked at how a V1-lesion affected perception in the intact hemifield. 

After stimulation of her intact hemifield, phase synchronization in the beta band was significantly 

reduced compared to the neurotypical group. In fact, a beta desynchronized network of the 

temporo-parietal connections potentially involved in motion processing was observed in the 

lesioned left hemisphere. In light of the above, a V1 lesion could disrupt posterior connections in 

the lesioned hemisphere, causing them to disengage when the intact hemifield is stimulated, 

notably in the automatic detection of changes. Considering the role of feedback synchronization 

guided by beta oscillations on conscious perception (Bastos et al., 2015; Michalareas et al., 2016) 

and local novelty detection (El Karoui et al., 2015), we hypothesize that stimulation of the intact 
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hemifield reduces feedback connectivity within the lesioned hemisphere conform to the hypothesis 

of cortical remodeling in the intact hemisphere (Bridge et al., 2008; Mikellidou et al., 2019). 

Subsequently, we addressed the question of the nature of blindsight by comparing ML’s 

residual abilities within the blind hemifield with neurotypical people's absence of visual awareness. 

Interestingly, we observed an enhanced theta synchronization between occipito-parietal regions 

within the lesioned hemisphere. These results not only support our prior findings that stimulation 

of ML's blind hemifield recruits extra-striate areas for motion processing in the lesioned 

hemisphere (Tran et al., 2019), but they add valuable information on the dynamic interactions 

between these structures by showing a posterior network that synchronizes through slow 

oscillations. Moreover, theta cortico-cortical synchronization has been suggested to be a signature 

of novelty detection in the auditory modality for different states of consciousness across posterior 

regions (Lee et al., 2019) and when patients are in a minimally conscious state (Bai et al., 2018; 

Bourdillon et al., 2020). We could therefore extrapolate these results in the visual modality and 

hypothesize that residual abilities could be assessed by theta synchronization for a mismatch 

response. In fact, theta synchronization has also been linked to unconscious processing in the visual 

modality (Hermann et al., 2020; Yanagawa et al., 2013).  Importantly, it appears that distinct brain 

processes are recruited between a lack of subjective visual awareness and blindsight. As a result, 

we propose that blindsight is unconscious in nature as it is not like conventional near-threshold 

vision. 

Summary 

 

In conclusion, the current investigation examining the neural correlates of unconscious automatic 

change detection showed that both neurotypical individuals and ML were able to detect the changes 

in motion direction without being aware of these changes. This was assessed by the presence of a 

reliable posterior vMMN which was followed by a frontal P3a confirming the detection of change 

and the automatic aspect of this detection, respectively. Furthermore, confirming the role of theta 

oscillations in prediction error generation in the auditory modality, we showed significant theta 

synchronization for the deviant motion stimulus. The prediction error system seems to involve a 

large-scale network across different frequency bands with an emphasis on the role of high-

frequency oscillations. Nonetheless, ML theta posterior connectivity significantly differed from 
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the neurotypical individuals as increased synchronization was observed suggesting that blindsight 

is different from near-threshold vision. Thus, we interpret these modulations as potential neural 

correlates of unconscious processing. Importantly, this study sheds new light on the neurological 

substrates supporting unconscious processing providing a new framework for assessing blindsight 

abilities independent of behavior. 

 

Proposing a rehabilitation strategy using a video game approach to enhance visual residual 

abilities in cortical blindness 

This section discusses the potential contributions provided by the fifth study: article 5, chapter 7.  

Brief description of the training’s storyline  

 

Study 5 is a methodological paper describing a training that was developed in a video game 

approach and that is ready to be used by participants and patients with CB on any computer. All 

configuration details are described in the study. Here's a quick rundown of the game's description: 

The goal of the proposed game is to successfully shoot enemy spaceships while avoiding black 

holes and meteorite rains during intergalactic travels. The game takes place in space, providing the 

high contrast essential for patients to do well in the early levels of the game, understanding that 

high contrast improves visual acuity. At all times, four arrows (left, up, down, and right) will be 

shown at the top of the screen, indicating the four directions that must be distinguished. A red 

crosshair will be used by the patient to fire and aim at hostile spacecraft. The stimuli's 

characteristics are based on the findings of prior laboratory investigations (Das and Huxlin, 2010; 

Huxlin, 2008; Huxlin et al., 2009). The recommended training is anticipated to take 3 months, with 

one hour One game lasts 20 minutes with breaks every 5 minutes. Training is anticipated to last 3 

months, with 5 days of training per week and 1 hour per day resulting in a training of 60 hours. All 

data will be recorded and used to assess the performance and reaction times of each patient 

throughout the training. 

 

The benefits and drawbacks of perceptual training 
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 Thus, even though we utilize the benefices of video games, which we will discuss later on, the 

rehabilitation strategy we propose in this study is based on principles of perceptual training (PT) 

(Latham et al., 2013) and combines (1) a multisensory training that targets several cognitive 

processes, such as audiovisual facilitation, visual exploration, and localization, and audio-motor 

coordination via saccades (Bolognini et al., 2005), and (2) a visual restitution training with a dual 

paradigm and feedback on performance using motion stimuli, spatial and temporal Gabor patches 

which stimulated the hemifield at different locations (Das et al., 2014). The key to the feedback 

technique is to use a dual-paradigm recognized in perceptual learning to elicit a generalization of 

learning (Xiao et al., 2008). By dual paradigm, we refer here to learning that is both stimulus 

property and stimulus feature specific and learning that is not stimulus attribute specific, e.g., target 

position. While we previously discussed the neurophysiological rationale for using both types of 

training, this part will explain why we suggest a methodological approach based on video game 

research to improve visual residual abilities. 

 

The improvement of sensorimotor and attentional deficits by PT may have a significant 

influence on the prognosis following neurological lesions, particularly following visual cortex 

lesions that cause contralateral cortical blindness (Latham et al., 2013). The use of learning 

principles is required for the establishment of an effective PT capable of specifically targeting 

sensorimotor and attentional deficits caused by a neurological injury (Oei and Patterson, 2015; 

Sabel et al., 2011; Saionz et al., 2020). One critical element to consider in PT is that while attention 

is not required for learning, it does have the capacity for sensory plasticity, even in the absence of 

visual awareness (Watanabe et al., 2002). As we theoretically proposed previously, the PT in our 

rehabilitation strategy should aim to enhance bottom-up and top-down synchronization through a 

global workspace network by using a combination of bottom-up multisensory and top-down visual 

restitution training. Although the high specificity of the PT, in terms of the attributes and stimuli 

characteristics, allows for better targeting of deficits and makes this technique indispensable in 

rehabilitation (Matteo et al., 2016; Poggel et al., 2004; Saionz et al., 2020), this advantage also 

comes at the expense of a lack of transfer, which can be compensated for by combining the PT 

with a video game (VG) approach. The latter is known for being less specific, more motivating, 

and entertaining, allowing for a greater generalization of improvements at the level of various 

cognitive processes (Baniqued et al., 2014; Oei and Patterson, 2014; Zhang et al., 2017). Therefore, 
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while PT can precisely target the deficits observed in CB, an approach combining PT and VG as 

proposed in this study might help enhance visual rehabilitation in CB on a large neuronal scale by 

targeting multiple cognitive mechanisms. To support this assertion, we will emphasize the directing 

lines that show the benefits that VG may offer to our rehabilitation plan. 

The contribution of video games 

 

Green and Bavelier's work (Green and Bavelier, 2003, 2006a, 2006b) has focused on the 

impact of action VG on a variety of attentional tests (tests of flanking and enumeration), on 

attentional distribution in the visual space (UFOV, attentional blink) and on the ability to follow 

multiple objects at the same time. They have demonstrated, via their various paradigms, an 

improvement in the perception of visual sensory attributes such as contrast sensitivity, as well as 

an increase in the perimetry of central and peripheral visual fields. Indeed, combined strategies are 

known to improve sensory, perceptual, and attentional abilities, resulting in faster information 

processing. The perceptual improvement associated with bottom-up processes and the expansion 

of attentional resources is caused by the fact that these action VG need the pursuit of many objects, 

fast attentional switches, and peripheral vision training (Green and Bavelier, 2003, 2006a, 2006b). 

By integrating and covering these processes that are critical in perceptual learning in the training 

we proposed in study 5 of this thesis, we hope to potentiate the effect of rehabilitation in CB. 

Furthermore, action VG provides benefits related to the improvement of multisensory perception 

(Donohue et al., 2010) as exploited by the training in our proposed training and allows for an 

increase in perceptual sensitivity for low-salience stimuli in a noisy environment (Whitton et al., 

2014). It is worth noting at this point that better implicit detection has been demonstrated among 

VG players in a priming task in which masked animal pictures were presented for 20 ms after a 

congruent or incongruent image (Pohl et al., 2014). Interestingly, the collaboration of newer 

strategies combining a cognitive and video game approach appears to be promising because it 

improves perceptual speed which correlates with the white matter in the hippocampus (Ray et al., 

2017), and facilitates the effect of perceptual learning by increasing the connectivity of higher-

level hierarchies, and this, early in the training process (Kim et al., 2015). 
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Summary 

 

In summary, the effect of perceptual training has the disadvantage of being sensitive to perceptual 

interferences, where a change during training prevents the beneficial effect of learning, whereas 

VG players are less sensitive to these interferences since learning is more strongly and quickly 

consolidated (Berard et al., 2015). As a result, there is a clear advantage to transforming perceptual 

learning approaches into video games, in order to transition from highly specific training to more 

general training and ensure improvements in contrast sensitivity, central and peripheral visual 

acuity, and contrast threshold (Deveau et al., 2014). Thus, by proposing this new methodological 

approach based on video game research to improve visual residual abilities, we hope for 

reinforcement of cognitive processes, especially motivational, by directing attention to high 

specific stimuli and using a feedback system.  

 

8.3. Implications, Limitations, and Future Directions 

 

Implications 

This thesis framed the debates around blindsight and addressed them with methodological 

advances and novel methods in order to characterize the underlying neural mechanisms of 

blindsight at both small and large scales. The investigation of patients with V1 lesions presenting 

unique residual abilities in their blind hemifields made such an endeavor possible. While 

underestimated in the ‘era of big data, the study of case reports paired with new methodological 

standards is essential for comprehending particular challenges since they provide direct access to 

a specific mechanism, such as unconsciousness. In the first chapter of this thesis and first study, 

we raised multiple points on our understanding of blindsight. We proposed to comprehend the 

existence of unconscious abilities following a V1 lesion by integrating the phenomenology of 

blindsight into an altered global workspace where local processing was still possible but large-

scale global availability was disrupted by an unsynchronized neural network responsible for higher 

order mechanisms. As we argue, such understanding could have a considerable impact on clinical 

rehabilitation and the quality of life of patients living with CB. In fact, we propose a novel approach 

for visual rehabilitation to target and potentiate neural mechanisms at both the local and global 
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scale which is theoretically explained in study 1 and methodologically documented in study 5. In 

other words, we argue that understanding the neural mechanisms of blindsight is critical for 

theories of consciousness and unconsciousness, as well as therapeutic treatments. In reality, the 

consciousness literature seeks to extract the brain correlates of consciousness by contrasting them 

with the neural correlates of unconsciousness (Mashour and Hudetz, 2018; Melloni et al., 2021; 

Sohn, 2019), but it is frequently met with dependencies and biases in the behavioral evaluation of 

what is seen and what is unseen (Peters et al., 2017; Soto et al., 2019; Tsuchiya et al., 2015). 

Grasping unconsciousness can also be challenging in patients with CB since only a few appear to 

have residual abilities, which is why we propose employing an objective assessment of unconscious 

abilities that might eventually be used to determine the optimal rehabilitation strategy for each 

patient. We, therefore, lay the concerns surrounding the behavioral and objective assessments of 

blindsight, its subcortical neural pathways, and its temporal dynamics.  

 

To address these points, this Ph.D. work presented three empirical studies (studies 2, 3, and 

4) reporting the cases of patients SJ with type I blindsight for affective natural complex scenes and 

ML with type II blindsight for motion stimuli. The two studies on SJ had the advantage of using 

new standards in MEG analysis in order to probe the neural substrates supporting his unique 

abilities. The study investigating ML’s neural mechanisms using EEG had the advantage to include 

a group of neurotypical individuals to assess the validity of a neural biomarker of unconscious 

processing in normal and altered vision. As a result of these procedures, we were able to address 

certain open debates in the blindsight literature. In fact, study 2 addressed the question of the 

existence and characteristics of a fast thalamo-amygdala pathway in affective blindsight by 

studying causal connectivity under the scope of gamma oscillations. Study 3 provided new inputs 

into the early vs. late debate on consciousness by assessing the subcortical neural mechanisms in 

affective blindsight using the evoked responses, temporal generalization analysis, and causal 

connectivity. Finally, by analyzing the neural substrates of the vMMN and establishing its validity 

as a neural biomarker of unconscious processing, study 4 could have a direct influence on how we 

may identify blindsight in a patient independent of behavior and therefore use targeted 

rehabilitation. Insightfully, the empirical findings provided a fresh understanding of the brain 

mechanisms sustaining residual abilities following a V1 injury. To understand the thorough 

implications of our studies, we will now clarify how the testing of unique blindsight patients and 
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the application of methodological breakthroughs in electrophysiology enabled us to revisit some 

notions and answer our specific questions. 

 

Studies 2 and 3 provided the opportunity to test a new case of affective blindsight assessed 

in patient SJ who suffered from a left complete HH with no macular sparing following a complete 

resection of his right striate cortex leaving him with no visual awareness. SJ presented the unique 

ability to discriminate affective natural scenes which were impressive considering the complexity 

of these scenes and is, to our knowledge, the first reported patient to have such exceptional residual 

abilities (Celeghin et al., 2015, 2017). Our results were solidified by the differences in RTs across 

conditions showing real processing of affective scenes. Thus, the study of patient SJ has a clear 

impact on the affective blindsight literature as we were able to identify the subcortical neural 

substrates that supported his behavior. The source reconstruction methods of SJ’s MEG data used 

in the second and third studies allowed us to extract the temporal and spectral activity across time 

within deep structures providing our research with very rich data of high temporal, spatial and 

spectral precision (Meunier et al., 2020). Using this complex signal across trials, we tackled a 

single-trial analysis approach using causal connectivity and machine learning as the research on 

the subcortical temporal dynamics involved in unconsciousness is scarce.  

 

In fact, we computed the single trial causal connectivity as well as the difference in the 

directionality of the influences between conditions (Bastin et al., 2017). This analysis showed that 

fast thalamo-amygdala and thalamo-extra-striate pathways subserve the ability to accurately 

identify complex scenes without visual awareness after a V1 lesion. Interestingly, these fast 

unconscious thalamic pathways guided by high-frequency oscillations were not specific to an 

affective condition but rather to the unconscious aspect of the processing shedding light on the 

hypothesis of a fast ‘low road’ between the human thalamus and the amygdala that is only specific 

to negative emotions (Liu et al., 2015; Luo et al., 2007; Morris et al., 1999). Nonetheless, the 

evoked analysis in study 3 notably provided insights into the advantage of negative stimuli as the 

thalamus quickly responded to unpleasant peripheral pictures presented in the blind hemifield. 

Therefore, the evoked response and connectivity analysis should be used conjointly as it provides 

different information. Moreover, we found that at a later time window the affective information is 

transmitted by the direction of the causal connectivity between the thalamus and amygdala. Thus, 
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unpleasant and pleasant information travel using the same path, yet in opposite directions. This 

distinction was interpreted as explaining the better performance for pleasant unseen pictures and 

faster RTs for unpleasant unseen pictures. In fact, all of these connectivity features were predictive 

of SJ’s behavior as assessed by linear regression, which demonstration was lacking in the literature. 

Predicting behavior could be of great interest when trying to objectively evaluate blindsight 

abilities in concert with behavioral and subjective assessments. Therefore, the present work 

provides considerable insights not only for the blindsight literature but also for the comprehension 

of human thalamic connectivity involved in unconscious perception. 

 

Predictive analyses using classical statistics are of great use, however, machine learning 

approaches can extract additional and complementary information within the complexity of the 

neural data (De Lucia and Tzovara, 2015; Savage, 2019). For instance, in study 3, we used a multi-

feature machine learning approach where the temporal information across all trials recorded from 

each node within a region was given to the predictive model in order to recognize, at each instant, 

a specific pattern. We furthermore tested the performance of the classifier trained at a specific point 

in time on subsequent instants to assess whether the information in the future could be predicted 

from past information (Dehaene & King, 2016; King & Dehaene, 2014). This approach used to 

identify the neural correlates of conscious and unconscious perception in neurotypical individuals 

(King et al., 2016; Sergent and Dehaene, 2004; Sohn, 2019; Soto et al., 2019) could bring new 

insights into the blindsight literature. In fact, the predictive model could identify a conscious and 

unconscious process without the need to assess behavior, and thus could be suggested as an 

objective measure of residual abilities. Therefore, using this approach combined with source 

reconstruction, the algorithm was able to extract the temporal signature for seen and unseen 

information confirming its potential implication in the assessment of blindsight in patients with 

CB. Specifically, the prediction model was applied to data from the thalamus and amygdala, 

demonstrating that conscious and unconscious perception is mediated by distinct subcortical 

mechanisms. These results combined with a classical approach to assess evoked responses 

provided some insights into the early and late debate of consciousness by showing that seen 

information is more strongly maintained in time even in subcortical structures.  
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While the work on SJ exploited his rare abilities and assessed the underlying neural 

correlates to comprehend affective blindsight, the majority of patients with CB tested on behavioral 

paradigms do not exhibit any sign of residual abilities in their blind field. In study 4, we had the 

opportunity to test blindsight patient ML whose residual abilities we previously reported is able to 

detect motion (Tran et al., 2019) but is unable to discriminate between motion directions as 

assessed by a classical forced-choice paradigm. Nonetheless, it is reasonable to believe that ML 

preserved unconscious abilities for discriminating motion changes that our experimental design 

failed to assess. This hypothesis laid the groundwork for using changes in motion direction in a 

protocol designed to induce a vMMN. In fact, the vMMN, an electrophysiological component 

independent of behavior that can be measured when the brain automatically detects an unexpected 

change in a passive oddball, has been recently linked with unconscious processing in neurotypical 

subjects (Chen et al., 2020). One difficulty with such a claim is ensuring that the stimuli are not 

seen by the participants which were tested in this work on a neurotypical group and ML using a 

new paradigm. Thus, we successfully addressed this methodological challenge as we measured a 

reliable vMMN without any subjective report by both the neurotypical group and ML 

demonstrating that the brain detected the shift in motion direction unconsciously. These findings 

are significant as they imply the value of the vMMN as a neural biomarker of unconscious 

processing independent of behavior. Therefore, this study could have a direct implication for the 

development of an experimental and clinical tool to assess unconscious processing for intact and 

altered vision. 

In fact, the objective neurophysiological measure of unconscious processing in patients 

with CB could be used prior to and after visual rehabilitation training in order to assess the 

subsequent neural changes. Importantly, from a clinical point of view, lesions of V1 are very 

frequent and unfortunately significantly reduce the quality of life of patients living with CB. Hence, 

determining a method to evaluate their unconscious abilities and target an optimal rehabilitation 

strategy is critical. To that end, study 5 offers a novel video-game-based training that combines 

multisensory compensation training (Huxlin et al., 2009) and visual restitution training (Làdavas, 

2008) in a dynamic and compelling environment in order to enhance neural systems that facilitate 

unconscious processing. We expect that by doing so, we can achieve improved synchronization 

across neural networks, which would improve perception and perhaps restore vision in the blind 

region. Taken as a whole, this thesis advocates for the use of methodological advances to 
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understand and target the neurophysiological substrates underlying blindsight, which might allow 

future studies to build efficient therapeutic tools and multimodal rehabilitation trainings. 

 

Limitations  

To improve future empirical studies and clinical trials, it is necessary to identify the limitations of 

this thesis so that they may be taken into consideration in future studies. One of the general 

limitations is that blindsight was framed within the global workspace hypothesis, but as previously 

stated, various theories might account for unconscious and conscious processing, leading to several 

debates in the consciousness literature. Our decision to focus largely on the global workplace 

theory, which prompted the rationale for study 1, was meant to facilitate comprehension by 

employing a consistent framework throughout this dissertation. However, the ‘conscious problem’ 

has generated multiple streams of research. The neural correlates of consciousness and 

unconsciousness could be comprehended not only through a global neuronal workspace (Baars, 

1988, 2002; Dehaene and Changeux, 2011; Dehaene et al., 1998) but also through local activation 

of sensory areas (Boly et al., 2017; Koch et al., 2016). Other explanations include integration of 

the experience and structure (Tononi et al., 2016) and neuronal recurrent amplification (Aru et al., 

2020; Heeger and Zemlianova, 2020; Lamme and Roelfsema, 2000), while others support an 

integrative view (Brown et al., 2019). This integrative viewpoint is appealing considering that 

consciousness is complex in nature (Doerig et al., 2020; Melloni et al., 2021). In fact, it may emerge 

from numerous neural processes that appear at first look contradictory but that are in reality 

complementary, as it was suggested by the findings of our empirical investigations. As a result, in 

future designs, we should stress a coherent integrative approach to framing blindsight. 

Another limitation that should be considered in our doctorate work was that we only 

reported on the cases of two patients. This was due to the fact that we had strict criteria for selecting 

individuals since we knew we wanted to exploit new approaches and needed robust blindsight 

models which are very rare. Indeed, our patient selection criteria were notably (1) the nature and 

extent of the lesion as we aimed for patients with a complete resection of V1 resulting in a HH with 

no macular sparing, and (2) the presence of exceptional unconscious abilities. Nonetheless, 

interpreting results from these case studies could be limited in terms of interpretation and 

generalization to other patients or regarding unconscious processing in neurotypical individuals. 
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One example is the behavioral and neural differences that can be found between patients with left 

and right lesions (Bertini et al., 2019; Cecere et al., 2013). As a result, future research should 

incorporate both single-subject and group analyses to better understand the impact of specific 

lesions on the neural pathways sustaining residual abilities and the benefits obtained from visual 

rehabilitation. 

Specific methodological limitations can also be identified throughout this work. For 

instance, in studies 2 and 3, a subjective assessment after each trial by using the perceptual scale 

of awareness (Mazzi et al., 2016; Overgaard et al., 2008) discussed in study 1 would have provided 

either (1) a subjective dimension to the analysis or (2) a clear assessment that SJ didn’t preserve 

any subjective awareness as we hypothesized in the study. In fact, prior to the task we tested SJ on 

multiple trials and asked him to tell us whether he had any feeling of something happening in his 

blind hemifield. His answer was always negative which allowed us to perform the protocol without 

a subjective assessment after each trial as it would have significantly increased the number of trials 

required and the duration of the task. In the same order of idea, it would have been useful to have 

increased the number of trials for each condition in the experiment as it would have given us 

statistical leverage. Moreover, as discussed in study 2, pictures presented in paracentral vision 

within one hemifield potentially triggered involuntary microsaccades suggested by the power 

analysis (Yuval-Greenberg et al., 2008). However, the performance in his blind hemifield revealed 

that these microsaccades didn’t lead to better or faster discrimination for paracentral pictures 

compared to peripheral pictures. Therefore, we were confident that the paracentral pictures in his 

blind hemifield were not perceived. 

 In study 3, we focused on decoding seen and unseen pictures presented in the left and right 

hemifields which required taking into consideration the laterality of the presentation as well as the 

difference in awareness between both hemifields when interpreting our results. Besides, the intact 

hemifield of SJ may be different from what is observed in neurotypical individuals which 

hypothesis could be investigated by comparing the findings with a group study (Guo et al., 2014; 

Mikellidou et al., 2019). Therefore, we controlled for both variables by comparing the results 

between eccentricities within the left and right hemifields for conscious and unconscious 

processing, respectively. Fortunately enough, our findings regarding seen and unseen processes 

were comparable to other studies reporting evoked responses (Bodis-Wollner et al., 1992; Kavcic 
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et al., 2015; Klimesch, 2011; Di Russo et al., 2002) and temporal generalization results (Dehaene 

and King, 2016; King et al., 2016; Salti et al., 2015b; Soto et al., 2019). The analysis within 

hemifields and similarity with previous reports allowed us to identify and distinguish the effect of 

laterality of the presentation and awareness for further interpretations. Finally, some might argue 

that MEG and source reconstruction do not provide the spatial resolution to assess activity in 

subcortical structures, however, there is significant evidence that MEG can be used to evaluate 

activity in subcortical structures, including the thalamus (Lithari et al., 2015; Liu et al., 2015; Luo 

et al., 2007; Roux et al., 2013) and the amygdala (Balderston et al., 2013; Bayle et al., 2009; 

Cornwell et al., 2008; Dumas et al., 2013; Luo et al., 2010; Pizzo et al., 2019).  

The main limitation in study 4 concerns the striking difference in the spectral profile of the 

vMMN when comparing the left and right hemifields of the neurotypical group which was 

attributed to a motor and attentional effect. In fact, the connections revealed increased connectivity 

between motor areas and other regions when the left hemifield was stimulated as participants were 

asked to use their contralateral hand, i.e. right hand, to perform the task (Pool et al., 2014). 

Therefore, there was a considerable bias linked to the use of the right hand which should be 

controlled in further studies by having participants use their right and left hand in distinct 

experimental blocks. After further investigations, we also associated this asymmetry with 

differences in attentional recruitment between the left and right hemifields where attentional 

recruitment seems to be prioritized within the left hemifield (Müller et al., 1998). In fact, a 

dominance of the left hemifield has been shown in visuospatial perception in the absence of visual 

awareness (Cavézian et al., 2010, 2015; Chokron et al., 2019; Fayel et al., 2014; Sanchez-Lopez et 

al., 2020). These observations emphasize the importance to have an additional task that can allow 

contrasting the attentional recruitment within both hemifields from the vMMN. 

Finally, study 5 provided the methodology for a potential rehabilitation strategy combining 

two well-known rehabilitation strategies, i.e. compensation (Huxlin et al., 2009) and restitution 

(Làdavas, 2008), into a video game to enhance perceptual abilities (Whitton et al., 2014). Moving 

forward, the proposed training must be validated on a group of neurotypical people and CB patients 

to determine its practicality, efficiency, needed length, effect on transfer learning, and motivating 

component. Furthermore, the game as it is presently designed is extremely minimal and has to be 

enhanced in terms of design. Nonetheless, these genuine basic elements will allow us to determine 



244 

how each training feature influences behavior in order to understand how to optimize the game, 

which may then lead to investing in enhancing the aesthetics and user experience, providing a 

home-based video game restoration training for CB. While the drawbacks of a possible video game 

for visual rehabilitation include the inability to control for variables as effectively as in a laboratory 

setting, it’ll have a greater clinical impact as it will be more accessible, engaging, motivating, and 

will offer a flexible environment (Deveau et al., 2014). 

 

Future Directions 

We hope that the studies presented in this thesis highlight the relevance of case reports and lead 

the way to the development of systematic clinical protocols targeted for patients with CB that could 

potentially be offered in the subacute phase, i.e. six months post-lesion, while plasticity is optimal 

(Saionz et al., 2020). In order to offer a targeted intervention, one future direction that can be taken 

as a result of this Ph.D. work should be aimed at improving the video game and assessing its 

efficiency in sight restoration. In other words, will it be possible to enhance visual consciousness 

within the blind field of a patient with CB using a video game? Providing an answer to such a 

question requires the need to understand the neural substrates supporting consciousness and 

unconsciousness. Therefore, we propose to combine both the empirical work on consciousness and 

the establishment of clinical interventions by building a predictive model that can identify the 

neural substrates that best predict sight restoration to target these mechanisms and optimize visual 

rehabilitation. As we identified some neural substrates of blindsight in our studies, we suggest that 

the model include behavioral and single-trial electrophysiological measures with high temporal 

resolution extracted at the source level, such as the evoked responses, power, causal and spectral 

connectivity, and the vMMN. Anatomical and functional magnetic resonance imaging assessments 

should also be integrated into the model for higher spatial resolution. Specifically, each extracted 

information could be concatenated into a vector in order to perform multi-feature machine learning 

analyses and identify the best predictors of sight restoration. In other words, a breakthrough needs 

to be made and future blindsight research should converge a translational work by taking a 

multimodal approach that combines empirical and clinical dimensions while leveraging advances 

in machine learning. Such an achievement will promote comprehension of visual consciousness 

and optimization of visual rehabilitation strategies within a single framework. 
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Moreover, to conserve the richness and complexity of the data recorded from each patient, 

we advise future studies to combine the usual group study with the single-subject approach and 

compare the results between each patient within the scope of the same research. Importantly, 

patients with delimited lesions or stroke and patients with or without blindsight are needed to 

understand the impact of lesion extent, age of onset, and blindness duration on visual recovery, 

which might lead to better prognostic. Other avenues to sight restoration include the potential use 

of neuromodulation (Alber et al., 2017; Gall et al., 2015; Plow et al., 2011) and pharmacological 

interventions (Gratton et al., 2017) combined with visual rehabilitation. 

 

8.4. Conclusion 

This Ph.D. work is framed around an empirical and clinical perspective aiming to contribute 

to blindsight research by demonstrating the significance of using novel methods at both poles. In 

fact, the main objective was to shed light on the importance of assessing the neurophysiological 

correlates of unconscious processing by bringing a new degree of integration between empirical 

findings and therapeutic goals. Thus, through empirical electrophysiological observations using 

advanced or novel methods, we addressed open debates on conscious and unconscious perception 

by bringing insights into the neural correlates and biomarkers of blindsight. Clinically, this thesis 

might set new benchmarks for assessing residual skills, addressing underlying brain processes, and 

designing more specific and efficient multimodal rehabilitation strategies combining perceptual 

training and video game principles. Significantly, the studies presented in this work are intended 

to be part of a lineage of research that has contributed to blindsight research via their discoveries 

on case reports as they have profoundly inspired the rationale of this thesis.
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