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Résumé
Dans ce mémoire, nous étudions la généralisation des réseaux de neurones dans

le contexte du méta-apprentissage, en analysant divers priopriétés des surface leurs
fonctions objectifs. La recherche en apprentissage automatique portant sur les
surfaces de fonctions objectifs des réseaux de neurones ayant aidé à comprendre leur
généralisation en apprentissage supervisé standard, nous proposons l’étude de telles
surfaces dans le but d’approfondir nos connaissances sur la généralisation en méta-
apprentissage. Nous introduisons d’abord la littérature sur les fonctions objectifs des
réseaux de neurones à la Section 1.2, puis celle portant sur le méta-apprentissage à
la Section 1.3, pour enfin terminer notre introduction avec le méta-apprentissage
par descente de gradient, très similaire à l’entrâınement des réseaux de neurones par
descente de gradient stochastique et pour une tâche unique. Nous présentons par la
suite notre travail sur les fonctions objectifs en méta-apprentissage au Chapitre 2,
lequel nous avons soumis à la conférence NeurIPS 2019 en tant qu’article scientifique.
Au moment d’écrire ce mémoire, et au meilleur de notre connaissance, ce travail
est le premier à étudier empiriquement les surfaces des fonctions objectifs en méta-
apprentissage dans le contexte de l’apprentissage profond, mettant en lumière
certaines propriétés de ces surfaces qui apparaissent liées à la généralisation des
réseaux de neurones à de nouvelles tâches. Nous démontrons qu’alors que progresse
le méta-entrâınement, pour les solutions aux nouvelles tâches obtenues via quelques
itérations de descente de gradient, la courbure de la fonction objective décroit
monotoniquement, la valeur de la fonction objective diminue, tandis que la distance
euclidienne avec la solution “méta-entrâınement” augmente. Nous observons que la
courbure des minima continue de décrôıtre même lorsque le sur-apprentissage devient
apparent et que la généralisation commence à se dégrader, indiquant que la courbure
des minima semble peu corélée à la généralisation en méta-apprentissage par descente
de gradient. De plus, nous montrons que la généralisation aux nouvelles tâches
semble plutôt liée à la cohérence de leurs trajectoires d’adaptation dans l’espace
des paramètres, mesurée par la similarité cosinus moyenne entre les trajectoires.
Nous montrons également que la cohérence des gradients “meta-test”, mesurée par
le produit scalaire moyen entre les vecteurs de gradients spécifiques aux nouvelles
tâches, evalué à solution meta-entrâınement, est également corélée à la généralisation.
Nous basant sur ces observations, nous proposons un nouveau terme de régularisation
pour l’algorithme de méta-apprentissage Model Agnostic Meta-Learning (MAML).

Mots-clés: apprentissage profond, méta-apprentissage, fonction objectif, géné-
ralisation, apprentissage via peu d’exemples
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Summary
In this master’s thesis, we study the generalization of neural networks in gradient-

based meta-learning by analyzing various properties of the objective landscapes.
Meta-learning, a challenging paradigm where models not only have to learn a task
but beyond that, are trained for “learning to learn” as they must adapt to new
tasks and environments with very limited data about them. With research on the
objective landscapes of neural networks in classical supervised having provided some
answers regarding their ability to generalize for new data points, we propose similar
analyses aimed at understanding generalization in meta-learning. We first introduce
the literature on objective landscapes of neural networks in Section 1.2. We then
introduce the literature of meta-learning in Section 2, concluding our introduction
with the approach of gradient-based meta-learning, a meta-learning setup that bears
strong similarities to the traditional supervised learning setup through stochastic
gradient-based optimization. At the time of writing of this thesis, and to the best of
our knowledge, this is the first work to empirically study the objective landscapes in
gradient-based meta-learning, especially in the context of deep learning. We notably
provide some insights on some properties of those landscapes that appear correlated
to the generalization to new tasks.

We experimentally demonstrate that as meta-training progresses, the meta-test
solutions, obtained after adapting the meta-train solution of the model, to new
tasks via few steps of gradient-based fine-tuning, become flatter, lower in loss, and
further away from the meta-train solution. We also show that those meta-test
solutions become flatter even as generalization starts to degrade, thus providing
experimental evidence against the correlation between generalization and flat mi-
nima in the paradigm of gradient-based meta-leaning. Furthermore, we provide
empirical evidence that generalization to new tasks is correlated with the cohe-
rence between their adaptation trajectories in parameter space, measured by the
average cosine similarity between task-specific trajectory directions, starting from
a same meta-train solution. We also show that coherence of meta-test gradients,
measured by the average inner product between the task-specific gradient vectors
evaluated at meta-train solution, is also correlated with generalization. Based on
these observations, we propose a novel regularizer for the Model Agnostic Meta-
Learning (MAML) algorithm and provide experimental evidence for its effectiveness.

Keywords: deep learning, meta-learning, objective landscapes, generalization,
few-shot learning
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1 Introduction

1.1 Overview

The work that we present in Chapter 2 of this thesis proposes to study the

generalization of neural networks in gradient-based meta-learning, by empirically

analyzing the properties of the objective landscapes involved in the optimization

of those neural networks. At the time of writing this thesis and to the best of

our knowledge, there had been no prior work empirically analyzing the objective

landscapes involved in gradient-based meta-learning. In this chapter, we first intro-

duce in Section 1.2 the literature that studied the objective landscapes in standard,

supervised machine learning. This rich body of literature, with the various topics

that were studied and with the results that it provides, constituted a valuable

reference for crafting our questions and inquiries about the objective landscapes of

gradient-based meta-learning. We then introduce Meta-Learning in Section 1.3, a

subfield of machine learning where the goal is not simply to design a model that can

learn some task but rather, to design algorithms for models to “learn how to learn”.

We summarize the different approaches to meta-learning, ending with the approach

of gradient-based meta-learning, which is part of the central focus of this work.

With these two research areas introduced, we then present our work in Chapter 2.
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1.2 Objective Landscapes of Neural Networks

To understand the phenomenons involved in the optimization of neural networks

to their learning problems, but also in a hope to understand the underlying factors

behind their generalization, researchers in the machine learning community have

studied the training objective landscapes of neural networks, giving rise to a rich

body of literature.

Traditionally, the goal of machine learning is to train a function f that learns a

task, for example, an image classification task and f is parametrized by its parameter

vector θ where θ ∈ R
d. The model f takes as input a sample x ∈ R

P and outputs a

class prediction vector among m classes. In supervised learning, we compare this

vector and the ground truth vector y ∈ R
m, which tells us if the model succeeded

in classifying the sample, but also allows us to compute a loss for this classification

via a loss function, which is usually the cross-entropy between f(x; θ) and y. To

learn a function f that has a high expected accuracy for the task, we usually want

to minimize the expectation of some loss function L(f(x; θ),y) with respect to the

model parameters θ. This expectation Ex,yL(f(xi; θ),yi) is the population risk, but

when training f we don’t have access to the whole population nor do we know

the true data generating distribution. We thus train the model by minimizing the

empirical risk over the data from a training set Dtrain:

Empirical Risk :=
1

|Dtrain|
∑

(xi,yi)∈Dtrain

L(f(xi; θ),yi) (1.1)

obtaining a solution θ̃. Generalization is measured by the ability of the trained

model f(·; θ̃) to reach a high accuracy on test samples from Dtest that weren’t seen

during training but that belong to the same task (generated by the same data

generating distribution as for Dtrain), and we thus care about maximizing this test

accuracy:

Acc(f(Dtest; θ̃)) :=
1

|Dtest|
∑

(xi,yi)∈Dtest

1{argmax f(xi;θ̃) = argmaxyi} (1.2)

We note that good generalization is often defined as having a small gap between

the training and testing accuracies, but ultimately we want the model to reach

a high testing accuracy (for example, a small gap between training and testing

2



accuracy both at random chance, shouldn’t be considered as good generalization).

Since the loss landscape of neural networks (the empirical risk) on real world

problems being of high dimension and, more importantly, non-convex, optimization

is normally performed by a gradient descent method where the parameters are

iteratively updated:

θs+1 = θs − α
1

|Dtrain|
∑

(xi,yi)∈Dtrain

∇θL(f(xi; θ
s),yi) (1.3)

In practice, neural networks are trained via stochastic gradient descent (SGD),

where at each time step s we minimize the loss over a randomly sampled subset of

Dtrain of size n, called a mini-batch:

θs+1 = θs − α
1

n

n∑
i=1

∇θL(f(xi; θ
s),yi) (1.4)

where α is the optimization step-size, also called the learning rate. Optimization

continues until reaching a critical point ∇θL(f(x; θ̃),y) ≤ ε (or solution) where

we hope the loss to be minimal L(f(xi; θ̃),yi) ≈ 0. Most of the literature that

deals with the objective landscapes of neural networks has focused on objective

landscapes obtained from optimization via SGD. The theoretical contributions for

deep neural networks are still relatively modest, with many works dealing with linear

or shallow networks, but some were able to provide theoretical results for deeper,

nonlinear neural architectures. Experimentally, most works use either standard

fully-connected neural networks (MLP) or convolutional neural networks (CNN or

ConvNet) [Lecun et al., 1998], often as variants of a popular deep CNN architecture,

the VGG network [Simonyan and Zisserman, 2014]. Most of these works deal with

the objective landscape for a classification task, and thus use cross-entropy as their

loss function, and often use MNIST or Cifar10 [Krizhevsky, 2009] as their dataset,

but some dealt with regression and thus Mean Square Error as their loss function.

These experimental design choices in the literature, as well as the mathematical

objects of interest (minima and their curvature, optimization trajectories, etc),

served as a reference for the different research and experimental decisions we made

for our work that we present in Chapter 2.

In this section we review a good portion of the results that stemmed from

3



that literature, and divide it into three subsections: 1) Properties of solutions,

where the optimization minima or points of convergence are being analyzed ; 2)

Properties of optimization trajectories, where the optimization trajectory between

network initialization and solution is analyzed ; and 3) General properties of objective

landscapes, which concerns properties of the landscapes more generally across the

parameter space, and not necessarily only where lies the point of convergence nor

the optimization trajectory.

Throughout those subsections, we cover multiple questions that have generated

great interest and debate among the machine learning community. This review of

literature helped orient our approach of conducting our analyses of the objective

landscapes in gradient-based meta-learning that we present in Chapter 2, where we

focus on the local properties of solutions as well as the optimization trajectories

involved in meta-learning.

1.2.1 Properties of solutions

Figure 1.1 – Solutions found at convergence of optimization

In this subsection about the objective landscape of minima or solutions found

by SGD, where ∂
∂θj

L(f(x; θ̃),y) ≤ ε, ∀j ∈ [1, .., p], we cover two major questions

regarding local properties of the landscapes around those points, the first being

4



the curvature of such minima and whether their flatness is indicative of better

generalization, and secondly, whether those minima found by SGD are actually

minima or if they are in fact, most often, saddle points.

Figure 1.2 – Curvature of minimam: (left) Flatter minimum ; (right) Sharper minimum. For a
same small displacement δθ in parameter space, the increase in level of loss δL is greater for a
sharper minimum than for a flatter minimum.

Curvature of minima The notion of curvature of minima usually refers to

how much the loss may vary in the vicinity of the minima, with flatter minima

demonstrating less variation of their loss around them. For flatter minima, a small

displacement in parameter space Δθ would thus result in a smaller increase in loss

ΔL, compared to a minimum with a sharper curvature. Thus if we consider the

training loss landscape to be an approximation of the testing loss landscape, where

the test landscape has the same shape as its training counterpart but shifted by a

small displacement Δθ in parameter space, then a flatter training minimum would

lead to a smaller gab L(f(Dtest; θ̃))− L(f(Dtrain; θ̃)) between train and test loss,

compared to a sharper minimum [Keskar et al., 2016], and would also lead to a lower

test loss. The notion of flatness of minima obtained by training neural networks

via stochastic gradient descent, and its hypothesized relation to generalization, was

first proposed by [Hochreiter and Schmidhuber, 1997a]. In their work, the authors

define the region of flatness of a minimum through a sensibility measure, limited by

a hypervolume in parameter space where the loss variation is bounded by a small

quantity ε, and show a correlation between generalization and their measure of

flatness.
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In more recent years, many authors have since revisited this notion of flat minima,

in light of the progresses made by deep neural networks. For most authors, the

flatness of minima is directly measured by the curvature of the loss surface at that

particular point, through the second-order derivatives of the loss, with respect to

the model parameters. First defining the average loss over some subset D of the

training dataset for f evaluated at a solution θ̃, as L(f(D; θ̃)), we define the hessian

matrix of that loss as Hθ(D; θ̃)
.
= ∇2

θL(f(D; θ̃)). Most authors use, as an estimate

of the curvature, the spectral norm of the hessian matrix of the loss, at a given

point in parameter space:

∥∥∥Hθ(D; θ̃)
∥∥∥
σ
=

√
λmax

(
Hθ(D; θ̃)HHθ(D; θ̃)

)
= λmax(Hθ(D; θ̃)) (1.5)

where the spectral norm of the hessian being equal to its first eigenvalue, since it

is a real and symmetric matrix. Some authors rely instead on the determinant of

the hessian. Most work in the literature found flatter minima to be correlated with

better generalization [Hochreiter and Schmidhuber, 1997a], [Keskar et al., 2016],

[Xing et al., 2018], [Li et al., 2017], [Smith and Le, 2017], [Jastrzebski et al., 2017].

Moreover, it had been observed empirically that when training neural nets

with SGD, using a larger batch size usually leads to poorer generalization. [Keskar

et al., 2016] showed experimentally that training with larger batches leads to

sharper minima, which in turn led to poorer generalization. In contrast, their

results show that small-batch methods lead to flatter minima associated with better

generalization.

In a similar fashion, [Jastrzebski et al., 2017] identify three factors influencing

minima found by SGD, namely the learning rate, the batch-size and the inherent

variance of the loss gradients, all factors which control the trade-off between the

depth and width of the minima found by SGD, with flatter minima favoured by a

higher ratio of learning rate to batch size α/n, demonstrate better generalization

compared to sharper minima.

However, the work of [Dinh et al., 2017] provided a theoretical argument against

the classical notion of flatness of minima and its correlation to generalization. They

showed that because of the symmetries within the architecture of neural networks,

where neurons can be permuted and thus so can be the weights, it is possible,

when having a flat minimum that generalize well, to find a reparametrization of the
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model that defines the exact same function (mapping inputs to outputs), with an

arbitrarily sharper minimum, yet this reparametrization will generalize just as well,

as it defines the same function as the one defined by the original flat minimum.

While most research points to the correlation between flat minima and generali-

zation, this topic is still in debate, which also motivated our decision to analyze

this property in the objective landscapes of gradient-based meta-learning, as the

first part of our work presented in Chapter 2.

Local minima vs. saddle points Let’s recall that a minimum is a critical point

on the loss landscape where the curvature is positive in all directions, i.e.

λj

(
∂2

∂θ2
L(f(D; θ̃))

)
> 0, ∀j ∈ [1, .., p] (1.6)

where directions are defined by the eigenvectors of the hessian matrix of the loss. A

saddle-point is a point where there is a change of sign of curvature in at least one

direction, in this case, a negative curvature. It had long been believed that what

hindered neural network training, as optimization occurs in a highly non-convex

loss landscape, was the presence of local minima, where SGD gets trapped and is

therefore prevented from reaching solutions of lower loss value. However, the works

of [Pascanu et al., 2014] [Dauphin et al., 2014] highlight that there are exponentially

more saddle points than local minima in high dimensions, emphasizing that saddle

points are much more important to focus on than local minima.

Figure 1.3 – Critical points of optimization: (left) Minimum ; (right) Saddle-point
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1.2.2 Properties of optimization trajectories

Figure 1.4 – Optimization trajectories from initialization to point of convergence

Apart from studying properties of the objective landscapes around solutions

found by SGD, researchers have also extensively studied phenomenons happening

during the course of optimization, where they investigated the properties of the

optimization trajectories (θ0, θ1, θ2, ..., θ̃) between initialization to the final solution.

Here we first address the works that studied the distance ‖θ̃− θ0‖ travelled by those

trajectories, usually measured by Euclidean distance l2(·) = ‖ · ‖2 in parameter

space. We thus cover those works that, in part at least, attempt to answer the

question where does SGD end up, with respect to the initialization. We then address

the works that deal with the smoothness of the optimization trajectory, or more

generally, how does the landscape varies during the course of optimization, may

it be in terms of variation of the loss, its gradients, even its curvature, as well as

the variation of direction that those landscapes give to the optimization trajectory.

Finally, we address the works dealing with the dimensionality of the optimization

trajectory, often pointing out that learning actually happens in a subspace of the

parameter space, often of much lower dimensionality.
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Norm of trajectories Some authors have studied the norm of solutions attained

by training neural networks, often in relation to the notion of model complexity,

to explain the generalization abilities of neural networks. Notably, weight decay

is a popular regularization technique that constraints the l2 norm of θ during

optimization, to control for model complexity, and thus reducing overfitting.

[Zhang et al., 2016] studied the norm of solutions, in the context of model

complexity and regularization, and their effect on generalization. One common metric

for measuring model complexity is the Rademacher complexity, which measures the

richness of a family of functions with respect to a probability distribution. Given

a dataset S = (x1, x2, ..., xn) ∈ Zn, a family of real-valued functions F defined

over the domain space Z, the Rademacher random variables σ1, σ2, ..., σn where

σi ∈ {±1}, σi
iid∼ Pr(σ) and Pr(σi = −1) = Pr(σi = +1) = 1

2
, we obtain the

empirical Rademacher complexity for this family of functions:

	̂S(F) =
1

n
Eσ

[
sup
f∈F

n∑
i=n

σif(xi)

]
(1.7)

The Rademacher complexity basically measures the ability of a family of function

to fit random data. Here we would define F as the family of functions achievable by

training deep neural networks of a given architecture via SGD. The basic idea is that,

although the original, unregularized family of function is too complex to generalize

well (and thus may lead to functions that overfit on the training data), adding

explicit regularization, for example, restricting the norm of the optimal solution θ̃

(weight decay, also called l2 regularization), the effective Rademacher complexity

is dramatically reduced, and this should lead to solutions that generalize better.

However, even when optimizing with weight decay, models are able to perfectly fit

randomly labeled data, thus exhibiting Rademacher complexity approaching the

highest possible value such that 	̂S(F) ≈ 1, yet those same models showed small

gaps between training and testing error (high generalization). The importance of

their result posed a conceptual challenge to statistical learning theory as traditional

measures of model complexity struggle to explain the generalization ability in the

case of deep neural networks. Moreover, even when turning off explicit regularization,

models were still able to generalize well. This suggests that explicit generalization

relying on constraining the norm of the network parameters, while helpful, probably

aren’t fundamental factors responsible for generalization. Investigating the possible
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causes of generalization, the authors showed that, for linear models, SGD always

converges to a solution with small norm, therefore acting as an implicit regularizer,

compared to full-batch gradient descent.

Additionally, [Xing et al., 2018] show empirically that training neural networks

until the training loss saturates, achieves solutions with smaller norms when training

with SGD, than when training with Gradient Descent (GD), i.e., when n = |Dtrain|.
When measuring ‖θt − θ0‖2, for only the initial 40 training iterations, they observe

a higher distance traveled for SGD than for GD, where SGD “quickly moves away

from initialization”, to later on evolve in flatter loss plateaus, corresponding to better

generalization. They also show that training with a smaller batch-size n allows SGD

to travel further away from initialization (we will cover their explanation in the

next paragraph). Those solutions of higher l2 norm obtained from training with

smaller batch size n end up in flatter regions that authors show to correlate with

better generalization.

Variance of trajectories Here we address the works that cover the different

types of variance occurring in the optimization trajectories of neural networks,

namely the variance in magnitude of the loss L(f(Dtrain
t ; θt)) (where Dtrain

t is the

mini-batch at time t), the gradient of the loss and the curvature of the loss, which

are related to the smoothness of the landscape along optimization trajectory, as

well as variance in gradient direction.

As we mentioned above, [Xing et al., 2018] showed different results regarding

the optimization trajectory norm, in different scenarios and taking into account

stochasticity of the gradients, batch size and learning rate. As another metric,

they also tracked the cosine similarity between consecutive gradient vectors gt =

∇θL(f(Dtrain
t ; θt)) as training progresses for the first 40 iterations. We’ll define this

cosine similarity as:

cos(gt+1, gt) =
gt+1

Tgt
‖gt+1‖2‖gt‖2

(1.8)

They show that for gradient descent (GD), the value of cos(gt+1, gt) gradually

decreases to eventually be ∼ −1, implying that optimization bounces off between

“walls”of high loss. For SGD, cosine similarity decreases but stays above 0, suggesting

that instead of oscillating in the same region, SGD is quickly moving away from its

previous position. They also show that when training with SGD, cos(gt+1, gt) is more
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negative when using a larger batch size n, and suggest that the noise from a small

mini-batch size facilitates exploration that may lead to better minima. Additionally,

they also interpolate the loss between iterates of SGD to see if any significant loss

barriers are crossed, i.e., interpolating the loss between θt and θt+1 and observing

a loss L(f(·; θ)) higher than both L(f(·; θt)) and L(f(·; θt+1)). They observe that

SGD never encounters any significant barrier, if the learning rate α is high enough.

[Goodfellow and Vinyals, 2014] also observed that the exploration of SGD isn’t

hindered by the crossing of high-loss barriers.

Regarding the smoothness of the optimization trajectory, [Santurkar et al., 2018]

notably showed that Batch Normalization [Ioffe and Szegedy, 2015], perhaps the

most widely used normalization technique when training deep neural networks, has

the effect of smoothing the loss landscape, as well as its gradients, along the SGD

trajectory. More precisely, they show that the introduction of Batch Normalization

increases the Lipschitz constant for the loss along the optimization trajectory, as

well as for the gradient of the loss along the optimization trajectory. A function f

is said to be L-Lipschitz if there is a positive real constant L such that

|f(θt)− f(θt+1)| ≤ L‖θt − θt+1‖ (1.9)

The advantages of Batch Norm were earlier believed to be caused by a control

over the distributional shift in the layer’s inputs, something that was referred to

as Internat Covariate Shift, but that [Ioffe and Szegedy, 2015] showed not only

wasn’t affected by Batch Norm, but that there is actually no clear indication that

this phenomenon is actually happening when training deep neural nets. They also

showed that other normalization schemes, such as l1 and l2 regularization, cause

this landscape smoothing.

Regarding optimization by full-batch gradient descent, [Lee et al., 2016] proved,

using the theoretical framework of dynamical systems, that Gradient Descent

converges to a local minimum, almost surely, when using random initialization. [Du

et al., 2017] show that while GD almost always escapes saddle points asymptotically,

it can be significantly slowed down by saddle points, taking exponential time to

escape, even when using fairly natural random initialization schemes and dealing

with non-pathological loss functions. However, they show that gradient descent with

perturbations ([Jin et al., 2017]), isn’t slowed down by saddle points, and can find
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an approximate local minimum in polynomial time, thus justifying the importance

of adding perturbations when using gradient descent in non-convex optimization.

Dimensionality of trajectories With their very high number of trainable para-

meters, analyzing properties and patterns of the optimization trajectories of neural

networks can be a very tedious task. Partly for this reason, techniques have been

developed to help analyze and visualize the objective landscapes, along optimization

trajectory, in a subspace of lower dimension. Moreover, it has been observed that

deep neural networks are overparametrized for their learning problems, but that this

overparametrization helps generalization [Freeman and Bruna, 2016], [Venturi et al.,

2018], [Arora et al., 2018], [Zhang et al., 2016], [Safran and Shamir, 2017], [Garipov

et al., 2018], [Draxler et al., 2018]. By overparametrization we mean that there are

more parameters than required for obtaining a training minimum/solution. This

fueled further inquiry into the actual dimensionality of the optimization process, and

whether neural networks actually explore a smaller subspace of the parameter space

when they are trained. See Figure 1.5 for an illustrative example of the projection of

a parameter update Δθ from a 3-dimensional parameter space, onto a 2-dimensional

subspace Ψ.

Figure 1.5 – Illustrative example of the projection of a parameter update Δθ from a 3-dimensional
parameter space, onto a 2-dimensional subspace Ψ.

One popular technique to visualize the optimization trajectory uses Principal

Component Analysis (PCA) and project the trajectory in the subspace spanned
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by its first few principal components. In this technique, the trajectory iterates are

saved in a data matrix, on which is PCA is then performed, obtaining a set of

principal components made of their eigenvectors and corresponding eigenvalues.

The trajectory is then projected into the subspace spanned by the lowest PCA

components.

For the PCA, each parameter iterate θt is stored as a row in the data matrix X,

such that

X =

⎡
⎢⎢⎢⎢⎢⎢⎣

θ0
T

θ1
T

...

θ̃ T

⎤
⎥⎥⎥⎥⎥⎥⎦

for a trajectory of T steps (θ̃ = θT ). We then subtract the mean vector θμ (computed

colomn-wise) from each row of X, obtaining the matrix X̂. We then compute the

covariance matrix C = X̂ T X̂, then compute the eigenvectors and eigenvalues of C

to obtain the principal components of the optimization trajectory. Those component

are often approximated with power iteration.

Exploiting this technique, [Li et al., 2017] observed that most of the variance of

the SGD optimization trajectory is in the first two PCA components, meaning that

the optimization trajectory actually lives in a subspace of very low dimension.

Considering the theory behind this visualization technique, [Antognini and

Sohl-Dickstein, 2018] show that when projecting the trajectory of SGD for deep

neural networks on its first few principal components, we qualitatively obtain the

same projections as for an discrete Ornstein-Uhlenbeck process in high dimension,

namely a random walk in high dimension, in a quadratic potential (but instead of

being mean-reverting, here for the case of high dimensions and a long trajectory,

the authors proved that the mean of the walk eventually gets trapped at a fixed

distance from the origin of the walk).

[Li et al., 2018] take a different approach towards the dimensionality of the

training of neural networks. Rather than measuring a so-called intrinsic dimension

on the optimization trajectory a posteriori, they show that for deep neural networks,

this optimization can be projected to a random subspace of the parameter space,

of much lower dimensionality, thus constrained in its exploration, while attaining

generalization performances similar to the unconstrained optimization. With θ ∈ R
d,
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they initialize the network to θ
(d)
0 in the original parameter space, then generate a

random projection matrix P to project in subspace of dimension D where D < d,

such that P ∈ R
d×D. They thus train f in the random subspace, and obtain the

equivalent parametrization in R
d such that:

θ(d) = θ
(d)
0 + Pθ(D) (1.10)

Note that after initialization, θ
(d)
0 and P are fixed, and the columns of P are

normalized so that steps of unit length of θ(D) correspond to steps of unit length

of θ(d). One important fact that they also report is that, as they want to achieve

generalization, for the optimization with intrinsic dimensionality, that approaches

that of the standard optimization, this intrinsic dimensionality grows to eventually

reach that of the whole parameter space.

1.2.3 General properties of the objective landscapes

Figure 1.6 – General properties of the objective landscapes

In this subsection, we finally review the body of work which is concerned with

properties of the landscapes more generally across the parameter space, and not

necessarily only where lies the point of convergence nor the optimization trajectory.
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We first review the works dealing with the non-convexities of the objective landscapes

globally and what makes them smoother. Second, we address the works that are

concerned with properties of the basins of attraction, or the regions of parameter

space where solutions lie, with topics including the loss barriers between different

solutions. Finally, we cover the works that deal with the question of whether minima

present in the objective landscapes are local or global minima.

Non-convexities of the objective landscape Training neural networks in-

volves optimizing high dimensional non-convex objective loss functions. These

non-convexities may influence the quality of solutions found by the optimization

and their generalization properties, but also the characteristics of the optimization

trajectories between initialization and final solution.

However, [Goodfellow and Vinyals, 2014] empirically showed that when interpo-

lating the loss landscape between the initialization θ0 and final solution θ̃, the loss

decreases monotonically and is roughly convex, meaning that if this initial direction

was known, the final solution could be found via a coarse line search.

Introducing their technique for visualizing objective landscapes of deep neural

networks, [Li et al., 2017] observed the effect of different hyperparameter and

architecture choices, on landscape convexity. They observe that as network depth

increases, the loss surface transitions from nearly convex to chaotic, having many

non-convexities. When analyzing the effect of network width, by varying the number

of filters per convolution layer, they observe that wider networks, hence more

overparametrized, have loss landscapes with significantly less chaotic behavior,

resulting in flat minima and wide regions of apparent convexity. They further

analyze the effect of skip connection [He et al., 2015], which are intended to alleviate

the problems of vanishing gradient and exploding gradient in deep architectures

and thus facilitate their optimization. They show that the introduction of skip

connections resulted in significantly smoother loss surfaces for deep networks.

In a theoretical work where they study Gaussian random fields, [Bray and Dean,

2007] show that the eigenvalues of the hessian at a critical point are distributed

according to a Wigner semicircle distribution, except that the spectrum is shifted

by an amount dependent on the loss. In one dimension, the Wigner probability

distribution is supported on the interval [−R,R] and the probability density function

f is a semicircle of radius R centered at the origin, and suitably normalized, such
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that:

f(x) =
2

πR2

√
R2 − x2 .

The authors show that for the global minimum, the spectrum of eigenvalues is

shifted so that there are no negative eigenvalues. As the loss increases, the spectrum

shifts resulting in more null eigenvalues and negative eigenvalues (i.e., as the loss

increases, the index increases). In a later work, [Dauphin et al., 2014] showed that

this theory qualitatively holds for the loss of neural networks, where the spectrum

of eigenvalues of the hessian of the loss shifts to the left when the loss increases.

Studying theoretically the geometry of the sublevel sets in the objective land-

scapes of deep neural networks, [Freeman and Bruna, 2016] shed light on fundamental

topological differences of those landscapes, between linear and nonlinear networks.

For deep linear networks, the sublevel sets are connected while for deep nonlinear

networks, they are not connected. Connected sublevel sets imply that optimizers

converge to a global minimum. However, the maximum energy of the barrier (uphill

loss) decreases with increasing overparameterization. Their finding provided some

theoretic argument supporting the emerging realization that overparametrization

helps generalization.

Properties of basins of attraction Here we cover some of the different works

that analyzed the properties of the objective landscapes in their basins of attractions,

or regions of the landscapes where solutions lie.

Simultaneously, and independently, [Garipov et al., 2018] and [Draxler et al.,

2018] discovered that for minima found by SGD, despite the loss landscape of

deep neural networks being complex high-dimensional non-convex functions, their

minima are in fact connected by simple paths along which the loss remains nearly

constant, thus having no significant loss barriers along those paths. They show this

to be true for the training loss, as well as for the test loss. Their work extends

the work of [Freeman and Bruna, 2016], which had built their theory for shallow

networks of one hidden layer with ReLU activations, and showed their result to

hold experimentally for a CNN architecture on the MNIST dataset, and an LSTM

architecture [Hochreiter and Schmidhuber, 1997b] on the Penn Treebank dataset

(PTB, a widely used dataset in Natural Language Processing, or NLP) [Marcus

et al., 1993]. However, [Freeman and Bruna, 2016] didn’t deal with more practical

architectures. Here [Garipov et al., 2018] and [Draxler et al., 2018] showed their
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results to hold experimentally with practical neural architectures, such as ResNet

[He et al., 2015], on the more challenging problem of classifying the Cifar10 dataset.

[Sagun et al., 2017] study the curvature of minima residing in the low loss

basins of attraction that SGD leads to. More precisely, they inspect the spectrum of

eigenvalues of the hessian matrix of the loss. They notably show that the spectrum

is essentially made of two parts: 1) the bulk of the spectrum is made of eigenvalues

around zero, and 2) a few eigenvalues of high magnitude (named outliers), with

minima being essentially flat in almost all directions, except for a very few directions

of relatively high curvature. They notably show that overparametrization scales

the bulk of low eigenvalues, while increasing the complexity of the data (making

it less separable) increases the number of high eigenvalues or outliers (shifts the

spectrum to the left). They also show that small batch and large batch methods

(between online stochastic gradient descent where n = 1 to full batch gradient

descent) both lead to the same number of outliers, but those outliers have larger

magnitudes for large batch methods. Finally, their results motivate rethinking our

interpretations of basins of attraction, as they observe that small and large batch

gradient descent appear to converge to different basins of attraction, yet they appear

in fact connected through their flat region, thus belonging the same basin.

Minima: local vs global Finally, one important question that has been of

interest to the machine learning community is the existence of local minima versus

global minima, in the optimization landscapes of neural networks.

Developing theory for deep linear networks of arbitrary depth and arbitrary

width, trained to minimize a squared loss function, [Kawaguchi, 2016] proved that

the loss function is non-convex and non-concave, that every local minimum is a global

minimum, and every critical point that is not a global minimum is a saddle point.

They also prove that there exist ”bad” saddle points, when models are deep enough

(more than 3 layers), in the sense that their hessian has no negative eigenvalue, and

thus optimization gets trapped, even when using second-order methods, whereas,

for shallower networks, there are no such bad saddle points.

Studying theoretically the non-convex loss landscape of fully-connected ReLU

networks (nonlinear), [Safran and Shamir, 2015] identify ”favorable conditions for

optimization”, namely those 1) favoring the probability of (randomly) initializing at

a point θ0 from which there is a monotonically decreasing path to a global minimum
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θ̃ ; and 2) high probability of initializing at a basin of low loss. Their results converge

to the fact that overparametrization is beneficial for those properties.

[Safran and Shamir, 2017] consider the optimization of a simple yet non-trivial

nonlinear network, a two-layered ReLU network trained with a squared loss for a

regression problem, in the form:

x �→
k∑

i=1

max{0,wi
Tx}

Proposing a computer-assisted proof, they show, for an arbitrary network width k,

that even if the input is distributed by a standard Gaussian, and even if the targets

are generated with a network of the same architecture and dimension (that maps

x to targets, so that the two-layered ReLU network can be the same function as

the data generating function), the objective landscape of such network can still

have spurious local minima, when the network width is 6 ≤ k ≤ 20 (both for the

discriminator and the network generating the data). Moreover, they show that the

probability of hitting such local minimum increases with network width. On the

other hand, they show that overparametrization (namely when k is greater for the

discriminator network, i.e. the one being trained, than for the generator network),

reduces drastically the presence of such local minima.

In another theoretical contribution, [Zhou and Feng, 2018] study the convergence

behavior of the empirical risk to its population counterpart (the loss coming from

the unknown, true data generating distribution). They study this convergence rate

for the stationary points of the loss, the gradients of loss, and the loss landscape

itself, for deep linear neural networks minimizing a squared loss and trained with

SGD. They then show similar results for deep nonlinear networks with sigmoid

activations. The authors show that the depth of the architecture, the number of

nonzero weights (their sparsity), the norm of the parameter vector, the total number

of weights, and the width of a network are critical to the convergence rates. One of

their main result is that, as long as the training dataset size |Dtrain| is sufficiently

large, any stationary point of the empirical risk, i.e., where ∇θL(f(Dtrain; θ)) ≤ ε,

is also a stationary point of the population risk, a one-to-one correspondence which

they then prove.

As another work supporting overparametrization as a critical factor helping

generalization, [Nguyen and Hein, 2017] analyze a special case of overparametrized
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deep neural networks, for a fully connected network with squared loss, with analytical

activation functions. In their approach, they show that if there exists a very wide

layer where the number of hidden units is larger than the number of samples in the

training dataset, then almost all local minima are globally optimal.
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1.3 Meta-Learning

1.3.1 Introduction

Most of the recent successes of deep learning, whether in supervised learning,

unsupervised learning, or reinforcement, implied a system that we require to master

only a single task. However, real-world situations would require an AI system to

being able to adapt what it has previously learned, to its changing environment.

Moreover, adaptation and versatility are considered by some to be the next necessary

step, for machine learning algorithms, towards achieving general artificial intelligence.

These notions call for machine learning algorithms to not only having the faculty

to learn but also, that of “learning to learn”, which we equivalently refer to as

“meta-learning”.

1.3.2 Early Works

For machine learning researchers, the topic of meta-learning has been of interest

since the late 1980s, with Jürgen Schmidhuber’s master’s thesis being among the first

works addressing it, within the framework of genetic programming [Schmidhuber,

1987]. Subsequent works explored using networks that learn how to modify their own

weights ([Schmidhuber, 1992], [Schmidhuber, 1993]). The updating of the weights is

defined in a parametric form that allows the prediction and weight-change process

to be differentiable end-to-end.

The work of [Bengio et al., 1991] and [Bengio et al., 1995] and [Bengio, 1993]

considered learning update rules for neural networks that are biologically plausible.

This property is enforced by allowing the parametric form of the update to only

have, as input, local information at each hidden unit to determine the weight

change. Different optimization methods, such as genetic programming or simulated

annealing, are used to train the learning rule.

1.3.3 Generalizing from few-examples: the next step for

deep learning towards general artificial intelligence

While the topic of meta-learning remained of interest for the ML research

community, the numerous successes that occurred over the recent years from the deep
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learning approaches, mostly in the first half the 2010s, primarily concerned models

learning a single task. And while deep learning approaches achieved impressive

generalization performances, the issue of sample efficiency, namely the need for

vast amounts of labeled data to train deep neural networks, became an apparent

drawback of deep learning.

The work of [Lake et al., 2015] later challenged modern machine learning methods

to be able to learn new concepts from one or a few instances of that concept, with

the example of models being able to correctly recognize and classify a new class of

images, after having learned that class with only one example image. The authors

pointed out the fact that people, when learning new concepts, can often generalize

successfully from just a single example, while machine learning algorithms typically

require tens or hundreds of examples to perform with similar accuracy. This work

introduced the Omniglot dataset, which consists of 1623 handwritten characters

classes from 50 alphabets, with each class comprising 20 examples. The Omniglot

dataset thus became the de facto equivalent of MNIST for few-shot learning, and

remained one of the two most widely used benchmark datasets of meta-learning,

especially in the image classification domain.

The authors proposed to tackle this few-shot learning problem using Bayesian

program learning, which is able to learn a hierarchical, non-parametric generative

model of handwritten characters. Their approach incorporates specific knowledge

of how strokes are formed and how they are combined to produce characters

of different types. The model represents concepts as simple programs that best

explain observed examples under a Bayesian criterion. On a challenging one-shot

classification task, the model achieves human-level performance while outperforming

recent deep learning approaches.

Subsequently, the work of [Rezende et al., 2016] proposed deep generative models

for one-shot generalization, that combine the representational power of deep neural

networks, with Bayesian reasoning for inference.

1.3.4 Definition of few-shot learning

In few-shot learning for classification, we have a distribution over classification

tasks p(T ), and a model f (parametrized by θ), that must learn to adapt to tasks

Ti sampled from p(T ). The model is trained on a set of training tasks {Ti}train and
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evaluated on a set of testing tasks {Ti}test, all drawn from p(T ), and {Ti}train and

{Ti}test using disjoint sets of classes to constitute their tasks. In the setting of k-shot

learning, when f adapts to a task T test
i , it only has access to a set of few support

samples Di = {(x(1)
i ,y

(1)
i ), ..., (x

(k)
i ,y

(k)
i )} drawn from T test

i . We then evaluate the

model’s performance on T test
i using a new set of target samples D′

i.

In this context, we define generalization as the model’s ability to reach high

accuracy on a testing task T test
i , evaluated with a set of target samples D′

i, for

several testing tasks. In most cases, after training is complete, the model f will

adapt to the test tasks T test
i using their support sets Di before we evaluate the

model on their target sets Di. We thus care about the average accuracy

ET test
i ∼p(T )[Acc(f(D′

i; θ̃
test
i )] (1.11)

The different approaches to few-shot learning can vary in how they perform the

training phase, but also in how they adapt to the new tasks at meta-test time.

1.3.5 Learning a metric space

With the meta-learning application of few-shot classification, discriminating

among samples from new classes requires to quickly learn what differentiates those

new classes in order to generalize well. One may thus wonder, instead of simply

learning a fixed classification dataset, could we train the models to learn to classify ?

One approach to this is to learn a metric space in which classification or discrimina-

tion among samples from different classes, when embedded in that space, can be

easily computed by means of a distance, or metric.

One good example of this approach is the Prototypical Network proposed by

[Snell et al., 2017]. The central idea is that there exists an embedding space in

which points cluster around a single prototype representation of their class. A neural

network learns a non-linear mapping, from the input space to that embedding space:

fφ : RP → R
M (1.12)

with input samples originally being x ∈ R
P . In the space obtained by fφ(x), we can

then learn the prototype of a class m as the mean representation (cluster mean) cm,
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having access of a set of samples Dm all belonging to class m:

cm =
1

|Dm|
∑

(xi,yi)∈Dm

fφ(xi) (1.13)

Given a distance function d : RM × R
M → [0,+∞), Prototypical Networks produce

a distribution over classes for a query point x based on a softmax over distances to

the prototypes in the embedding space:

pφ(y = m|x) = exp(−d(fφ(x, cm)))∑
m′ exp(−d(fφ(x, cm′)))

(1.14)

In this work, the squared Euclidean distance d(z, z′) = ‖z− z′‖2 is primarily

used. Learning is performed by minimizing the negative log-probability J(φ) =

−log pφ(y = m|x) of the true class m via SGD. Training episodes are formed by

randomly selecting a subset of classes from the training set, then choosing a subset

of examples within each class to act as the support set and a subset of the remainder

to serve as query points. At meta-test time, we form test tasks T test
i each made of m

new classes, with say k support samples per class, the m prototypes cm are obtained

by computing the class means in fφ(x). To evaluate generalization (accuracy on

target samples of the test tasks), class probabilities are computed with pφ(y = m|x).
The training procedure, where tasks T train

i are sampled with their few-shot

support set Di and their target set D′
i, was based on the prior work of [Vinyals et al.,

2016]. This training procedure has since been prevalent in few-shot classification

literature. Their authors made two other significant contributions. First, they

introduced the MiniImagenet dataset, a subset of Imagenet [Russakovsky et al.,

2014] tailored for few-shot classification, having a total of 100 real image classes

with 600 instances each. Mini-Imagenet and Omniglot have since been the two most

widely used datasets in meta-learning for few-shot classification. The authors also

proposed the Matching Network, which is also based on the idea of learning a metric

space for few-shot classification and which inspired the approach for Prototypical

Networks.

Another prominent approach to learning a metric space for few-shot classification

was the work of [Koch et al., 2015], where the authors propose to use deep Siamese

Networks, which train a convolutional network to embed examples so that items in

the same class are close while items in different classes are far away, according to
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some distance metric. Siamese networks were first introduced in the early 1990s to

solve signature verification as an image matching problem [Bromley et al., 1993].

A siamese neural network consists of twin networks f1(x; θ1) and f2(x; θ2), which

accept distinct inputs x1 and x2 but are joined by an distance function d(z1, z2)

at the top. This function computes some metric between the highest level feature

representations on each of the twin networks. The twin networks f1 and f2 have

the same architecture and parameters are shared between them (θ1 = θ2), the

whole model thus being symmetric and the two twins having the same parameter

values at all time and are trained conjointly. With both networks computing the

same function that maps inputs to outputs, two extremely similar images could not

possibly be mapped by their respective networks to very different locations z1 and

z2 in the feature space, thus allowing discrimination based on a distance computed

in that feature space.

1.3.6 Learning to optimize

Neural networks are in practice, for the most part, trained through some sto-

chastic optimization process. Thus, since the learning process is, in essence, an

optimization process, one natural approach to learning to learn is to cast it as

learning to optimize. [Hochreiter et al.] proposed the approach of Learning to Learn

Using Gradient Descent, where a meta-learner model, parametrized by a recurrent

neural (more precisely, a Long-Short Term Memory, or LSTM [Hochreiter and

Schmidhuber, 1997b]), learns to derive learning algorithms that are able to approxi-

mate quadratic functions after seeing a relatively small amount of examples. More

recently, and in a similar spirit, [Andrychowicz et al., 2016] show that the design

of an optimization algorithm can be itself cast as a learning problem. The goal

of training a machine learning model often being of minimizing a differentiable

function f(θ) through gradient descent, with the resulting parameter update rule:

θt+1 = θt − αt∇θf(θt) (1.15)

the authors recast this parameter update as:

θt+1 = θt + ot(∇θf(θt), φ) (1.16)
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Figure 1.7 – Recurrent Neural Network

where ot is the output of an optimizer model m, parametrized by φ, which learns

the parameter update rule, and f is referred as the optimizee function, parametrized

by θ, that we which to optimize. Here again, the optimizer, or meta-learner model,

is a recurrent neural network, the approach building upon [Hochreiter et al.] by

modifying the network architecture of the optimizer in order to scale this approach

to larger neural network optimization problems. A recurrent network at time-step t

takes an input vector xt and outputs a vector ot, just like a feed-forward network,

but also has an internal state ht which is a function of the current input xt and of

the previous internal state ht, as illustrated in Figure 1.7.

The goal is thus to train the optimizer m(·;φ) such that on expectation, for

a given function f to be optimized, it leads to a final parameter vector θ̃ that

minimizes this function f . We can therefore see the loss of the optimizer as:

L(m(· ;φ)) = Ef [f(θ̃)] (1.17)

At every time step t, the recurrent network m has an internal state ht that is a

function of the current input xt = ∇θf(θt), which is the current gradient of f , and

of its previous internal state ht−1, and m also outputs a vector ot, which is the

current parameter update, leading to the next parameter vector θt+1 = θt+ ot. With

an optimization trajectory of fixed horizon T (fixed number of time steps), the final

parameter vector of f is thus:

θ̃ = θ0 +
T∑
t=1

ot (1.18)
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Figure 1.8 – Learning to Learn by Gradient Descent by Gradient Descent: Gradient flows
backward through the solid arrows. Image from [Andrychowicz et al., 2016].

Instead of having the loss of the optimizer depend solely on the final parameters θ̃,

the authors make it depend on the parameters of the entire optimization trajectory,

such that:

L(φ) = Ef

[
T∑
t=1

f(θt)

]
(1.19)

Thus for a given parametrization φ and an optimization trajectory of T steps of a

randomly sampled function f , the optimizer model m(·;φ) can thus be trained by

performing gradient descent on the loss L(m(· ;φ)), where the gradient estimate
∂L(φ)
∂φ

is computed by Backpropagation Through Time (see Figure 1.8).

Building upon [Andrychowicz et al., 2016], who were interested in learning a

general optimization algorithm to train neural networks for large-scale classification

rather than in few-shot learning, the work [Ravi and Larochelle, 2017] revisits this

approach in the context of few-shot classification. Here again, taking the parameter

update rule of a model, parametrized by θ, such as the minimization of its empirical

loss L through gradient descent:

θt = θt−1 − αt∇θt−1Lt (1.20)

the authors make the key observation is that this update resembles the update for

the cell state in an LSTM network:

ct = ft � ct−1 + it � c̃t (1.21)

if ft = 1, ct−1 = θt−1, it = αt and c̃t = −∇θt−1Lt, and where it is the input gate, ft

is the forget gate, ct−1 is the previous cell state of the LSTM cell, c̃t is the candidate
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Figure 1.9 – Long-Short Term Memory (LSTM) cell

state, and ct is the output and current cell state of the LSTM (see Figure 1.9 for

illustration of the LSTM cell). They then define parametric forms for the input

and forget gates it and ft and make them more general, so that they are function

of the previous parameters θt−1, the current loss and its gradient, as well as their

respective previous values it−1 and ft−1, such that:

it = σ(WI · [∇θt−1Lt,Lt, θt−1, it−1] + bI) (1.22)

ft = σ(WF · [∇θt−1Lt,Lt, θt−1, ft−1] + bF ) (1.23)

where WI and WF are the weight matrices of the input and forget gate respectively,

while bI and bI are the bias vectors of the input and forget gate respectively.

1.3.7 Learning the hyperparameters

Another approach to meta-learning is to automate the optimization of hyper-

parameters and other design choices for the model, that are normally handmade

by the researcher. In [Maclaurin et al., 2015], the authors propose to automati-

cally learn hyperparameters of neural networks by computing exact gradients of

cross-validation performance with respect to all hyperparameters. They achieve

this by chaining the derivatives backwards through the entire training procedure,

allowing to optimize for thousands of hyperparameters of networks trained by SGD

with momentum [Nesterov, 1983], including the learning step-size α, scheduling

of the momentum ρ, weight initialization distributions, as well as some aspects of
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architecture configuration. Those gradients are computing by exactly reversing the

dynamics of SGD with momentum.

Pushing this approach further, [Zoph and Le, 2016] use a recurrent neural

network to generate the description of the neural network architecture, and train

this meta-learner RNN with reinforcement learning to maximize the expected

validation accuracy of the generated models, on a set of validation tasks.

1.3.8 External memory, attention and temporal convolu-

tion

Other approaches to meta-learning making use of novel developments in the

field of deep learning, including the use of external memory, attention mechanism,

and temporal convolution, which have been recently proposed.

[Santoro et al., 2016] use a memory-augmented neural network that is trained

to learn how to store and retrieve memories to use for each classification task.

This approach builds upon the proposed Neural Turing Machine (NTM) of [Graves

et al., 2014]. An NTM consists of a controller (modeled either as an MLP or LSTM)

interacting with an external memory module via read and write heads. The encoding

and retrieval of memory, stored as vector representation, is rapid, making an NTM

a viable candidate for meta-learning in the few-shot regime, thanks to its ability for

long term retention of memory via the slow updates of its weights, and the short

term storage of new memories using its external memory module.

[Mishra et al., 2017] propose a meta-learning architecture called Simple Neural

Attentive Meta-Learner (SNAIL), that use a combination of temporal convolutions

[van den Oord et al., 2016] and soft attention [Vaswani et al., 2017]. The temporal

convolution serves to aggregate information from past experience, to produce

what is called a context. The soft attention mechanism pinpoints specific pieces

of information, from a potentially infinitely-large context, which is treated as an

unordered key-value store, which it can query based on the content of each element.

The SNAIL architecture interleaves temporal convolution layers with soft attention

layers, and being trained end-to-end, it learns how to pick up specific pieces of

information from the experience it has accumulated and also learns a feature

representation that is well suited for this selection of past experiences.
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1.3.9 Gradient-Based Meta-Learning

The final approach that we cover is perhaps the closest analog to the standard

regime of supervised learning of neural network with stochastic, gradient-based

optimization. In gradient-based meta-learning, the aim is to conceive a training

procedure for a model f that will favor generalization to new tasks, by finding a

good parametrization θ (sometimes called a ”good initialization”). Generally this

approach also aims to be independent of any architecture choice or from learning a

meta-learner that updates a learner model, but really views generalization to new

tasks as the learning problem itself for which we train a model end-to-end, akin to

supervised learning where the goal is to train the model to favor generalization to

new data points.

One of the most natural ways to approach gradient-based meta-learning is to

pretrain a model f on a task or dataset that shares similarities with the distribution

of the target/test tasks, which we ultimately wish to learn with few examples and

generalize well. For image classification, pre-training models on Imagenet (a large

and diversified dataset of real images, comprising one thousand classes and more

than five hundred samples per class) before finetuning the pre-trained model on the

target tasks. [Donahue et al., 2013] have analyzed this approach for a multi-task

framework with deep convolutional networks. They showed that the learned features,

obtained from supervised image classification, have good representational power and

can be adapted to vision tasks from other domains (e.g. scene recognition) while

demonstrating good generalization.

More recently, [Finn et al., 2017] introduced the Model Agnostic Meta-Learning

(MAML) algorithm. Inspired by the training procedure of [Vinyals et al., 2016], they

directly train a model f to generalize on few-shot classification tasks T train
i . MAML

learns a set of parameters θ such that on average, given a new task T test
i , only a

few samples are required for f to learn and generalize well to that task. During a

meta-training iteration s, where the current parametrization of f is θs, a batch of n

training tasks is sampled from p(T ). For each task Ti, a set of support samples Di

is drawn and f adapts to Ti by performing T steps of full batch gradient descent on

L(f(Di; θ)) w.r.t. θ, obtaining the adapted solution θ̃i:

θ̃i = θs − α
T−1∑
t=0

∇θL(f(Di; θ
(t)
i )) (1.24)
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where θ
(t)
i = θ

(t−1)
i − α∇θL(f(Di; θ

(t−1)
i )) and all adaptations are independent and

start from θs, i.e. θ
(0)
i = θs,∀i. Then from each Ti, a set of target samples D′

i is

drawn, and the adapted meta-training solution θs+1 is obtained by averaging the

target gradients, such that:

θs+1 = θs − β
1

n

n∑
i=1

∇θL(f(D′
i; θ̃i)) . (1.25)

As one can see in Eq.1.24 and Eq.1.25, deriving the meta-gradients implies computing

second-order derivatives, which can come at a significant computational expense. The

authors introduced a first-order approximation of MAML, where these second-order

derivatives are omitted:

∇θL(f(D′
i; θ̃i)) =

∂

∂θ̃i
L(f(D′

i; θ̃i))
∂

∂θ
θ̃i

=

(
∂

∂θ̃i
L(f(D′

i; θ̃i))

)T
(
1− α

T−1∑
t=0

���
0

∇2
θL(f(Di, θ

(t)
i ))

)

=
∂

∂θ̃i
L(f(D′

i; θ̃i))

(1.26)

and we refer to that other algorithm as First-Order MAML. As another first-order

approximation of MAML, [Nichol et al., 2018] proposed Reptile, where instead of

computing losses on target samples before computing the meta-gradient, the meta-

gradient is simply the average of the individual adaptation trajectory displacement

vectors:

θs+1 = θs + β
1

n

n∑
i=1

(θ̃i − θs) (1.27)

where θ̃i is obtained just like in equation 2.1, and here we don’t sample any set of

target samples D′
i.

Also building on top of MAML, [Zintgraf et al., 2018] proposed CAML, a meta-

learning method for few-shot adaptation to new tasks. In this approach, the model

parameters are partitioned into two parts. The first part consists of the shared

parameters θ which are meta-trained using the meta-training tasks T train
i and shared

across tasks, and φ can be viewed as the trunk of the network. The second part of

the network consists of the context parameters φ, which are adapted on individual

tasks, and at test time, they are updated by performing a few gradient descent

30



steps on a task-specific loss that is backpropagated through the shared part of the

network. In a meta-training iteration, we first learn in the inner loop, task-specific

context parameters, for each task in a batch:

φ̃i = φ0 − α
T−1∑
t=0

∇φL(f(Di; θ
s, φ

(t)
i )) (1.28)

where φ0 is usually chosen to be 0. We then compute the meta-update by updating

the shared parameters:

θs+1 = θs − β
1

n

n∑
i=1

∇θL(f(D′
i; θ

s, φ̃i)) (1.29)

The work [Finn et al., 2017] has also been reformulated as a method for pro-

babilistic inference in a hierarchical Bayesian model, called LLAMA [Grant et al.,

2018]. MAML has also been recasted as a probabilistic meta-learning algorithm for

few-shot classification tasks [Finn et al., 2018]. In addition, various recent work have

built on top of MAML for other meta-learning paradigms, with notable examples

in topics such as meta-reinforcement learning [Rothfuss et al., 2018] and continual

learning [Finn et al., 2019].

Because of the simplicity of the general approach of gradient-based meta-learning

and of its similarity to supervised learning through stochastic gradient-based opti-

mization, we selected this approach to meta-learning in the work that we present in

Chapter 2. We selected Model Agnostic Meta-Learning as our base meta-learning al-

gorithm, because it also bears strong resemblance to traditional supervised learning.

Moreover, we also selected this algorithm because of the major impact it has had on

the field, its generalization performance for few-shot learning, as well of its indepen-

dence of the underlying architecture. We selected the original MAML formulation

since many subsequently proposed algorithms were built on it. Along with MAML

we also analyze its first-order variant, as well as the finetuning approach (where the

model is pre-trained in a supervised way, which was covered at the beginning of this

section) since it is the most natural baseline algorithm to compare with the other

meta-learning algorithms, and to analyze the fundamental differences in properties

of objective landscapes.
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2.1 Introduction

To address the problem of the few-shot learning, many meta-learning approaches

have been proposed recently [Finn et al., 2017], [Ravi and Larochelle, 2017], [Rothfuss

et al., 2018], [Oreshkin et al., 2018] and [Snell et al., 2017] among others. In this

work, we take steps towards understanding the characteristics of the objective

landscapes of the loss functions, and their relation to generalization, in the context of

gradient-based few-shot meta-learning. While we are interested in understanding the

properties of optimization landscapes that are linked to generalization in gradient-

based meta-learning in general, we focus our experimental work here within a

setup that follows the recently proposed Model Agnostic Meta-Learning (MAML)

algorithm [Finn et al., 2017]. The MAML algorithm is a good candidate for studying

gradient-based meta-learning because of its independence from the underlying

network architecture.

Our main insights and contributions can be summarized as follows:

1. As gradient-based meta-training progresses:

— the adapted meta-test solutions become flatter on average, while the

opposite occurs when using a finetuning baseline.

— the adapted final solutions reach lower average support loss values, which

never increases, while the opposite occurs when using a finetuning baseline.

2. When generalization starts to degrade due to overtraining, meta-test solutions

keep getting flatter, implying that, in the context of gradient-based meta-

learning, flatness of minima is not correlated with generalization to new

tasks.

3. We empirically show that generalization to new tasks is correlated with the

coherence between their adaptation trajectories, measured by the average

cosine similarity between trajectory directions. Also correlated with generali-

zation is the coherence between meta-test gradients, measured by the average

inner product between meta-test gradient vectors evaluated at meta-train

solution.

4. Based on this observation on coherence of adaptation trajectories , we propose

a novel regularizer for gradient-based meta-learning and experimentally

demonstrate its effectiveness in regularizing MAML.
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2.2 Related work

There has been extensive research efforts on studying the optimization landscapes

of neural networks in the standard supervised learning setup. Such work has focused

on the presence of saddle points versus local minima in high dimensional landscapes

[Pascanu et al., 2014],[Dauphin et al., 2014], the role of overparametrization in

generalization [Freeman and Bruna, 2016], loss barriers between minima and their

connectivity along low loss paths, [Garipov et al., 2018] ; [Draxler et al., 2018], to

name a few examples.

One hypothesis that has gained popularity is that the flatness of minima of the

loss function found by stochastic gradient-based methods results in good generaliza-

tion, [Hochreiter and Schmidhuber, 1997a] ; [Keskar et al., 2016]. [Xing et al., 2018]

and [Li et al., 2017] measure the flatness by the spectral norm of the hessian of the

loss, with respect to the parameters, at a given point in the parameter space. Both

[Smith and Le, 2017] and [Jastrzebski et al., 2017] consider the determinant of the

hessian of the loss, with respect to the parameters, for the measure of flatness. For

all of the work on flatness of minima cited above, authors have found that flatter

minima correlate with better generalization.

In contrast to previous work on understanding the objective landscapes of neural

networks in the classical supervised learning paradigm, in our work, we explore the

properties of objective landscapes in the setting of gradient-based meta-learning.

2.3 Gradient-based meta-learning

We consider the meta-learning scenario where we have a distribution over tasks

p(T ), and a model f parametrized by θ, that must learn to adapt to tasks Ti

sampled from p(T ). The model is trained on a set of training tasks {Ti}train and

evaluated on a set of testing tasks {Ti}test, all drawn from p(T ). In this work we

only consider classification tasks, with {Ti}train and {Ti}test using disjoint sets of

classes to constitute their tasks. Here we consider the setting of k-shot learning, that

is, when f adapts to a task T test
i , it only has access to a set of few support samples

Di = {(x(1)
i ,y

(1)
i ), ..., (x

(k)
i ,y

(k)
i )} drawn from T test

i . We then evaluate the model’s

performance on T test
i using a new set of target samples D′

i. By gradient-based
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meta-learning, we imply that f is trained using information about the gradient

of a certain loss function L(f(Di; θ)) on the tasks. Throughout this work the loss

function is the cross-entropy between the predicted and true class.

2.3.1 Model-Agnostic Meta-Learning (MAML)

MAML learns an initial set of parameters θ such that on average, given a new

task T test
i , only a few samples are required for f to learn and generalize well to that

task. During a meta-training iteration s, where the current parametrization of f

is θs, a batch of n training tasks is sampled from p(T ). For each task Ti, a set of

support samples Di is drawn and f adapts to Ti by performing T steps of full batch

gradient descent on L(f(Di; θ)) w.r.t. θ, obtaining the adapted solution θ̃i:

θ̃i = θs − α
T−1∑
t=0

∇θL(f(Di; θ
(t)
i )) (2.1)

where θ
(t)
i = θ

(t−1)
i − α∇θL(f(Di; θ

(t−1)
i )) and all adaptations are independent and

start from θs, i.e., θ
(0)
i = θs,∀i. Then from each Ti, a set of target samples D′

i is

drawn, and the adapted meta-training solution θs+1 is obtained by averaging the

target gradients, such that:

θs+1 = θs − β
1

n

n∑
i=1

∇θL(f(D′
i; θ̃i)) (2.2)

As one can see in Eq.2.1 and Eq.2.2, deriving the meta-gradients implies computing

second-order derivatives, which can come at a significant computational expense.

The authors introduced a first-order approximation of MAML, where these second-

order derivatives are ommited, and we refer to that other algorithm as First-Order

MAML.

2.3.2 Finetuning baseline

For the finetuning baseline, the model is trained in a standard supervised learning

setup: the model is trained to classify all the classes from the training split using a

stochastic gradient-based optimization algorithm, its output layer size being equal to

the number of meta-train classes. During evaluation on meta-test tasks, the model’s
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final layer (fully-connected) is replaced by a layer with the appropriate size for the

given meta-test task (e.g. if 5-way classification, the output layer has five logits),

with its parameter values initialized to random values or with another initialization

algorithm, then all the model parameters are optimized to the meta-test task, just

like for the other meta-learning algorithms.

2.4 Analyzing the objective landscapes

Figure 2.1 – Visualizations of metrics measuring properties of objective loss landscapes.
The black arrows represent the descent on the support loss and the dotted lines represent
the corresponding displacement in the parameter space. (1): Curvature of the loss for an
adapted meta-test solution θ̃i (for a task Ti), is measured as the spectral norm of the
hessian matrix of the loss. (2): Coherence of adaptation trajectories to different meta-test
tasks is measured as the average cosine similarity for pairs of trajectory directions. A
direction vector is obtained by dividing a trajectory displacement vector (from meta-train
solution θs to meta-test solution θ̃i) by its Euclidean norm, i.e. �θi = (θ̃i−θs)/‖θ̃i−θs‖2. (3):
Characterizing a meta-train solution by the coherence of the meta-test gradients, measured
by the average inner product for pairs of meta-test gradient vectors gi = −∇θL(f(Di; θ

s)).

In the context of gradient-based meta-learning, we define generalization as the

model’s ability to reach a high accuracy on a testing task T test
i , evaluated with

a set of target samples D′
i, for several testing tasks. This accuracy is computed

after f , starting from a given meta-training parametrization θs, has optimized its

parameters to the task T test
i using only a small set of support samples Di, resulting

in the adapted solution θ̃testi (minima). We thus care about the average accuracy

ET test
i ∼p(T )[Acc(f(D′

i; θ̃
test
i )]. With these definitions in mind, for many meta-test

tasks T test
i , we consider the optimization landscapes L(f(Di; θ)), and the properties

36



of these loss landscapes evaluated at the solutions θ̃testi ; the adaptation trajectories

when f , starting from θs, adapts to those solutions ; as well as properties of those

landscapes evaluated at the meta-train solutions θs. See Figure 2.1 for a visualization

of our different metrics. We follow the evolution of the metrics as meta-training

progresses: after each epoch, which results in a different parametrization θs, we

adapt f to several meta-test tasks, compute the metrics averaged over those tasks,

and compare with E[Acc(f(D′
i; θ̃

test
i )]. We do not deal with the objective landscapes

involved during meta-training, as this is beyond the scope of this work. From here

on, we drop the superscript test from our notation, as we exclusively deal with

objective landscapes involving meta-test tasks Ti, unless specified otherwise.

2.4.1 Flatness of minima

We start our analysis of the objective loss landscapes by measuring properties of

the landscapes at the adapted meta-test solutions θ̃i. More concretely, we measure

the curvature of the loss at those minima, and whether flatter minima are indicative

of better generalization for the meta-test tasks.

After s meta-training iterations, we have a model f parametrized by θs. During

the meta-test, f must adapt to several meta-test tasks Ti independently. For a

given Ti, f adapts by performing a few steps of full-batch gradient descent on the

objective landscape L(f(Di; θ)), using the set of support samples Di, and reaches an

adapted solution θ̃i. Here we are interested in the curvature of L(f(Di; θ̃i)), that is,

the objective landscape when evaluated at such solution, and whether on average,

flatter solutions favour better generalization. Considering the hessian matrix of this

loss w.r.t the model parameters, defined as Hθ(Di; θ̃i)
.
= ∇2

θL(f(Di; θ̃i)), we measure

the curvature of the loss surface around θ̃i using the spectral norm ‖ · ‖σ of this

hessian matrix:

∥∥∥Hθ(Di; θ̃i)
∥∥∥
σ
=

√
λmax

(
Hθ(Di; θ̃i)HHθ(Di; θ̃i)

)
= λmax(Hθ(Di; θ̃i)) (2.3)

as illustrated in Figure 2.1 (1). (We get ‖Hθ(Di; θ̃i)‖σ = λmax(Hθ(Di; θ̃i)) since

Hθ(Di; θ̃i) is real and symmetric.)

We define the average loss curvature for meta-test solutions θ̃i, obtained from a
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meta-train solution θs, as:

ETi∼p(T )[‖Hθ(Di; θ̃i)‖σ] (2.4)

Note that we do not measure curvature of the loss at θs, since θs is not a point

of convergence of f for the meta-test tasks. In fact, at θs, since the model has not

been adapted to the unseen meta-test classes, the target accuracy for the meta-test

tasks is random chance on average. Thus, measuring the curvature of the meta-test

support loss at θs does not relate to the notion of flatness of minima. Instead, in

this work we characterize the meta-train solution θs by measuring the average inner

product between the meta-test gradients, as explained later in Section 2.4.3.

2.4.2 Coherence of adaptation trajectories

Other than analyzing the objective landscapes at the different minima reached

when f adapts to new tasks, we also analyze the adaptation trajectories to those

new tasks, and whether some similarity between them can be indicative of good

generalization. Let’s consider a model f adapting to a task Ti by starting from θs,

moving in parameter space by performing T steps of full-batch gradient descent

with ∇θL(f(Di; θ)) until reaching θ̃i. We define the adaptation trajectory to a

task Ti starting from θs as the sequence of iterates (θs, θ
(1)
i , θ

(2)
i , ..., θ̃i). To simplify

the analyses and alleviate some of the challenges in dealing with trajectories of

multiple steps in a parameter space of very high dimension, we define the trajectory

displacement vector (θ̃i − θs). We define a trajectory direction vector �θi as the unit

vector: �θi
.
= (θ̃i − θs)/‖θ̃i − θs‖2.

We define a metric for the coherence of adaptation trajectories to meta-test tasks

Ti, starting from a meta-train solution θs, as the average inner product between

their direction vectors:

ETi,Tj∼p(T )[�θ
T

i
�θj] (2.5)

The inner product between two meta-test trajectory direction vectors is illustra-

ted in Figure 2.1 (2).
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2.4.3 Characterizing meta-train solutions by the average

inner product between meta-test gradients

In addition to characterizing the adaptation trajectories at meta-test time, we

characterize the objective landscapes at the meta-train solutions θs. More concretely,

we measure the coherence of the meta-test gradients ∇θL(f(Di; θ
s)) evaluated at θs.

The coherence between the meta-test gradients can be viewed in relation to the

metric for coherence of adaptation trajectories of Eq. 2.5 from Section 2.4.2. Even

after simplifying an adaptation trajectory by its displacement vector, measuring

distances between trajectories of multiple steps in the parameter space can be proble-

matic: because of the symmetries within the architectures of neural networks, where

neurons can be permuted, different parameterizations θ can represent identically the

same function f that maps inputs to outputs. This problem is even more prevalent

for networks with higher number of parameters. Since here we ultimately care about

the functional differences that f undergoes in the adaptation trajectories, measuring

distances between functions in the parameter space, either using Euclidean norm

or cosine similarity between direction vectors, can be problematic [Benjamin et al.,

2018].

Thus to further simplify the analyses on adaptation trajectories, we can measure

coherence between trajectories of only one step (T = 1). Since we are interested in

the relation between such trajectories and the generalization performance of the

models, we measure the target accuracy at those meta-test solutions obtained after

only one step of gradient descent. We define those solutions as: θs + α · gi, with

meta-test gradient gi = −∇θL(f(Di; θ
s)). To make meta-training consistent with

meta-testing, for the meta-learning algorithms we also use T = 1 for the inner loop

updates of Eq. 2.1.

We thus measure coherence between the meta-test gradient vectors gi that lead

to those solutions. Note that the learning rate α is constant and is the same for all

experiments on a same dataset. In contrast to Section 2.4.2, here we observed in

practice that the average inner product between meta-test gradient vectors, and

not just their direction vectors, is more correlated to the average target accuracy.

The resulting metric is thus the average inner product between meta-test gradients

evaluated at θs.

We define the average inner product between meta-test gradient vectors gi,
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evaluated at a meta-train solution θs, as:

ETi,Tj∼p(T )[ g
T
i gj ] (2.6)

The inner product between two meta-test gradients, evaluated at θs, is illustrated

in Figure 2.1 (3). We show in the experimental results in Section 2.5.2 and 2.5.3 that

the coherence of the adaptation trajectories, as well as of the meta-test gradients,

correlate with generalization on the meta-test tasks.

2.5 Experiments

We apply our analyses to the two most widely used benchmark datasets for

few-shot classification problems: Omniglot and MiniImagenet datasets. We use the

standardized CNN architecture used by [Vinyals et al., 2016] and [Finn et al., 2017].

We perform our experiments using three different gradient-based meta-learning

algorithms: MAML, First-Order MAML and a Finetuning baseline. For more details

on the meta-learning datasets, architecture and meta-learning hyperparameters, see

Appendix 2.7

We closely follow the experimental setup of [Finn et al., 2017]. Except for the

Finetune baseline, the meta-learning algorithms use during meta-training the same

number of ways and shots as during meta-testing. For our experiments, we follow the

setting of [Vinyals et al., 2016]: for MiniImagenet, training and testing our models

on 5-way classification 1-shot learning, as well as 5-way 5-shot, and for Omniglot,

5-way 1-shot ; 5-way 5-shot ; 20-way 1-shot ; 20-way 5-shot. Each experiment was

repeated for five independent runs. For the meta-learning algorithms, the choice of

hyperparameters closely follows [Finn et al., 2017]. For our finetuning baseline, most

of the original MAML hyperparameters were left unchanged, as we want to compare

the effect of the pre-training procedure, thus are kept fixed the architecture and

meta-test procedures. We kept the same optimizer as for the meta-update of MAML

(ADAM), and performed hyperparameter search on the mini-batch size to use, for

each setting that we present. (For our reproduction results on the meta-train and

meta-test accuracy, see Figure 2.9a and 2.9b in 2.8.1.)
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2.5.1 Flatness of meta-test solutions

(a) Omniglot 5-way (b) Omniglot 20-way (c) MiniImagenet
5-way, 1-shot

(d) MiniImagenet
5-way, 5-shot

Figure 2.2 – Flatness of meta-test solutions for MAML and First-Order MAML, on Omniglot
and MiniImagenet

After each training epoch, we compute E[‖Hθ(Di; θ̃i)‖σ] using a fixed set of 60

randomly sampled meta-test tasks Ti. Across all settings, we observe that MAML

first finds sharper solutions θ̃i until reaching a peak, then as the number of epoch

grows, those solutions become flatter, as seen in Figure 2.2. To verify the correlation

between E[‖Hθ(Di; θ̃i)‖σ] and E[Acc(f(D′
i; θ̃i))], we trained for an extra 100 epochs,

the model that appeared the most likely to overfit in a noticeable way, that is,

First-Order MAML, with 5-way 1-shot learning on MiniImagenet, hoping that its

decrease in E[Acc(f(D′
i; θ̃i))] would be reflected by an increase in E[‖Hθ(Di; θ̃i)‖σ]

after a certain point. On the contrary, and remarkably, even as f starts to show

poorer generalization (see Figure 2.3a), the solutions keep getting flatter, as shown in

Figure 2.3c. Thus for the case of gradient-based meta-learning, our finding directly

contradicts the argument that flatter minima favour better generalization. We

performed the same analysis for our finetuning baseline (Figures 2.4a, 2.4c), with

results suggesting that flatness of solutions might be more linked with E[L(f(Di; θ̃i))],

the average level of support loss attained by the solutions θ̃i (see Figures 2.4b and

2.3b), which is not an indicator for generalization. We also noted that across all

settings involving MAML and First-Order MAML, this average meta-test support

loss E[L(f(Di; θ̃i))] decreases monotonically as meta-training progresses.
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(a) Target Accuracy (b) Support loss (c) Curvature of solutions

Figure 2.3 – MAML: Characterization of meta-test solutions

(a) Target accuracy (b) Support loss (c) Curvature of solutions

Figure 2.4 – Finetune baseline : Characterization of meta-test solutions

2.5.2 Coherence of adaptation trajectories

(a) MiniImagenet, 5-way, 1-shot, First-Order (b) MiniImagenet, 5-way, 1-shot, Second-Order

Figure 2.5 – Comparison between average inner product between meta-test trajectory direction
vectors (orange), and average target accuracy on meta-test tasks (blue), MAML First-Order
and Second-Order, MiniImagenet 5-way 1-shot. See Figure 2.10 in Appendix 2.8.2 for full set of
experiments.

In this section, we use the same experimental setup as in Section 2.5.1, except

here we measure E[�θ T
i
�θj]. To reduce the variance on our results, we sample 500

tasks after each meta-training epoch. Also for experiments on Omniglot, we drop

the analyses with First-Order MAML, since it yields performance very similar

42



to that of the Second-Order MAML. We start our analyses with the setting of

”MiniImagenet, First-Order MAML, 5-way 1-shot”, as it allowed us to test and

invalidate the correlation between flatness of solutions and generalization, earlier in

Section 2.5.1.

We clearly observe a correlation between the coherence of adaptation trajectories

and generalization to new tasks, with higher average inner product between trajec-

tory directions, thus smaller angles, being linked to higher average target accuracy

on those new tasks, as shown in Figure 2.5a. We then performed the analysis on

the other settings, with the same observations (see Figure 2.5b and Figure 2.10 in

Appendix 2.8.2 for full set of experiments). We also perform the analysis on the

Finetuning baselines, which reach much lower target accuracies, and where we see

that E[�θ T
i
�θj] remains much closer to zero, meaning that trajectory directions are

roughly orthogonal to each other, akin to random vectors in high dimension (see

Figure 2.6a).

(a) Trajectories cohe-
rence

(b) Gradients coherence(c) l2 norm of trajecto-
ries (1-shot)

(d) l2 norm of trajecto-
ries (5-shot)

Figure 2.6 – (a): Average inner product between meta-test adaptation direction vectors, for
Finetuning baseline on MiniImagenet. (b): Average inner product between meta-test gradients, for
Finetuning baseline on MiniImagenet. Average l2 norm of meta-test adaptation trajectories, all
algorithms on MiniImagenet, (c): 1-shot learning, (d): 5-shot learning.

2.5.3 Characterizing meta-train solutions by the average

inner product between meta-test gradients

Despite the clear correlation between E[�θ T
i
�θj ] and generalization for the settings

that we show in Figure 2.5 and 2.10, we observed that for some other settings, this

relationship appears less linear. We conjecture that such behavior might arise from

the difficulties of measuring distances between networks in the parameter space, as

explained in Section 2.4.3. Here we present our results on the characterization of
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(a) MiniImagenet, 5-way, 5-shot, First-Order (b) MiniImagenet, 5-way, 5-shot, Second-Order

Figure 2.7 – Comparison between average inner product between meta-test gradient vectors,
evaluated at meta-train solution, and average target accuracy on meta-test tasks, with higher
average inner product being linked to better generalization. See Figure 2.11 in Appendix 2.8.3 for
full set of experiments.

the objective landscapes at the meta-train solutions θs, by measuring the average

inner product between meta-test gradient vectors gi.

We observe that coherence between meta-test gradients is correlated to generali-

zation, which is consistent with the observations on the coherence of adaptation

trajectories from Section 2.5.2. In Figure 2.7, we compare E[ g T
i gj ] to the target

accuracy (here we show results for individual model runs rather than the averages

over the runs). See Figure 2.11 in Appendix 2.8.3 for the full set of experiments. This

metric consistently correlates with generalization across the different settings. Simi-

larly as in Section 2.5.2, for our finetuning baselines we observe very low coherence

between meta-test gradients (see Figure 2.6b).

Based on the observations we make in Section 2.5.2 and 2.5.3, we propose to

regularize gradient-based meta-learning as described in Section 2.6. As an added

observation, here we include our experimental results on the average meta-test

trajectory norm E[‖θ̃i − θs‖2] (where we used T = 5), in Figure 2.6c and 2.6d,

where E[‖θ̃i − θs‖2] grows as meta-training progresses when f is meta-trained with

MAML, as opposed to the Finetune baseline, and note that this norm does not

reflect generalization.
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Figure 2.8 – Average target accuracy on meta-test tasks using our proposed regularizer on
MAML, for Omniglot 20-way 1-shot learning, with regularization coefficient γ = 0.5

2.6 Regularizing MAML

Based on our observations on the coherence of adaptation trajectories, we

propose a modification of the MAML algorithm by adding a regularization term

based on E[�θ T
i
�θj]. Within a meta-training iteration, we first let f adapt to the n

training tasks Ti following Eq 2.1. We then compute the average direction vector
�θμ = 1

n

∑n
i=1

�θi. From this point, we consider �θμ to be fixed, such that ∇θ
�θμ = 0.

For each task, we want to reduce the angle defined by �θ T
i
�θμ, and thus introduce the

penalty on Ω(θ) = −�θ T
i
�θμ, obtaining the regularized solutions θ̂i. The outer loop

gradients are then computed, just like in MAML following Eq 2.2, but using these

regularized solutions θ̂i instead of θ̃i. Note that after adding the regularizer, we

consider it constant to avoid additional gradient computation overhead. We obtain

the variant of MAML with regularized inner loop updates, as detailed in Algorithm

1.

We used this regularizer with MAML (Second-Order), for “Omniglot 20-way

1-shot”, thereby tackling the most challenging few-shot classification setting for

Omniglot. As shown in Figure 2.8, we observed an increase in meta-test target
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Algorithm 1 Regularized MAML: Added penalty on angles between inner loop
updates
During a meta-training iteration:

1: Sample a batch of n tasks Ti ∼ p(T )
2: for all Ti do
3: Perform the inner loop adaptation as in Eq. 2.1: θ̃i = θs −

α
∑T−1

t=0 ∇θL(f(Di; θ
(t)
i ))

4: end for
5: Compute the average direction vector: �θμ = 1

n

∑n
i=1

�θi
Compute the corrected inner loop updates:

6: for all Ti do
7: θ̂i = θ̃i − γ∇θΩ(θ), where Ω(θ) = −�θ T

i
�θμ

8: end for
9: Perform the meta-update as in Eq. 2.2, but using the corrected solutions:

θs+1 = θs − β 1
n

∑n
i=1 ∇θL(f(D′

i; θ̂i))

accuracy: the performance increases from 94.05% to 95.38% (average over five trials,

600 test tasks each), providing ∼ 23% relative reduction in meta-test target error.

2.7 Additional Experimental Details

2.7.1 Model Architectures

We use the architecture proposed by [Vinyals et al., 2016] which is used by [Finn

et al., 2017], consisting of 4 modules stacked on each other, each being composed of

64 filters of of 3 × 3 convolution, followed by a batch normalization layer, a ReLU

activation layer, and a 2 × 2 max-pooling layer. With Omniglot, strided convolution

is used instead of max-pooling, and images are downsampled to 28 × 28. With

MiniImagenet, we used fewer filters to reduce overfitting, but used 48 while MAML

used 32. As a loss function to minimize, we use cross-entropy between the predicted

classes and the target classes.

46



2.7.2 Meta-Learning datasets

The Omniglot dataset consists of a total of 1623 classes, each comprising 20

instances. The classes correspond to distinct characters, taken from 50 different

datasets, but the taxonomy among characters isn’t used. The MiniImagenet dataset

comprises 64 training classes, 12 validation classes and 24 test classes. Each of those

classes was randomly sampled from the original Imagenet dataset, and each contains

600 instances with a reduced size of 84 × 84.

2.7.3 Hyperparameters used in meta-training and meta-

testing

We follow the same experimental setup as [Finn et al., 2017] for training and

testing the models using MAML and First-Order MAML. During meta-training, the

inner loop updates are performed via five steps of full batch gradient descent (except

for Section 2.5.3 where T = 1), with a fixed learning rate α of 0.1 for Omniglot and

0.01 for MiniImagenet, while ADAM is used as the optimizer for the meta-update,

without any learning rate scheduling, using a meta-learning rate β of 0.001. At

meta-test time, adaptation to meta-test task is always performed by performing

the same number of steps as for the meta-training inner loop updates. We use a

mini-batch of 16 and 8 tasks for the 1-shot and 5-shot settings respectively, while

for the MiniImagenet experiments, we use batches of 4 and 2 tasks for the 1-shot

and 5-shots settings respectively. Let’s also precise that, in k-shot learning for an

m-way classification task Ti, the set of support samples Di comprises k×m samples.

Each meta-training epoch comprises 500 meta-training iterations.

For the finetuning baseline, we kept the same hyperparameters for the ADAM

optimizer during meta-training, and for the adaptation during meta-test. We sear-

ched the training hyperparameter values for the mini-batch size and the number of

iterations per epoch. Experiments are run for a 100 epochs each. In order to limit

meta-overfitting and maximize the highest average meta-test target accuracy, the

finetuning models see roughly 100 times less training data per epoch compared to a

MAML training epoch. In order to evaluate the baseline on the 1-shot and 5-shot

meta-test tasks, during training we used mini-batches of 64 images with 25 iterations

per epoch for 1-shot learning, and mini-batches of 128 images with 12 iterations per

epoch, for 5-shot learning. At meta-test time, we use Xavier initialization [Glorot
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and Bengio, 2010] to initialize the weights of the final layer.

2.8 Additional Experimental Results

2.8.1 Performance of models trained with MAML and First-

Order MAML, on the few-shot learning settings

(a) Meta-Train Accuracy (b) Meta-Test Accuracy

Figure 2.9 – MAML: Accuracies on training and testing tasks

2.8.2 Coherence of adaptation trajectories

The relation between target accuracy on meta-test tasks, and angles between

trajectory directions is presented in Figure 2.10.

2.8.3 Average inner product between meta-test gradients

The relation between target accuracy on meta-test tasks, and average inner

product between meta-test gradients evaluated at meta-train solution, is presented

in Figure 2.11.
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(a) MiniImagenet, 5-way, 1-shot, First-Order (b) MiniImagenet, 5-way, 1-shot, Second-Order

(c) Omniglot, 5-way, 5-shot, Second-Order (d) Omniglot, 20-way, 5-shot, Second-Order

Figure 2.10 – Comparison between average inner product between trajectory directions and
average target accuracy on meta-test tasks. Full set of experiments.
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(a) MiniImagenet, 5-way, 5-shot, First-Order (b) MiniImagenet, 5-way, 5-shot, Second-Order

(c) MiniImagenet, 5-way, 1-shot, First-Order (d) MiniImagenet, 5-way, 1-shot, Second-Order

(e) Omniglot, 20-way, 1-shot, Second-Order (f) Omniglot, 20-way, 5-shot, Second-Order

Figure 2.11 – Comparison between average inner product between trajectory displacement
vectors, and average target accuracy on meta-test tasks. Full set of experiments.
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3 Conclusion

We experimentally demonstrate that when using gradient-based meta-learning

algorithms such as MAML, meta-test solutions, obtained after adapting neural

networks to new tasks via few-shot learning, become flatter, lower in loss, and

further away from the meta-train solution, as meta-training progresses. We also

show that those meta-test solutions keep getting flatter even when generalization

starts to degrade, thus providing an experimental argument against the correlation

between generalization and flat minima. More importantly, we empirically show

that generalization to new tasks is correlated with the coherence between their

adaptation trajectories, measured by the average cosine similarity between the

adaptation trajectory directions, but also correlated with the coherence between

the meta-test gradients, measured by the average inner product between meta-test

gradient vectors evaluated at meta-train solution. Based on these observations, we

propose a novel regularizer for MAML.

As future work, we plan to test the effectiveness of this regularizer on various

datasets and meta-learning domains, architectures, and gradient-based meta-learning

algorithms. Furthermore, based on our results, we believe that further inquiry into

the phenomenon of coherence of meta-test updates and its relation to generalization

to new tasks, ought to be pursued. Further understanding the underlying phenomena,

understanding why this coherence leads to better generalization, researching more

thoroughly how this insight about coherence can help in designing meta-learning

algorithms that generalize well, are all questions that we believe to be relevant for

the advancement of deep learning the context of ”learning to learn”.
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