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Résumé 

Les signaux provenant de la rétine sont relayés dans le corps géniculé latéral où ils sont 

envoyés au cortex visuel primaire. L’information passe ensuite à travers plusieurs aires visuelles 

où la complexité du traitement augmente progressivement. Des données tant anatomiques que 

fonctionnelles ont démontré l’existence de deux voies principales qui traitent différentes 

propriétés de l’information visuelle : les voies dorsale et ventrale. Les aires corticales composant 

la voie dorsale sont impliquées principalement dans le traitement du mouvement tandis que les 

aires de la voie ventrale sont impliquées dans le traitement de la forme et de la couleur. Cette 

vision classique de l’organisation fonctionnelle du cortex est toutefois remise en question par 

l’existence de connections réciproques entre les aires corticales visuelles et le pulvinar, un noyau 

thalamique. En effet, ces connections permettent la création d’une voie trans-thalamique 

parallèle aux connections cortico-corticales à travers la hiérarchie visuelle. 

Le but principal de la présente thèse consiste en deux volets : le premier est d’obtenir une 

meilleure compréhension du traitement des incréments et décréments de la lumière dans une 

aire de la voie ventrale du chat (aire 21a); le second est de caractériser la nature des inputs 

thalamo-corticaux du noyau latéral postérieur (LP) à l’aire 21a chez le chat.  

Dans l’étude #1, nous avons investigué le profil spatiotemporel des réponses des neurones de 

l’aire 21a aux incréments (blancs) et décréments (noirs) de lumière en utilisant l’analyse de 

corrélation inverse d’un stimulus de bruit épars. Les neurones de l’aire 21a ont répondu plus 

fortement aux stimuli noirs, en montrant des champs récepteurs avec des sous-champs noirs plus 

larges. Cependant, aucune différence n’a été trouvée en ce qui concerne les dynamiques 

temporelles des réponses aux blancs et aux noirs. En comparaison avec le cortex visuel primaire, 

la préférence aux stimuli noirs dans l’aire 21a s’est avérée fortement augmentée. Ces données 

indiquent que les asymétries entre les réponses aux blancs et aux noirs sont transmises et 

amplifiées à travers la voie ventrale. 

Dans l’étude #2, nous avons investigué l’impact de l’inactivation pharmacologique réversible 

du noyau LP sur la fonction de réponse au contraste (CRF) des neurones de l’aire 21a et du 

cortex visuel primaire (aire 17). L’inactivation a eu différents effets dans les deux aires 
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corticales. Alors que, dans l’aire 17, l’inactivation du LP a causé une légère réduction du gain 

de la réponse, une forte augmentation a été observée dans l’aire 21a. Ainsi, nos résultats 

suggèrent que le LP exerce une influence modulatrice dans le traitement cortical à travers la 

voie ventrale avec un impact plus important dans des aires extrastriées de plus haut niveau. 

Nos résultats ont permis d’avoir une meilleure compréhension des propriétés fonctionnelles de 

la voie ventrale du chat et de contribuer à enrichir les connaissances actuelles sur le rôle du 

pulvinar dans le traitement cortico-thalamo-cortical de l’information visuelle.  

 

Mots-clés : aire 21a, cortex visuel primaire, corrélation reverse, noyau latéral postérieur, 

réponse au contraste, électrophysiologie, inactivation thalamique. 



 

iii 

Abstract 

Signals from the retina are relayed to the lateral geniculate nucleus from which they are 

sent to the primary visual cortex. At the cortical level, the information is transferred across 

several visual areas in which the complexity of the processing increases progressively. 

Anatomical and functional evidence demonstrate the existence of two main pathways in visual 

cortex processing distinct features of the visual information: the dorsal and ventral streams. 

Cortical areas composing the dorsal stream are implicated mostly in motion processing while 

those comprising the ventral stream are involved in the processing of form and colour. This 

classic view of the cortical functional organization is challenged by the existence of reciprocal 

connections of visual cortical areas with the thalamic nucleus named pulvinar. These 

connections allow the creation of a trans-thalamic pathway that parallels the cortico-cortical 

communications across the visual hierarchy.  

The main goal of the present thesis is twofold: first, to obtain a better comprehension of the 

processing of light increments and decrements in an area of the cat ventral stream (area 21a); 

second, to characterize the nature of the thalamo-cortical inputs from the cat lateral posterior 

nucleus (LP) to area 21a. 

In study #1, we investigated the spatiotemporal response profile of neurons from area 21a to 

light increments (brights) and decrements (darks) using a reverse correlation analysis of a sparse 

noise stimulus. Our findings showed that 21a neurons exhibited stronger responses to darks with 

receptive fields exhibiting larger dark subfields. However, no differences were found between 

the temporal dynamics of brights and darks. In comparison with the primary visual cortex, the 

dark preference in area 21a was found to be strongly enhanced, supporting the notion that the 

asymmetries between brights and darks are transmitted and amplified along the ventral stream.  

In study #2, we investigated the impact of the reversible pharmacological inactivation of the LP 

nucleus on the contrast response function (CRF) of neurons from area 21a and the primary visual 

cortex (area 17). The thalamic inactivation yielded distinct effects on both cortical areas. While 

in area 17 the LP inactivation caused a slight decrease in the response gain, in area 21a a strong 

increase was observed. Thus, our findings suggest that the LP exerts a modulatory influence on 
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the cortical processing along the ventral stream with stronger impact on higher order extrastriate 

areas.  

Taken together, our findings allowed a better comprehension of the functional properties of the 

cat ventral stream and contributed to the current knowledge on the role of the pulvinar on the 

cortico-thalamo-cortical processing of visual information.  

 

Keywords: area 21a, primary visual cortex, reverse correlation, lateral posterior nucleus, 

contrast response, electrophysiology, thalamic inactivation.  
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Introduction 

The visible light constitutes a small fraction of the electromagnetic spectrum. The 

survival of most life forms on earth depends directly or indirectly on their interactions with light. 

For instance, plants use light to generate energy through photosynthesis, while animals use 

vision, along with other sensorial systems, to probe their surroundings.  

The eye is the sensory organ of the visual system. The eye’s anatomy and function intrigued 

scientists for centuries. Since then, several aspects of the eye’s development, anatomy and 

functions were unraveled (Gehring, 2014). Nonetheless, a perfect understanding of how the eye 

works is not sufficient to explain how vision works. Indeed, the eye presents only the first steps 

in order to understand the phenomenon of vision. The visual information generated in the back 

of the eye (i.e. the retina) is carried across the optic nerve to the brain. In the brain, networks of 

neurons are responsible for the transformation of the visual signal originated in the eye to create 

the visual perception in order to guide behaviour (Kandel et al., 2000). To date, several aspects 

of the structure and function of these neuronal networks remain unknown. Nonetheless, the 

study of the visual system allowed not only a better comprehension of the several mechanisms 

underlying visual perception, but also contributed to the understanding of neuronal mechanisms 

involved in distinct processes of brain function.  

In this thesis, I will present the results from our research which focuses on different aspects of 

the cortical processing of visual information in cats. More specifically, one study explores the 

functional properties of an extrastriate cortical area (area 21a). In a second study, we 

investigated the implications of the inactivation of the Pulvinar (a thalamic nucleus involved in 

visual processing) on the activity of area 21a and the primary visual cortex (area 17).  
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1 The organization of the visual system 

In this section, I will explore the current knowledge on the structure and function of the 

visual system in mammals. I will briefly address the organization of subcortical key structures 

that compose the retino-geniculo-cortical pathway, before focusing on the structure and function 

of the visual cortex. Since the cat constituted the animal model used in my research, several 

aspects of the visual system of this species will be addressed in more detail. However, the visual 

system of other species will be addressed for comparison purposes. 

The retina lies on the fundus of the ocular globe and represents the first stage of the visual system 

where the information is transformed from light (photons) to electro-chemical signals that are 

conveyed to the cortex via the thalamus. Often regarded as an extension of the central nervous 

system, the retina is organized in strata consisting of different neuronal types and glial cells. In 

the outermost layer of the retina are located the light-sensitive cells (photoreceptors) responsible 

for transforming the light in electric impulses. In the absence of light, the photoreceptors are 

maintained in a depolarized state and once the light reaches its outer segments, the photoreceptor 

hyperpolarizes initiating the transmission of the visual information. The signal is then modulated 

throughout the synapses with different neuronal types and finally reaches the ganglion cell 

layers from which the information is sent to the thalamus through the optic nerve (Kandel et al., 

2000). 

Signals originating from the retina are heterogenous in nature. Based on electrophysiological 

recordings of ganglion cells, optic nerve fibres and thalamic neurons, three distinct types of 

functional routes were identified: X, Y and W pathways. These pathways are classified based 

on their physiological properties that are linked to different morphological types of ganglion 

cells, the beta, alpha and gamma cells, respectively. Neurons from the X pathway are 

characterized by exhibiting a burst response followed by a tonic response to high spatial 

frequencies at low temporal frequencies. In contrast, the Y cells exhibit mainly a burst response 

to stimuli with low spatial frequencies at high temporal frequencies (Enroth-Cugell and Robson, 

1966; Ferster, 1990). The X and Y pathways process fairly distinct features of the visual scene. 

X cells are responsible for the processing of fine details, such as shape and colour while Y cells 

are good movement detectors. Furthermore, recordings of the optical nerve showed that the 



 

3 

temporal dynamics of X and Y cells differ, in which Y fibres transmit the action potentials faster 

than X fibers (Ferster, 1990). In other words, the Y pathway provides the cortex with a fast 

information about sudden changes in the visual scene (i.e. if something moved), while later the 

X pathway informs the visual cortex about the details of the visual scene (i.e. what moved). The 

less investigated W pathway is characterized by cells whose responses are frequently described 

as “sluggish” and exhibiting features that are in between the X and Y (Payne and Peters 2002).  

The signals from the retina are conveyed to the cortex via the thalamus. Axons from the optic 

nerve make synapses with two main subcortical structures, the superior colliculus and the dorsal 

part of the lateral geniculate nucleus (dLGN). The superior colliculus, located in the 

mesencephalon, is largely connected with subcortical structures and is associated with 

oculomotor control, while the dLGN represents the main thalamic relay transmitting the visual 

information to the primary visual cortex (Laties and Sprague, 1966; Matteau et al., 2003; Meikle 

and Sprague, 1964; Niimi and Sprague, 1970).  

The cat dLGN is located dorso-laterally in the thalamus and has a sigmoid shape antero 

posteriorly. The nucleus is organized in layers divided in two main regions based on the size of 

the cell bodies: magnocellular and parvocellular. The magnocellular region covers the dorsal 

part of the dLGN and is constituted of three distinct layers: A, A1 and Cm. The parvocellular 

region is located ventrally to the Cm layer and is also comprised of three layers: C1, C2 and C3. 

These are more compact and their boundaries less distinguishable than the magnocellular layers 

and are often considered as one layer (Cp). The retinal input to each layer is alternated between 

the nasal part of the contralateral and the temporal part of the ipsilateral retina. This anatomical 

segmentation parallels the functional segregation of the distinct pathways originated at the 

retina. The layers A and A1 receive X and Y signals while layer Cm receives Y signals only. 

The W pathway makes synapses mostly with the parvocellular layers. A similar organization 

pattern is observed in the macaque monkey where the Magno, Parvo and Koniocellular fibres 

from the retina arrive at their respective layers in dLGN (Payne and Peters 2002, Figure 1).  
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Figure 1. Representation of the cat LGN and the main retinal inputs (X,Y and W) 

projecting to the magnocellular (A, A1 and Cm) and parvocellular layers (Cp). Adapted from 

Payne and Peters (2002). R: rostral; M: medial. 

Another level of organization found in the dLGN is its retinotopy. In brief, a retinotopic 

organization is achieved when neighbouring ganglion cells in the retina project to neighbouring 

neurons in the dLGN creating a topographic map of the visual space. Indeed, the two-dimension 

representation of the visual space from each retina is distributed in the 3D volume of both dLGN 

where the elevation is represented in the antero-posterior axis and the azimuth is represented in 

the latero-lateral axis (Naito, 1986; Sanderson, 1971).  

The dLGN consists of two main cellular types: relay neurons and interneurons. Differences 

between these neurons lie mainly on their connectivity pattern and on the nature of these 

connections (e.g., neurotransmitters and receptor types). Regarding the connectivity of dLGN 

neuronal types, the relay neurons are the only ones establishing synapses with the visual cortex, 

and therefore, are responsible for conveying the message to the cortex. The interneurons are 
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mostly connected with the relay neurons and with themselves. The relay neurons are excitatory 

in nature using glutamate as a neurotransmitter. On the other hand, the interneurons are 

inhibitory and use the neurotransmitter GABA. Although, the dLGN is often seen as a simple 

relay of the retinal signals to the cortex, the activity of relay neurons is modulated by the local 

circuitry of interneurons as well as by feedback cortical projections. Therefore, this view 

remains an oversimplification of the dLGN function. It is noteworthy to mention that other 

thalamic nuclei are equally directly or indirectly involved in the processing of the visual 

information. For instance, the pulvinar represents an important thalamic nucleus involved in the 

cortical visual processing (Sherman, 2017). The main structural and functional characteristics 

of this nucleus will be addressed in section 4.3.  

Although the information originating from the retina is modulated at the dLGN, the output 

remains segregated (i.e. X and Y pathways) until it reaches the primary visual cortex. This 

underlies a common feature of the sensorial system in which distinct signals are conveyed to the 

brain in a parallel fashion. Then, at the cortical level, the signals are extensively converged and 

passed to higher levels of processing in order to construct the full perceptual visual experience 

(Nassi and Callaway, 2009). 

In the next section, I will explore the organization and function of the visual cortex with an 

emphasis on the different neuronal properties that arise at the primary visual cortex as well as 

the main features of extrastriate areas and their connectivity.   

2 Visual cortex 

The neocortex is the latest structure to be developed in brain evolution. For most 

vertebrates, the cortex is composed of distinct functional areas in which different neuronal types 

are organized in layers. In addition, the visual cortex is classically viewed as organized in an 

hierarchical manner, where the complexity of information increases from one area to another, 

culminating with the perceptual visual experience. The primary visual cortex represents the first 

level of processing of visual signals coming from the thalamus, and its basic structure and 

neuronal properties will be addressed. 
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2.1 The primary visual cortex 

The primary visual cortex of the cat is composed of two areas: areas 17 and 18 (Payne 

and Peters 2002). At a first glance, it seems odd that two distinct areas share the first stage of 

cortical processing of visual information instead of one single area, as the primate V1. That is 

mainly due to the fact that both areas are targeted by the main afferents originating from the 

dLGN. The thalamic input into those areas differ significantly. Area 17 receives mostly signals 

from the X and Y pathways, while area 18 is mostly innervated by Y fibres (Humphrey et al., 

1985; Stone and Dreher, 1973). All dLGN fibres arrive to layer 4 of the primary visual cortex 

(Freund et al., 1985). The local neuronal circuitry, along with long-range synapses from other 

cortical areas, transforms the signal originating from thalamus, which is passed along the 

cortical hierarchy and also to subcortical visual structures (Hubel and Wiesel 1962; Updyke 

1977).  

The convergence of thalamic inputs into neurons in the primary visual cortex gives rise to new 

properties that are absent in the lower levels of the visual system. Classical experiments 

performed in cats and monkeys by Hubel and Wiesel in the 1960’s demonstrated that neurons 

from the primary visual cortex fire when a bar is presented only at specific orientations, while 

neurons from the dLGN do not express selectivity for any orientation of the stimulus (Hubel 

and Wiesel 1962; Hubel and Wiesel 1968). These studies demonstrated that the signals from the 

dLGN are integrated at cortical level conferring a new feature (orientation selectivity) that lacks 

at precedent stages of the visual processing (Figure 2). The study of these neuronal properties, 

in addition to the knowledge of the cortical connectivity, allowed scientists to better comprehend 

the mechanisms underlying the cortical processing of visual information. 
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Figure 2. Hubel and Wiesel’s view of the receptive field of a V1 simple cell. On the left, 

the representation of the spatial profile of the neuron’s receptive field showing a ON region 

(crosses) flanked by two OFF regions (triangles). On the right, diagram showing the origin 

of the simple cell’s receptive field by the integration of signals from different dLGN neurons. 

Adapted from Hubel and Wiesel (1962). 

2.2 The neuron receptive field  

The concept of receptive field (RF) was first used in vision in the late 1930s by Hartline 

(1938) to describe the area in the retinal surface that, when illuminated, elicits a neuronal 

response. Since then, the concept was applied to all areas of the visual system and it has been 

updated in order to cope with the increasing complexities of neurons across cortical areas (David 

et al., 2006; DeAngelis et al., 1993a; Jones et al., 1987; Livingstone et al., 2001).  

Receptive fields of retinal ganglion cells and dLGN neurons are organized in two concentric 

regions responding to opposite stimuli. For example, some ganglion cells respond to a light spot 

directed at the centre of its RF (ON-center), but when the light is positioned at the surround 

region, the neuron’s firing rate is significantly reduced. On the other hand, OFF-center neurons 

are inhibited by a light spot on its centre and stimulated when the light is positioned at the 

surround area (Figure 3). This type of RF organization is known as the centre surround (Kuffler, 

1953) and this spatial organization represents the building blocks for the construction of more 

complex RFs found in the visual cortex (Hubel and Wiesel, 1968).  
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Figure 3. Representation of the centre surround organization of the receptive fields of 

ON-center (A) and OFF-center (B) ganglion cells showing the modulation of the neuronal 

activity (vertical traces) depending on the position of the visual stimulus (light spot). From 

Kandel, Schwartz, and Jessell (2000). 

As in the X/Y pathways introduced in section 1, light increments (ON) and decrements (OFF) 

are equally processed in parallel throughout the early visual system (Hartline, 1938; Kuffler, 

1953). In addition, an asymmetry in the processing of ON and OFF channels is observed early 

in the visual system. For instance, in the retina, neurons encode OFF signals faster than ON 

(Burkhardt, 2011; Burkhardt et al., 1998; Copenhagen et al., 1983; Nichols et al., 2013). Those 

differences are preserved in the LGN and in neurons from layer IV of the primary visual cortex 

(Jin et al., 2011, 2008; Komban et al., 2014). Additionally, evidence suggests that the differences 

between ON and OFF pathways are preserved throughout the visual cortex (Chubb and Nam, 

2000; Komban et al., 2011, 2014; Motoyoshi et al., 2007).  

In the primary visual cortex, neurons respond differently to ON and OFF signals. Two main cell 

types can be identified based on the spatial arrangement of ON/OFF responses: simple and 

complex cells. Simple cells are characterized by having RFs with ON and OFF subregions 

located next to the other. For instance, when a light bar was positioned over a ON region, the 
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neurons discharged, but when the bar was extended to the adjacent OFF region the response was 

reduced, showing that the concomitant stimulation of opposite regions cancel each other. On the 

other hand, complex cells exhibit a distinct RF organization in which ON and OFF subregions 

are superimposed. In this case, once a light bar is drifted across the RF, the neuron exhibits a 

sustained response independent of the position of the stimulus (Hubel and Wiesel 1962).  

The RF structure from neurons of the primary visual cortex is directly linked with basic 

properties of those neurons. For instance, simple cell RFs are elongated and oriented at a 

particular angle. Interestingly, when a light bar is drifted across the RF, the neuron maximal 

discharge is obtained when the bar is positioned at the RF’s orientation, giving rise to an 

orientation selectivity tuning (Figure 4). Furthermore, the size and the number of ON and OFF 

RFs’ subregions is associated with the neuron’s spatial frequency selectivity (Jones and Palmer, 

1987). Since the early work from Hubel and Wiesel (1962), different approaches were used to 

study the neuronal properties of the primary visual cortex. For instance, drifting sinusoidal 

gratings were extensively used to characterize the RF properties from cells of the primary visual 

cortex. Due to the nature of the stimulation, the response to the gratings can be easily assessed 

by Fourier transformation. Indeed, previous studies showed that neurons from the cat primary 

visual cortex can be classified based on the linearity of the response to drifting gratings (De 

Valois et al., 1982; Movshon et al., 1978a; Skottun et al., 1991). For instance, linear responses 

correspond to neurons that are highly modulated by the stimulus, whereas neurons with non-

linear profiles are poorly modulated. These response profiles are associated with the RF 

structure-based classification in simple (high modulation) and complex (low modulation) cells 

previously proposed by Hubel and Wiesel (Skottun et al., 1991) and are used in the classification 

of neurons from the primary visual cortex. In addition, the Fourier decomposition of the 

responses to gratings were previously used to create a 2D spectral structure of simple cells 

receptive fields (Jones et al., 1987). The method used in the study allowed the researchers to 

investigate the assumption that the spatial frequency and orientation selectivity were the result 

of two separate processes. Interestingly, they have found that was not the case, suggesting that 

the spatial frequency and orientation are interdependent. 
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Figure 4. Examples of receptive fields (top) and orientation tuning curves (bottom) from 

simple cells of the ferret primary visual cortex. From Usrey, Sceniak, and Chapman (2003). 

2.2.1 The reverse correlation method 

As introduced above, several properties of visual neurons were characterized by the 

analysis of the average neuronal response to distinct visual stimuli, such as drifting light bars or 

sinusoidal gratings. Despite this, most of these approaches do not fully take into account the 3D 

structure of the receptive field: the 2D spatial domain and the time domain (DeAngelis, Ohzawa, 

and Freeman 1995). In order to address this issue, different methods have been used to provide 

a more comprehensive description of the receptive field features of neurons in the visual cortex. 

For instance, the sparse noise reverse correlation technique has been successfully used in the 

characterization of neurons from the primary visual cortex (J. P. Jones and Palmer 1987, Figure 

5). This method was used in a set of experiments for this thesis in order to characterize the RF 

profile of neurons from a higher cortical area of the cat (study #1).  

The reverse correlation method consists in the cross correlation of a neuron’s action potentials 

(spikes) with stimuli previously presented in a predetermined time window (Jones and Palmer, 

1987). In this method, the correlation of the spikes with the preceding visual stimuli gives an 

approximation of a neuron’s RF (Eggermont et al., 1983). This procedure is undertaken as a 
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function of time, which creates an estimate of the spatiotemporal (3D) RF structure (DeAngelis, 

Ohzawa, and Freeman 1993a).  

A variety of visual stimuli has been used to assess the RF structure using the reverse correlation 

method (Borghuis et al., 2003; DeAngelis et al., 1993a; Nishimoto et al., 2006; Pack et al., 2006; 

Ringach et al., 1997). For instance, in our study #1, the spatiotemporal RF of 21a neurons was 

obtained using a sparse noise stimulus. The stimulus consisted on a pseudo-random sequence of 

small white and black squares briefly presented over a gray screen (Figure 5). This visual 

stimulus tends to have a small effective energy (Reid et al., 1997). Thus, there is a minimum 

stimulus size and duration of presentation in order to reliably elicit a spike (DeAngelis et al., 

1993a; Reid et al., 1997). Another aspect of the sparse noise reverse correlation that should be 

taken into consideration is the number of stimuli presented. This method is sensitive to the 

absolute number of spikes generated by the dark and bright stimuli and a considerable number 

of repetitions (20 to 50 presentations) is necessary to generate reliable spatiotemporal RF maps 

(DeAngelis et al., 1993a; Jones and Palmer, 1987; Reid et al., 1997).  

Figure 5. Diagram representing the reverse correlation algorithm. The spikes are 

correlated with the preceding visual stimulus (sparse noise) at different time delays (t). 

Inspired by (Yeh et al., 2009a). 

Simple cells from the cat primary visual cortex were extensively studied using the method of 

reverse correlation. Jones and Palmer described several types of simple cells with subfields 

...

...
Spikes

Sparse noise

tt
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exhibiting different sizes, shapes, relative position and strength (Jones and Palmer, 1987). Due 

to limitations on their equipment, the RF’s temporal profile was not characterized at the time. 

About five years later, DeAngelis, Ohzawa and Freeman were able to overcome this technical 

barrier as they conducted a thorough investigation of the RF properties from simple cells in the 

spatiotemporal dimensions (DeAngelis et al., 1993a, 1993b). The RFs of simple cells from the 

cat primary visual cortex were analysed in the space-time joint domain by creating X-T plots 

where one dimension represents the axis perpendicular to the RF orientation and the other 

represents time. For simplicity, the spatial dimension corresponding to the RF orientation was 

not considered. The analysis of the X-T plots revealed two main types of simple cells: space-

time separable and inseparable. Space-time separable receptive fields suggest that spatial and 

temporal features are processed independently. In other words, the 2D spatiotemporal profile 

(X-T profile) can be estimated as the product of two 1D profiles (i.e., spatial and temporal 

functions). In contrary, RFs that are space-time inseparable exhibit X-T profiles with oblique 

subfields showing that the spatial location of these regions changes over time. This indicates 

that the spatiotemporal profile cannot be explained by the product of two 1D independent 

functions (DeAngelis, Ohzawa, and Freeman 1993a). 

Previous studies have demonstrated that simple cells integrate their inputs linearly both in space 

(DeAngelis et al., 1993b; DeValois et al., 1979; Movshon et al., 1978a) and time (DeAngelis et 

al., 1993a, 1993b). Given that, several response properties of simple cells, such as spatial, 

temporal and velocity tunings, can be estimated from the Fourier decomposition of their first-

order spatiotemporal RF structure (DeAngelis et al., 1993a, 1993b). In contrast, complex cells 

are known to integrate the input signals in a nonlinear fashion (Movshon et al., 1978b). Thus, 

one cannot accurately predict the  neuronal properties of complex cells based on the Fourier 

decomposition of their first-order RF structure, as performed in simple cells (DeAngelis et al., 

1993b; Szulborski and Palmer, 1990). Instead, higher-order responses are used to investigate 

the RF of complex cells (Ohzawa et al., 1990; Szulborski and Palmer, 1990). For instance, 

Szulborski and Palmer (1990) characterized the spatial profile of complex cells from the cat area 

17 using a modified method of sparse noise reverse correlation where two stimuli were presented 

at a time. In this case, the second-order spatial RF structure was created by assessing the 
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responses of complex cells as a function of the relative position and polarity of the light bars on 

the screen (Szulborski and Palmer, 1990).  

Different visual stimuli were used with reverse correlation and other similar approaches have 

been used in order to investigate different properties from RFs of neurons across the visual 

system (Borghuis et al., 2003; Churan et al., 2012; Pack et al., 2006). For instance, a common 

stimulus used in the reverse correlation is the dense noise (i.e., white noise). The stimulus 

consists of a sequence of images formed by pixels with opposite polarities randomly distributed 

in space and time and it is mainly used to assess linear RFs (Reid et al., 1997; Ringach and 

Shapley, 2004; Sakai et al., 1988) but it is also applied to non-linear systems under specific 

circumstances (Chichilnisky, 2001). More recently, Nishimoto et al. (2006) developed a 

different reverse correlation method using the white noise stimulus in which a spectral analysis 

of the cross correlation is performed with sections of the visual stimulus (local spectra reverse 

correlation). The main advantage of this method is that the spatial frequency tunings and 

orientation can be obtained from both simple and complex cells and the fact that the spectral 

analysis is performed in small regions of the stimulus spatial heterogeneity can be identified in 

and between the RF subfields (Nishimoto et al., 2006). Sinusoidal gratings are equally used with 

the reverse correlation technique in which a random sequence of gratings at different 

orientations and spatial frequencies is presented. This method is useful to assess the neurons’ 

optimal responses to those parameters and, when the linearity assumption is respected, the 

neuron’s spatial frequency tuning can be obtained from the Fourier decomposition of the RF 

spatial profile (Nishimoto et al., 2005; Ringach and Shapley, 2004; Ringach et al., 1997).  

Recent studies have explored the usage of more sophisticated visual stimuli in the investigation 

of the RF structure (Livingstone et al., 2001; Pack et al., 2006; Talebi and Baker, 2012). For 

instance, Richert et al. (2013) created a reverse correlation method in order to investigate the 

RFs of neurons from the primate extrastriate area MT, a higher order cortical area associated 

with motion processing. Their stimulus consisted of a grid in which small dots drift 

independently of each other. The reverse correlation reveals a high resolution receptive field 

map that provides information about the direction selectivity of each subregion. Interestingly, 

the method revealed MT neurons with heterogenous preferred directions providing insight on 

the complexity of the neuronal processing of these higher order cortical areas. Naturalistic visual 
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stimuli have been increasingly used in vision research (Sekuler and Bennett, 2001; Simoncelli 

and Olshausen, 2001). David et al. (2006) used natural images to assess the RF of the primate 

area V4, an extrastriate area specialized in processing shape and colour. They were able to 

characterize the spatial and orientation tuning of neurons from area V4 based on the Fourier 

analysis of RFs. Furthermore, based on the spectral structure of the responses to natural images, 

the researchers could predict the neuronal tunings for classical stimuli such as sinusoidal 

gratings. Similarly, reverse correlation analysis of neuronal responses from cat area 18 to natural 

images, dense and sparse noise revealed that the former, along with sparse noise, had the most 

predictive power regarding the neuronal frequency tunings (Talebi and Baker, 2012). More 

recently, the same group used natural images to characterize the spatiotemporal structure of RFs 

of neurons from the cat area 18 (Talebi and Baker, 2016). Interestingly, they identified different 

RF types based on their responses to the naturalistic visual stimuli that challenges the classical 

classification of simple and complex cells in the early visual cortex.  

Thus, the concept of receptive field initially proposed by Hartline (1938) was greatly expanded 

throughout the last decades. The advances in the technology and the development of 

sophisticated analytical methods contributed to the understanding that the receptive field is a 

dynamic structure that is modulated by the visual input in both the spatial and temporal domains. 

Furthermore, the comprehension of the spatiotemporal structure of the receptive field is 

important in order to understand the mechanisms underlying the cortical processing of visual 

information.  

2.3 The response to contrast 

 In the natural environment, the level of luminance of the visual scene is highly variable, 

with areas with low (shadows) and high (highlights) luminance, rapidly changing as the eye 

scans the surroundings. Even though individual photoreceptors in the retina are primarily 

sensitive to variations in luminance levels, this does not provide much useful information about 

the environment. Instead, the differences of luminance across the visual scene relative to the 

average luminance level (i.e. contrast) is found to be more relevant in the visual system. Indeed, 

the contrast coding arises early in the retina where bipolar (Burkhardt, 2011) and ganglion cells 

RFs (Kuffler, 1953) are sensitive to local differences in luminance levels.  
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In general, visual neurons in the cortex increase their firing rate monotonically with increasing 

contrast. However, neurons respond weakly to lower contrasts while it reaches a plateau at high 

contrast levels giving the neuron’s response a sigmoidal profile. This nonlinear response pattern 

is named the contrast response function (CRF) and it was observed across several visual areas 

in different species such as cats, primates and humans (Albrecht and Hamilton, 1982; Gardner 

et al., 2005; Ohzawa et al., 1982; Sclar et al., 1990). The shape of the CRF is better characterized 

by a hyperbolic function first used by Naka and Rushton (1966) in retinal recordings (Albrecht 

and Hamilton, 1982). The Naka-Rushton equation is shown in Figure 6A and described in detail 

in the methods section in article #2 of the thesis.  

To date, it is widely accepted that visual neurons from different cortical areas respond similarly 

to contrast. This seemingly ubiquitous response profile across the visual hierarchy makes the 

CRF a useful tool to investigate the visual function. Indeed, several studies used the CRF in a 

plethora of methodological approaches from single-unit recordings to psychophysical 

measurements (Albrecht and Hamilton, 1982; Boynton, 2005; Duong and Freeman, 2008; 

Gardner et al., 2005; May and Solomon, 2015; Soma et al., 2013). Furthermore, since the 

response to contrast arises early in the retina and is preserved throughout the visual hierarchy 

(Burkhardt et al., 1998; Ohzawa et al., 1982; Tardif et al., 1996; Zhao et al., 2001), one could 

say that the CRF represents a “raw” measurement of the mechanisms underlying a neuron’s 

processing of visual information. Additionally, changes in the shape and position of a neuron’s 

CRF gives us clues on how the information is transformed throughout the cortical circuitry 

(Soma et al., 2013). For instance, a change in a neuron’s sensitivity to contrast can be translated 

into a left or rightwards shift of the CRF (contrast gain control, Figure 6 C), changes in the 

spontaneous activity is translated as a baseline control (Figure 6B), while a change of a neuron’s 
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firing rate in function of the contrast level would be identified as a change on the CRF shape 

(response gain control, Figure 6 D).  

Figure 6. The Naka-Rushton function and three examples of changes in the 

contrast response profile. A) Naka-Rushton function and graphical representation of its 

variables (the factor “n” representing the curve slope is not depicted in the graph), B-D) 

Examples of changes in the contrast response function characterized by changes in the 

Naka-Rushton variables. B) Baseline control (b). C) Contrast gain control (C50). D) 

Response gain control (Rmax). From Soma et al. (2013).  
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3 The cortical hierarchy 

As briefly introduced in the previous section, the visual cortex is known to be organized 

in a hierarchical manner, in which the processing of visual information becomes progressively 

complex when the signal passes from lower to higher levels in the cortical hierarchy. For 

decades, this concept was investigated by several research groups and a body of evidence shows 

that the visual cortex exhibits a hierarchical organization based on anatomical as well as on 

functional properties (Felleman and Van Essen, 1991; Jay Hegdé and Daniel J. Felleman, 2007; 

Kaas and Collins, 2001).  

From an anatomical standpoint, the visual hierarchy is defined by the connectivity patterns 

between cortical areas. These patterns are characterized by the laminar position of feedforward 

and feedback connections between cortical areas. In general, feedforward connections originate 

from the supragranular layers from a lower level area reaching the granular layer (layer IV) of 

the next area. Then, feedback projections from the infragranular layers of the higher-level area 

attain the supragranular layers of the lower level area. For instance, V1, the first level of the 

cortical hierarchy, receives inputs from the dLGN at the granular layer IV. Supragranular layers 

of V1 send feedforward inputs to V2 (higher cortical area) while the infragranular layers receive 

feedback inputs from V2 supragranular layers. Based on these parameters, Felleman and Van 

Essen (1991) mapped the hierarchical structure of the primate visual cortex with 32 cortical 

areas placed in 10 hierarchical levels. Later, Scannel et al. (1995) applied the methods used by 

Felleman and Van Essen (1991) to trace the hierarchical structure of the cat visual cortex. They 

have identified 22 visual cortical areas occupying 14 levels in the cat visual hierarchy (Figure 

7). 
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Figure 7. Hierarchy of the cat visual system. (Scannell et al., 1995). 
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Although there is a consensus on the anatomical hierarchical organization of the visual cortex, 

there is no evidence that the visual processing follows strictly the same anatomical hierarchy. 

Indeed, previous studies have demonstrated that the cortical processing of visual information, 

although exhibiting some degree of hierarchy, is not undertaken in an orderly hierarchical 

sequence (Jay Hegdé and Daniel J. Felleman, 2007). Instead, a body of evidence indicates that 

distinct aspects of the visual scene (e.g., colour, form and motion) are processed in parallel 

pathways involving different cortical areas at different hierarchical levels (Grill-Spector and 

Malach, 2004). The studies of Mishkin et al (1983) were of most importance for the 

establishment of the functional organizational framework of the visual cortex. In their lesion 

studies in monkeys, they observed that focal lesions on the parietal cortex caused significant 

impairment during a spatial task, while lesions on the temporal cortex compromised the 

recognition of objects. They proposed that the visual processing is divided into two main parallel 

pathways: the dorsal and ventral streams (Mishkin, Ungerleider, and Macko 1983; Goodale and 

Milner 1992, Figure 8). The dorsal stream, also known as the “where” pathway, is implicated in 

spatial location, while the ventral stream, associated with object recognition, is known as the 

“what” pathway (Grill-Spector and Malach, 2004; Mishkin et al., 1983).  

Figure 8. Diagram of the visual streams of the primate visual cortex. The gateway 

higher order areas from the dorsal (MT) and ventral (V4) pathways are depicted. From 

Kandel, Schwartz, and Jessell (2000). 
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3.1 The dorsal visual stream 

The dorsal stream is composed of visual areas located at the occipital-parietal cortex. As 

mentioned above, studies in primates revealed that lesions in the dorsal stream cause specific 

impairments related to visuospatial behaviour (Mishkin et al., 1983; Ungerleider and Haxby, 

1994). In addition, several reports of lesions in visual areas in the human brain described 

impairments in different visually guided behaviours such as object reaching and spatial 

localization (de Haan and Cowey, 2011; Kravitz et al., 2011).  

One particular feature of the visual processing that the dorsal stream is known to be implicated 

in motion perception. In the primate brain, the area MT represents the gateway of the dorsal 

stream and previous studies indicated that it is directly implicated in movement perception. For 

instance, lesions to this area causes akinetopsia, the inability to perceive motion, in humans and 

non-human primates (Blanke et al., 2002). Neurons from area MT receive inputs from the 

primary visual cortex through areas V2 and V3. MT neurons have large RFs and are highly 

selective to stimulus direction, which may be explained by the fact that this area receives inputs 

from V1 direction selective neurons. However, the similarities between MT and V1 ends there. 

In contrast with the primary visual cortex, MT neurons are capable of processing more complex 

visual stimuli such as pattern and global motions (Ajina et al., 2015; Pack et al., 2001; Smith et 

al., 2005; Wang and Movshon, 2015).  

In cats, a body of evidence based on anatomical and functional properties indicate that the 

extrastriate visual cortex is equally organized in dorsal and ventral streams (Lomber, 2001; 

Lomber et al., 1996; Payne, 1993). Among the areas composing the dorsal stream, the area 

PMLS is the most studied. Previous studies identified this area as a homolog of the primate area 

MT and it is considered to be the gateway area of the cat dorsal stream (Burke et al., 1998; 

Lomber, 2001; Payne, 1993). PMLS receives its main input from supragranular layers of cortical 

areas 17 and 18 as well as from area 19 (Symonds and Rosenquist, 1984b, 1984a) and PMLS 

neurons exhibit similar properties with their primate counterpart. For instance, PMLS neurons 

are highly direction selective and exhibit large RFs (Piché, Thomas, and Casanova 2013; 

Toyama et al. 1994; Vajda, Lankheet, and van de Grind 2005; Y. Wang et al. 1995). 

Additionally, previous studies have demonstrated that PMLS neurons respond to complex 
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stimuli such as global motion and moving texture patterns (Brosseau-Lachaine et al., 2001; Li 

et al., 2000a; Merabet et al., 2000; Villeneuve et al., 2006).  

3.2 The ventral visual stream 

The ventral stream is located along the occipito-temporal cortex. In the primate visual 

hierarchy, it begins with the area V4 and extends to higher order areas such as area TE. The 

processing of visual information increases in complexity across the ventral stream hierarchy. 

The ventral stream is implicated in the processing of different visual features, from the physical 

properties of objects (e.g. colour, shape, size, orientation and texture) to the more complex 

computing such as face and body recognition (Kravitz et al., 2011; Mishkin et al., 1983; Taylor 

and Downing, 2011). In addition, the ventral stream establishes connections with the 

hippocampus and amygdala which are implicated in visual memory (e.g. recalling a familiar 

visual object) and perception of emotions (de Haan and Cowey, 2011). 

In the primate visual cortex, the area V4 represents the first step on the ventral stream 

processing. It receives its main input from V1 and V2 and it is in the area V4 that several visual 

features associated with physical properties of objects are encoded. For instance, evidence has 

clarified the role of area V4 in the processing of complex shapes (Kobatake and Tanaka, 1994; 

Orban, 2008; Pasupathy and Connor, 1999). The group of Van Essen assessed the 

responsiveness of V4 neurons to a type of complex stimuli named non-cartesian gratings, 

consisting of hyperbolic and polar sinusoidal gratings. They observed that V4 neurons are more 

responsive to hyperbolic and polar gratings compared to classic cartesian gratings (Gallant et 

al., 1993). Later, they have identified subgroups of neurons that are selective to specific types 

of non-cartesian gratings and that cells with similar preferences are anatomically clustered 

(Gallant et al., 1996). These results show that the processing of the visual information in area 

V4 is more complex than what was previously described in earlier areas of the cortical hierarchy. 

The area V4 was also found to be involved in texture perception. Arcizet et al. (2008) used a 

database of different natural images in which several texture patterns at different illumination 

conditions were presented to awake monkeys. In their study, most of V4 neurons recorded were 

selective to natural texture patterns and the texture preference was not influenced by the 
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illumination angle. This “illumination invariance” of texture perception is important in object 

recognition where the illumination conditions of the visual scene are constantly changing.  

Previous studies conducted by Connor and colleagues investigated the responses of V4 neurons 

to contours (e.g. angles and curvatures), which are considered as a primitive type of shape 

(Pasupathy and Connor, 1999, 2001, 2002; Yau et al., 2013). They have demonstrated that most 

V4 neurons responded preferentially to the contour stimuli compared to bars and gratings. In 

addition, many V4 neurons were selective to a specific contour position and orientation. When 

combining different curves into more complex shapes, Pasupathy and Connor (2001) 

demonstrated that V4 neurons are selective to specific curves in relation to the centre of the 

shape. Later, they calculated that V4 could encode complex shapes at a populational level based 

on the neuronal processing of individual contours and boundaries (Pasupathy and Connor, 

2002).  

3.2.1 The cat area 21a  

Among the different extrastriate areas of the cat visual cortex encompassed in the ventral 

stream, the area 21a was the most explored. The area 21a is considered as the gateway of the 

ventral stream in this species and it is known to be a homolog of the primate area V4 (Payne, 

1993). The area 21a is located at the posterior bank of the lateral suprasylvian cortex and it 

makes boundaries medially and caudally with area 19 and laterally with areas PMLS, VLS and 

21b (Shipp and Grant, 1991; Tusa and Palmer, 1980). The area 21a receives cortical input from 

the primary visual cortex (areas 17 and 18) and to a lesser extent from area 19 (Conway et al., 

2000; Grant and Hilgetag, 2005; Shipp and Grant, 1991; Symonds and Rosenquist, 1984b, 

1984a). Nevertheless, evidence suggests that the main cortical driver input comes from area 17. 

For instance, a previous study demonstrated that the inactivation of area 17 by reversible cooling 

caused a significant decrease of neuronal activity in area 21a (Michalski et al., 1993). Moreover, 

the area 21a receives its main thalamic input from the cortico-recipient region of the lateral 

posterior nucleus and the pulvinar (Symonds et al. 1981; Raczkowski and Rosenquist 1983).  

The area 21a exhibits a retinotopic representation of part of the central visual space covering 

around 20 degrees of visual axis (Michalski et al., 1993; Tusa and Palmer, 1980). Most of 21a 

neurons are complex-like and exhibit a wide range of RF sizes (average of 5 degrees) that 
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increase in function of the eccentricity (Dreher et al., 1993; Wimborne and Henry, 1992). 

Previous studies have characterized several properties of 21a neurons using classical visual 

stimuli such as bars and sinusoidal gratings (Wimborne and Henry 1992; Mizobe et al. 1988; 

Toyama et al. 1994; Tardif et al. 1996; Morley and Vickery 1997; Dreher et al. 1993). For 

instance, most neurons are selective to orientation while exhibiting poor direction selectivity 

(Mizobe et al., 1988; Toyama et al., 1994; Wimborne and Henry, 1992). More recently, 

Villeneuve et al. (2009) used the technique of optical imaging of intrinsic signals to characterize 

the modular organization of area 21a. They observed that, while 21a exhibits a clear modular 

pattern for orientation selectivity, this cortical area lacks a direction selectivity map (Figure 9). 

In addition, most of 21a neurons are sharply tuned to low spatial frequencies and exhibit poor 

selectivity to temporal frequencies (Tardif et al. 1996; Wimborne and Henry 1992; Morley and 

Vickery 1997). In a more recent study, the analysis of local field potentials in area 21a revealed 

that the neuronal activity is poorly correlated with the stimulus motion and lacks temporal 

selectivity tuning (Kayser and Konig, 2006). Taken together, these studies demonstrate that area 

21a displays unique functional properties compatible with the processing of spatial features of 

the visual scene that is characteristic of the ventral stream. Moreover, previous studies 

demonstrated that most of 21a neurons are optimally activated by binocular stimulation and are 

sensitive to binocular disparity, indicating that the area 21a may also play a role in depth 

perception (Vickery and Morley 1999; Morley and Vickery 1999).  
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Figure 9. Organization of orientation (top) and direction (bottom) of areas 18 and 21a 

revealed by optical imaging of intrinsic signals. Contrary to area 18, area 21a exhibits an 

orientation map but lacks a modular organization for direction. From Villeneuve, Vanni, and 

Casanova (2009).  

3.3 Perception and action 

In parallel with the neurophysiological experiments performed in non-human primates 

and cats, several psychophysical studies in humans addressed the same questions about the 

cortical hierarchy and its functional organization in dorsal and ventral streams. In a particular 

set of experiments performed in a patient with visual agnosia (patient DF), Goodale and Milner 

(1992) provided a reinterpretation of the “what” and “where” pathways first proposed by 

Mishkin and Ungerleider (1982). In their interpretation, instead of having two systems dedicated 

to process object recognition and visuospatial perception, both dorsal and ventral streams would 
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use both types of information to achieve two distinct outputs: visually guided behaviour and 

visual perception respectively (Ganel and Goodale, 2017).   

It is worth noting that the findings in the field of neuropsychology do not necessarily invalidate 

the body of evidence on the anatomical and neurophysiological data. Indeed, the question of 

how the processing of the different visual features is divided across the distinct cortical areas 

remains a topic under debate (Ganel and Goodale, 2017; Milner, 2017; Rauschecker, 2017). In 

the next section, I will introduce another piece of this puzzle by explaining the role of the 

thalamus on the cortical processing of visual information. 

4 The visual thalamus 

In the previous section, we reviewed the main aspects of the cortical hierarchical 

organization and how the visual information flows across the different cortical areas in order to 

create visual perception. In the classical view of the visual system, the retinal signals are relayed 

through the thalamus to the visual cortex where information processing is mainly undertaken 

(Kandel et al., 2000). Under this perspective, the thalamic structures involved in visual 

processing are regarded as simple relays placed between the retina and the primary visual cortex 

(Sherman and Guillery 1996). The idea of the thalamic structures as a relay was present in the 

minds of neuroscientists for a long time and is still portrayed in basic neuroscience textbooks. 

As it will be addressed below, a large body of evidence indicates that the role of the thalamus 

in visual processing lies beyond the function of a simple relay. 

The lateral geniculate nucleus, in particular its dorsal part (dLGN), is the most studied thalamic 

structure involved in visual processing. For decades, a growing number of studies described the 

complex structure and connectivity of the dLGN (Laties and Sprague, 1966; Naito, 1986; Niimi 

and Sprague, 1970; Sanderson, 1971; Stone and Dreher, 1973; Van Horn et al., 2000). Despite 

this, its role in visual function was frequently associated with a simple machinelike relay 

(Sherman and Guillery 1996). Instead, the thalamus was previously believed to be mostly 

involved with changes in the arousal states of the brain as well as in sleep and wakefulness 

cycles, with little impact on the processing of visual signals per se (Sherman and Guillery, 

1996). In fact, this is not the case, as the visual thalamus is actively implicated in different levels 

of the cortical processing. For instance, the dLGN not only sends the information from the retina 



 

26 

to the cortex, but also receives a large number of cortico-thalamic inputs from different visual 

cortical areas that makes possible to dynamically modulate the dLGN’s output to the primary 

visual cortex (Kawamura et al., 1974; Updyke, 1977). This is only one example from a large 

body of evidence that underscores the notion that the visual thalamus supersedes its classical 

view as a simple relay of retinal signals (Sherman 2007).  

Among several research groups, the influential work of Sherman and Guillery made an 

important contribution for the current knowledge of the role of the thalamus on sensory 

information processing. They have provided a framework of the thalamic circuitry organization 

that largely instigated further studies helping to advance the knowledge on the thalamic 

function. The main aspects of their work, and others that followed, will be addressed below.  

4.1 Drivers and modulators  

The organizational framework proposed by Sherman and Guillery is based on the 

properties of the inputs received by the thalamic neurons that are connected to the cortex. The 

authors have identified two main types of inputs: drivers and modulators (Sherman and Guillery 

1998). Driver inputs transmit the main message that is relayed to the cortex. On the other hand, 

modulator inputs influence the transmission of the driver without causing any substantial 

changes in the main message (Sherman and Guillery 1998; Reichova and Sherman 2004). 

The presence of both inputs, drivers and modulators, was reported in several thalamic nuclei 

involved in sensory processing. In particular, the cat dLGN was extensively studied and is 

frequently referred to as a typical example to illustrate the driver/modulator concept (Sherman 

and Guillery 1998; Sherman and Guillery 1996). The driver input to the dLGN comes from the 

retina, while descending projections from the cortex represent the main modulatory inputs to 

the relay neurons. Previous studies estimated that only a minority of the synapses made with a 

relay neuron (5-10%) is of driver type while corticothalamic modulatory projections comprise 

30 to 40% of inputs (Figure 10A) (Sherman 2017). The remaining arise from the local inhibitory 

GABAergic neurons, the thalamic reticular nucleus and projections from the brainstem 

(Sherman 2007; Van Horn, Erişir, and Sherman 2000).  
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The main aspects that differentiate drivers and modulators are associated with the morphology 

of input axons, their relationship with the thalamic relay neuron, as well as with the structure 

and functional properties of synapses (Sherman and Guillery 2013). Drivers are characterized 

by thick axons with large terminals (Figure 10C). Those terminals make synapses at the 

proximal regions of the relay neuron’s dendrites. In contrast, modulators exhibit thin axons with 

small terminals that are mostly located at the distal parts of the dendrites (Van horn and Sherman 

2004; Liu, Honda, and Jones 1995). Another criterion that differentiates drivers from modulators 

is the degree of convergence of the axons onto the target relay neuron. Driver inputs converge 

less into a relay neuron while modulators are highly converged (Reichova and Sherman, 2004). 

This assumption is supported by morphological and physiological evidence (Sherman and Koch 

1986; Usrey, Reppas, and Reid 1999). For instance, as stated above, previous studies have 

demonstrated that dLGN relay neurons are connected to a small number of retinal axons (low 

convergence of drivers) while a larger number of synapses with corticothalamic projections 

(high convergence of modulators) is present (Hamos et al., 1987; Van Horn et al., 2000). 

Furthermore, the degree of convergence can be estimated by assessing the responses of a relay 

neuron in function of the electrical stimulation of its inputs (Reichova and Sherman, 2004). The 

rationale behind it is that an increasing stimulation of highly converged inputs create a 

monotonic increase of the neuron’s response. However, the increasing electric stimulation of 

inputs with low convergence induces an all-or-none step response by the relay neuron (Lee and 

Sherman, 2008). Previous studies successfully used this functional approach to corroborate the 

nature of thalamic inputs based on morphological criteria (Lee and Sherman, 2008; Reichova 

and Sherman, 2004; Viaene et al., 2011). 

At the synaptic level, drivers and modulators differ mainly on the type of glutamatergic 

postsynaptic receptor. Drivers activate only ionotropic receptors (i.e. AMPA and NMDA) while 

modulators activate both types, but mostly metabotropic receptors (Figure 10A) (Sherman 

2017). The differences in the synaptic composition of drivers and modulators cause distinct 

effects on the excitatory postsynaptic potentials (EPSPs) at the relay neuron. For instance, 

electrophysiological recordings of thalamic relay neurons revealed that the stimulation of driver 

inputs induces large EPSPs whereas the activation of modulatory synapses creates EPSPs with 

small amplitudes (Reichova and Sherman, 2004). In addition, the repetitive stimulation of driver 
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synapses causes a progressive decrease of EPSPs (paired-pulse depression, Figure 10B) (Lee 

and Sherman, 2008; Reichova and Sherman, 2004). This is due to both the depletion of synaptic 

vesicles and to the desensitization of postsynaptic receptors. This phenomenon indicates that 

driver synapses have a high probability of neurotransmitter release. On the other hand, the 

activation of modulatory synapses causes paired-pulse facilitation, indicating a low probability 

of neurotransmitter release (Sherman and Guillery 2013). In summary, the functional properties 

of ionotropic and postsynaptic metabotropic glutamatergic receptors are strictly associated with 

the concept of drivers and modulators, respectively. Ionotropic receptors have a fast temporal 

resolution and, as stated above, are reliably activated creating large EPSPs. Those characteristics 

are compatible with the transmission of the driver signal. Instead, postsynaptic metabotropic 

receptors have a slower temporal dynamic and higher firing rates from the presynaptic neurons 

are required in order to be activated. These properties are compatible with modulatory inputs 

allowing a longer-lasting change of the neuron’s state to modulate its response to the driver 

input (Reichova and Sherman 2004; Sherman and Guillery 2013).  

 

Figure 10. Functional and morphological features of drivers and modulator thalamic 

inputs (Sherman 2017). 
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Until now, evidence suggests that driver signals are only transmitted by excitatory 

neurotransmitters such as glutamate (Sherman and Guillery 2013). On the other hand, it is worth 

noting that different neuromodulators, such as acetylcholine and dopamine, area also implicated 

in the thalamocortical circuitry (Govindaiah and Cox, 2006; Soma et al., 2013). Nevertheless, 

evidence suggests that these inputs are more sparsely distributed in the thalamus and may exhibit 

different anatomo-functional properties from the glutamatergic postsynaptic modulators 

(Sherman and Guillery 2013). 

Although the classification of inputs into two categories allowed a better understanding of the 

role of thalamic structures on the cortical processing of information, this classification system 

was not meant to be exhaustive and recent efforts on the expansion of this framework have been 

made. For instance, recent studies suggested the existence of more than two types of projections 

(Bickford, 2016; Viaene et al., 2011). In a recent review, Bickford extended the classification 

of drivers and modulators by acknowledging the existence of a third type of projection named 

“driver-like” that exhibits morphological and functional features that are “in between” drivers 

and modulators and are mostly present in tectorecipient thalamic nuclei (Bickford, 2016). In a 

different approach, Abbot and Chance (2005) proposed a classification of driver and modulator 

based on the net output of a neuron. They have considered driver the inputs that provoke linear 

transformations of a neuron’s membrane potentials while modulator inputs would cause a non-

linear multiplicative net effect on the membrane voltage.  

4.2 First and higher order thalamic nuclei 

The concept of drivers and modulators gave rise to another organizational framework 

that categorizes thalamic nuclei in function of the nature of their driving inputs. Sherman and 

Guillery (1998) identified two types of thalamic nuclei: first and higher order. First order nuclei 

receive their driving input from the periphery (e.g., retinal input to the dLGN). Therefore, first 

order nuclei are responsible for relaying the information from the world to the cortex. Higher 

order nuclei, on the other hand, have no or little driving input from subcortical areas, receiving 

most of its driving inputs from the cortex, specifically from layer 5 (Sherman and Guillery 1998; 

Rovó, Ulbert, and Acsády 2012; Jones 2001). The best-known example of a higher order nucleus 
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is the pulvinar, which is involved in visual processing and it will be addressed in more detail 

further below. 

Apart from the origin of the main driving input, previous studies have demonstrated that there 

are other differences between first and higher order nuclei. For instance, the proportion of 

driving inputs in higher order nuclei is smaller than in first order nuclei (2% and 5%, 

respectively), suggesting that modulatory inputs are relatively more abundant in the former (Van 

Horn et al., 2000; Wang et al., 2002). Indeed, previous studies have demonstrated that higher 

order nuclei receive a greater number of GABAergic projections from several subcortical 

regions compared to first order nuclei (Bokor et al., 2005; Gulcebi et al., 2012).  

4.2.1 Higher order nuclei and the transthalamic pathway 

The classical hierarchical view of sensory processing simply does not take into account 

the existence of higher order thalamic nuclei. Instead, one could say that the classical view is 

somewhat “corticocentric” in which the information is transferred to the cortex via first order 

relays and is processed sequentially at cortical level before producing an output. Nevertheless, 

in a context where the brain machinery is regarded as a circuit in which it receives inputs from 

the external world (e.g., visual signals), interprets it and subsequently plans and executes an 

output (e.g., visually guided behaviour), the presence of higher order thalamic nuclei is justified 

(Sherman 2016). 

The connectivity pattern of higher order nuclei shows that these thalamic structures are 

intimately related to the cortex. Indeed, higher order nuclei are reciprocally connected with 

several cortical areas allowing the thalamus to participate actively in the transmission of the 

sensorial information across the cortex. In other words, higher order nuclei participate in a 

transthalamic or cortico-thalamo-cortical pathway that, in some extent, parallels the cortico-

cortical transmission of information (Guillery and Sherman 2002; Sherman and Guillery 2002; 

Petrof, Viaene, and Sherman 2012; Casanova 2004).  

In this alternative view, where higher order thalamic nuclei are implicated in a parallel 

transthalamic pathway, one important question stands out:  why would a transthalamic parallel 

pathway linking different cortical areas exist when corticocortical connections are present? In 

fact, a body of evidence on morphological and functional properties of higher order nuclei and 
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their connections with the cortex provided important insights into this question (Sherman and 

Guillery 2013; Casanova 2004). For instance, neurons involved in corticocortical connections 

do not project branches to subcortical structures, while neurons that project to higher order 

thalamic nuclei, exhibit axon branches targeting subcortical areas, mostly motor centres (Petrof 

et al., 2012). This supports the idea that the corticocortical and the transthalamic pathways carry 

distinct information across cortical areas. In addition, the idea that corticothalamic axons project 

to lower motor areas implies that higher order nuclei function as a router of efference copies 

(Sherman 2016). The information sent to a subcortical motor region from a particular cortical 

area is equally received by the higher order thalamic nucleus which informs the next cortical 

area in the hierarchy about the message from the previous one (Sherman 2016).  

Another interesting hypothesis is that higher order nuclei act as a gating mechanism that controls 

the information flow across cortical areas (Purushothaman et al. 2012; Sherman and Guillery 

2013). Sherman and Guillery (2013) argue that the strong GABAergic input in higher order 

nuclei makes them a suitable structure for gating control, which is unlikely to occur by the direct 

corticocortical pathway. This gating control would be pertinent in routine situations (e.g., resting 

or walking through a familiar path) in which the cortex is not actively engaged, and the gate 

would be shut and no transthalamic information would flow towards higher cortical areas. In 

the opposite condition, an opened thalamic gate would allow a concomitant flow of information 

through both corticocortial and transthalamic pathways. This would allow a significant increase 

of the input strength at a particular cortical area receiving both thalamocortical and 

corticocortical inputs by means of nonlinear summation inducing strong activation of the 

cortical area (Sherman and Guillery 2013). Based on the knowledge of the anatomical hierarchy 

of cortical connections, Crick and Koch (1998) hypothesized that the nature of the connections 

(i.e., drivers or modulators) between the cortical areas and the thalamus should obey certain 

rules. In the so-called “no-strong-loop” hypothesis, it was postulated that reciprocally connected 

areas cannot drive each other. The rationale is that the existence of such hypothetical loops 

would be impossible because areas driving each other would invariably end up in an 

uncontrolled oscillatory state (Crick and Koch, 1998). 

It is noteworthy that due to the complexity of the connectivity patterns and their nature, a 

complete understanding of the role of higher order thalamic nuclei in the cortical processing of 
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sensorial information has yet to be achieved and further studies are necessary (Sherman 2017; 

Bickford 2016; Casanova 2004). For instance, in the present thesis we approached this question 

by studying the role of the pulvinar nucleus in cortical visual processing.  

4.3 The pulvinar 

As stated in the previous section, the pulvinar is the higher order thalamic nucleus 

involved in visual processing. In fact, the pulvinar is the largest thalamic structure in the primate 

brain (Zhou et al. 2017). In comparison with rodents, the primate pulvinar occupies a 

proportionally larger volume of the thalamus, indicating a correlation with the pulvinar size and 

the higher order cortical functions performed by these animals (Chalfin et al., 2007). Previous 

studies suggested that additional cellular migratory pathways present during human brain 

development, but absent in other primate species, contribute to an increased connectivity 

between the pulvinar and the neocortex, and could be associated with the high cognitive 

functions characteristic of our species (Letinic and Rakic, 2001). 

For decades, the role of the pulvinar nucleus intrigued researchers and, still today, it is often 

referred to as a “mysterious” or “enigmatic” thalamic structure (Baldwin et al., 2017; Bridge et 

al., 2015; Grieve et al., 2000). The main reason for this is that the pulvinar is connected to a 

large number of higher order cortical regions as well as to subcortical areas that are involved in 

different sensorial processes. A body of evidence suggests that the pulvinar is implicated in 

distinct high level visual processes such as complex motion integration, visual recognition of 

emotions, fear, visual salience and attention (Maior et al. 2010; Liddell et al. 2005; Arend et al. 

2008; Robinson and Petersen 1992; White et al. 2017; Villeneuve et al. 2005). This is illustrated 

by several reports of partial and total lesions in the human pulvinar creating a plethora of visual 

impairments often associated with responses to visual threats, feature binding, emotional 

recognition of facial expressions, visual attention and oculomotor control, among others (Snow 

et al., 2009; Van der Stigchel et al., 2010; Ward et al., 2002, 2005, 2007). More recently, a 

number of functional brain imaging studies indicated that the pulvinar is implicated in several 

visual impairments associated with the pathophysiology of neuropsychiatric diseases such as 

Dementia, Alzheimer, ADHD and Schizophrenia (Delli Pizzi et al. 2014; Byne et al. 2007; Xia 

et al. 2012; Li et al. 2012; Green et al. 2009; Silverstein and Keane 2011).  
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Studies in humans provided insightful information on the role of the pulvinar on several higher 

order brain functions, including vision (Arcaro et al., 2018; Arend et al., 2008; Snow et al., 

2009; Ward et al., 2002). However, variations in the extent of pulvinar lesions as well as the 

broad impact of some neuropsychiatric diseases prevent the characterization of the specific roles 

of the pulvinar in visual processing. Thus, the use of animal models is necessary to study the 

pulvinar function and its relationship with the cortex in a more controlled way. To date, different 

species including rodents, carnivores and primates are extensively used in pulvinar research 

(Zhou et al. 2017; Yu et al. 2015; Casanova 1993; Baldwin, Balaram, and Kaas 2017; Petry and 

Bickford 2018). In the next sections, I will provide an overview of the main findings on the 

structure, connectivity and function of the pulvinar of primates and cats. 

4.3.1 The primate pulvinar 

The studies of the primate pulvinar allowed a better comprehension of the complexity of 

the structure, connectivity and function of this thalamic structure (Baldwin et al., 2017; Grieve 

et al., 2000). In fact, naming the pulvinar a “nucleus” is an understatement while it should be 

rather regarded as a “complex” formed by distinct nuclei that differ in their neurochemical 

composition as well as in their connectivity with the cortex and ultimately their function 

(Baldwin et al., 2017). 

4.3.1.1 Structure and connectivity 

Based on anatomical criteria, early studies have subdivided the pulvinar in four regions: 

anterior or oral, medial, inferior and lateral (Kaas and Lyon, 2007; Olszewski, 1952). Since then, 

the pulvinar parcellation was revised and expanded by the inclusion of histochemical markers 

and the connectivity of each subdivision. This contributed for a better understanding of the 

structure of the pulvinar complex and consequently of its function (Grieve et al., 2000; Kaas 

and Lyon, 2007).  

The anterior pulvinar has connections with somatosensory cortical areas and is often disregarded 

in studies concerning the visual system (Kaas and Lyon 2007; Baldwin, Balaram, and Kaas 

2017). The medial pulvinar is subdivided in lateral and medial parts. The medial pulvinar has 

connections with different associative cortical areas at the prefrontal inferior parietal cortex. 
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Similarly, the dorsomedial part of the lateral pulvinar establishes connections with associative 

non-sensorial cortical areas (Gutierrez et al., 2000) (Figure 11). On the other hand, the 

ventrolateral part of the lateral pulvinar (PLvl) and subdivisions of the inferior pulvinar (PI) are 

both connected with the visual cortical areas. Furthermore, each region exhibits a retinotopic 

representation of the contralateral visual hemifield (Gattass et al. 2013; Ungerleider et al. 2014;  

Ungerleider et al. 1984). Thalamocortical projections from the PLvl target mainly the early 

visual areas V1, V2 but also the higher order areas from the ventral stream. Indeed, previous 

studies have demonstrated that area V4 as well as other cortical areas from the inferior temporal 

cortex, such as the area TEO, receive projections from the PLvl, indicating that this subdivision 

of the pulvinar is closely implicated in the “what” pathway in cortical visual processing (Adams 

et al., 2000; Shipp, 2003). The primate inferior pulvinar is composed of four regions: posterior 

(PIp), middle (PIm), central medial (PIcm) and central lateral (PIcl) (Kaas and Lyon 2007). Like 

the PLvl, the PIcl has connections with early visual areas V1 and V2 as well as the ventral stream 

area V4 (Adams et al., 2000). On the other hand, PIp, PIm and PIcm have connections with 

cortical areas from the dorsal stream. For instance, the major pulvinar projections to area MT is 

from PIm with sparse inputs from PIp and PIcm (Adams et al., 2000; Cusick et al., 1993; Lin 

and Kaas, 1980; Stepniewska, 2003).  

Even though the pulvinar complex is a higher order thalamic structure, it also receives inputs 

from subcortical visual areas. For instance, PIp, PIcm and PIcl receive projections from the 

superior colliculus (Lin and Kaas, 1979). Given the cortical connections of these regions with 

cortical areas from the dorsal stream, the input from the superior colliculus provides an 

alternative pathway for the visual information from the retina to reach higher order cortical areas 

bypassing the primary visual cortex (Berman and Wurtz, 2011; Lyon et al., 2010). In addition, 

previous studies demonstrated the existence of direct retinal input to the inferior pulvinar that 

would also convey the visual information to higher order cortical processing (Campos-Ortega 

et al., 1970; Cowey et al., 1994; Itaya and Vanhoesen, 1983; Wamer et al., 2010). 
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Figure 11. Representation of the primate pulvinar with its main subdivisions. The cortical 

targets of PM and PLdm are indicated (Kaas and Lyon 2007).  

 

4.3.1.2 Functional properties and role in vision 

The above-mentioned anatomical studies of the primate pulvinar provided an insight into 

the complexity of this thalamic structure and its connectivity with different cortical areas. Based 

on this knowledge, important questions are raised about the functional properties of the pulvinar 

subdivision and, more importantly, their role in visual processing.  

In a first attempt to unravel the function of the pulvinar, early studies have investigated the RF 

properties of visual neurons from pulvinar subdivisions (Bender 1981, 1982). For instance, 

Bender (1982) described the response of neurons from the inferior pulvinar in anaesthetized 

macaques using simple visual stimuli such as drifting bars. Most of neurons in the inferior 

pulvinar exhibited large RFs that increased in size as a function of their visual field eccentricity. 

In addition, the majority of neurons were either selective to orientation or direction. This is not 

surprising, given the fact that the main driving input to the visual pulvinar comes from the 

primary visual cortex where neurons exhibit similar selectivity (Casanova 2004). On the other 
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hand, the responses to pulvinar neurons were found to be highly modulated by the brain arousal 

state (Bender 1982). Similar results were observed in another study performed in awake Rhesus 

monkeys in which the responses of neurons from the lateral and inferior pulvinar were 

profoundly modulated by eye movements and attention (Petersen et al., 1985). Later, the 

implication of the pulvinar in visual attention was confirmed behaviourally when the 

performance of monkeys during a visual attentional task was affected by the injection of GABA 

agonists in a region of the lateral pulvinar (Petersen et al., 1987). 

Recent studies have further elucidated the role of the pulvinar in selective visual attention 

(Olshausen et al., 1993; Saalmann and Kastner, 2009, 2011; Shipp, 2004). For instance, a 

previous study suggested that the pulvinar controls the synchronicity between two cortical areas 

from the ventral stream (areas V4 and TEO) which is also highly modulated by attention 

(Saalmann et al., 2012). Similar results were reported in a later study in which the attentional 

modulation in the activity of area V4 was drastically reduced during pulvinar inactivation (Zhou, 

Schafer, and Desimone 2016). In addition, the authors observed that the pulvinar inactivation 

caused a reduction of the sensory-evoked activity of the recorded cortical area independently of 

the attention, suggesting that the pulvinar is also implicated in the basic processing of visual 

information in higher order cortical areas.  

In the mechanism of selective attention, emotion-driven detection of visual stimuli is 

particularly important. For instance, the rapid detection of potential threats in the visual 

environment, such as predators, is imperative for the individual survival and, thus, confers a 

relevant evolutionary advantage to the perpetuation of the species. Indeed, previous studies have 

demonstrated that fearful images (e.g., snakes or spiders) are detected more rapidly than neutral 

images (e.g., flowers or mushrooms) in both humans and monkeys (Öhman et al., 2001; 

Shibasaki and Kawai, 2009). More specifically, a number of studies indicate a bias towards a 

faster detection of snakes in primates (Isbell, 2006; Le et al., 2013, 2014). The “snake detection 

theory” postulates that our highly developed pulvinar is a result of the pressure caused by the 

constant presence of those predators throughout the evolution of primate species (Isbell, 2006). 

In a previous study, the responses of neurons from the medial and dorsolateral part of the lateral 

pulvinar of monkeys were recorded during the presentation of images of snakes and other visual 

stimuli (e.g., faces, hands and geometrical shapes) (Le et al., 2013). Interestingly, for most of 
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the neurons recorded, images of snakes elicited the highest and fastest responses compared to 

the other image categories indicating that pulvinar neurons are preferentially responsive to 

snakes. In a later study, the same group observed that images of snakes in striking position 

elicited stronger responses compared to non-threatening postures, thus, supporting the concept 

that the evolution of the pulvinar in primates may be associated to the fast detection of snakes 

in primates (Le et al., 2014).  

The amount of evidence on the involvement of the pulvinar on processes modulating visual 

perception (e.g., attention) is vast. Nevertheless, few studies have investigated the role of this 

thalamic structure on the hierarchical cortical processing of visual information. For instance, 

Soares et al. (2004) have investigated the impact of the inactivation of the lateral pulvinar on 

the activity of area V2 of a new world primate. Most neurons from area V2 exhibited an 

increased firing rate during the pulvinar inactivation by GABA injection. In addition, the 

pulvinar inactivation impacted the orientation and direction selectivity of V2 neurons, indicating 

that the input from the pulvinar acts as a modulator of the activity of this cortical area. In a more 

recent study, Purushothaman et al. (2012) have used a similar methodological approach by 

recording the activity of neurons from V1 layers 2/3 while injecting muscimol, a GABA agonist, 

in the lateral pulvinar of a prosimian primate. Interestingly, the pulvinar inactivation caused a 

drastic reduction of the neuronal responses to visual stimuli in V1, indicating that the pulvinar 

exerts a control in gating the corticocortical transmission of visual information already at the 

very first stage of the visual hierarchy.  

4.3.2 The cat pulvinar 

Along with primates, cats have been an animal model of choice to investigate the visual 

system. Across the decades, several studies in visual neuroscience were performed in cats, such 

as the seminal work of Hubel and Wiesel (1962) on the RF structure of V1 neurons, making 

important contributions to the comprehension of the mechanisms underpinning visual function. 

As a result, the visual system of the cat became very well known and, therefore, well suited to 

be used in pulvinar research. 
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4.3.2.1 Structure and connectivity 

Like in primates, the cat pulvinar is described as an ensemble of thalamic nuclei. Two 

main regions form the cat pulvinar complex: the lateral posterior (LP) and the pulvinar 

(Casanova 2004). In addition, as observed in the primate pulvinar complex, early studies have 

parcelled the LP-pulvinar based on cyto and chemoarchitectonics as well as by its connectivity 

pattern (Berson and Graybiel 1978; Updyke 1977, 1981; Berson and Graybiel 1980). In a 

seminal anatomical study, Graybiel and Berson (1980) described the existence of two 

subdivisions of the LP based on the acethylcholinesterase (AchE) content in this thalamic 

region: a medial (LPm) and a lateral (LPl) part. The parcellation of the LP-pulvinar based on its 

chemoarchitecture was further corroborated by the distinct connectivity patterns described by 

other studies using tracing techniques (Raczkowski and Rosenquist, 1983; Updyke, 1981).  

Previous studies have demonstrated that all three subdivisions of the cat LP-pulvinar are 

reciprocally connected with several cortical visual areas (Berson and Graybiel 1978, 1980, 

1983; Abramson and Chalupa 1985; Updyke 1983; Raczkowski and Rosenquist 1983). For 

instance, the LPl receives projections from early visual cortical regions (e.g., areas 17, 18 and 

19) as well as from areas from the dorsal (e.g., PMLS, AMLS) and ventral streams (e.g., area 

21a) (Raczkowski and Rosenquist 1983). It is worth noting that the LPl is the only region in the 

LP-pulvinar complex that receives projections from the primary visual cortex (areas 17 and 18) 

and is, therefore, named the striate recipient zone (Berson and Graybiel 1983; Casanova 1993; 

Chalupa and Abramson 1989). The LPm also receives projections from several extrastriate areas 

from both dorsal and ventral streams (Updyke 1983; Raczkowski and Rosenquist 1983). 

Interestingly, the LPm receives subcortical inputs from the superior colliculus and is often 

referred to as the tectorecipient zone of the LP-pulvinar complex (Chalupa, Williams, and 

Hughes 1983; Casanova 2004). Finally, projections from several extrastriate areas of the 

suprasylvian cortex (e.g., 19, 21a, PLLS and ALLS) also targets the pulvinar subdivision of the 

LP-pulvinar complex (Raczkowski and Rosenquist 1983; Updyke 1981; Abramson and Chalupa 

1988; Huppé-Gourgues et al. 2006). Similar to primates, direct retinal projections are also found 

to target all subdivisions of the cat LP-pulvinar complex (Boire et al., 2004; Matteau et al., 

2003). 
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4.3.2.2 Functional properties and role in vision 

One can assume that the parcellation of the LP-pulvinar into three subdivisions based on 

histochemical markers and connectivity patterns should be equally apparent at a functional level. 

Indeed, previous studies have demonstrated that each LP-pulvinar subdivision exhibits a 

retinotopic representation of the contralateral visual field (Raczkowski and Rosenquist 1981; 

Hutchins and Updyke 1989). Another distinction between the LP-pulvinar subdivisions can be 

made regarding the respective RF properties and neuronal responses to different visual stimuli. 

The RF organization of most LPl neurons resembles those of complex cells from the primary 

visual cortex with overlapped ON and OFF subfields. In addition, surround suppression is 

present in most of LPl neurons (Chalupa and Abramson, 1989). Using basic visual stimuli such 

as drifting bars and gratings, previous studies characterized different response properties of LPl 

neurons (Casanova et al., 1989; Mason, 1981). For instance, LPl neurons were found to be 

mostly selective to orientation and direction. In addition, most of LPl neurons exhibited response 

facilitation when visual stimuli were presented binocularly and, in some cases, responding 

strictly to binocular stimulation (Casanova et al., 1989). When drifting gratings were used, LPl 

neurons preferred gratings at low spatial frequencies drifting at high temporal frequencies 

(Casanova et al., 1989).  

In the tectorecipient zone of the LP (LPm), neurons exhibit RF properties that resemble those 

from LPl (Mason, 1981). Most neurons are selective to orientation and direction, exhibit 

binocular facilitation and surround suppression (Chalupa et al., 1983). On the other hand, RFs 

of LPm neurons are significantly larger than those from LPl and exhibit relatively simpler 

organization with most neurons exhibiting only ON or OFF responses (Chalupa, Williams, and 

Hughes 1983; Piché, Thomas, and Casanova 2015). In comparison with the LP subdivisions, 

there is less information on the functional properties of the pulvinar nucleus. Nevertheless, 

previous studies indicate that pulvinar neurons share several RF properties with those from the 

LP nucleus but seem to be less selective to orientation (Mason 1981; Casanova 2004).  

Even though inputs from the primary visual cortex and the superior colliculus contribute to the 

RF structure of LP neurons, the extensive connectivity with several extrastriate visual areas 

plays a central role on the establishment of response properties (Casanova, Savard, and Darveau 
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1997, 17; Casanova and Savard 1996). Indeed, a body of evidence suggests that LP-pulvinar 

neurons are involved in several higher order visual processes (Casanova, 2004). More precisely, 

previous studies demonstrated that LP-pulvinar neurons are sensitive to higher order motion 

processing, which is characteristic of higher order visual areas of the dorsal stream such as the 

PMLS and AEV (Villeneuve, Ptito, and Casanova 2006; Zabouri, Ptito, and Casanova 2008). 

For instance, LP-pulvinar neurons were found to be selective to pattern motion. This was 

observed when neurons (mainly in LPm) were sensitive to the resultant motion vector of two 

overlapped gratings drifting at different directions (i.e. plaid patterns) (Merabet et al. 1998). 

Similar higher order motion processing was observed in a subset of neurons from the LP-

pulvinar selective to the direction of random dots kinematograms (RDKs) in which local cues 

of direction or orientation are absent (Dumbrava et al., 2001).  

As for primates, efforts have been made to unravel the role of the cat LP-pulvinar in the 

hierarchical cortical processing of visual information (Minville and Casanova, 1998; 

Shumikhina and Molotchnikoff, 1999). For instance, Minville and Casanova (1998) investigated 

the impact of the reversible inactivation of LPl on the responses of PMLS neurons. The LPl 

inactivation induced a decrease in the overall responsiveness of PMLS neurons with no impact 

on the neurons’ selectivity to direction or spatial frequency suggesting that the LP-pulvinar 

exerts a modulatory role in this cortical area. Despite the existing evidence on the impact of LP-

pulvinar disruption on neuronal activity of the visual cortex, the number of studies remains 

scarce and, therefore, the potential roles of this thalamic structure on several levels of the cortical 

visual hierarchy has yet to be discovered. 
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5 Objectives and hypotheses 

In the previous sections, several key structures of the visual system and their functions 

were explored. Despite the amount of knowledge available, several questions about the 

properties of higher order visual areas, either cortical or thalamic (i.e., extrastriate areas and the 

pulvinar), remain open. In the context of our research, we contributed to answer these questions 

by conducting electrophysiological recordings in the anaesthetized cat. Our objectives were 

two-fold: first, to contribute to a better understanding of the functional properties of an 

extrastriate area from the ventral stream that receives a robust input from the pulvinar; secondly, 

to investigate the role of the pulvinar on the cortical processing of visual information, 

particularly among the ventral stream.  

5.1 Article 1: Spatiotemporal processing of brights and darks in 

cat area 21a 

Although several neuronal properties of the area 21a are known, different aspects of its 

RFs remain elusive. Therefore, the main objective of this study was to use the sparse noise 

reverse correlation technique to characterize the spatial and temporal features of the RFs of 21a 

neurons in processing bright and dark stimuli. In addition, the findings in this study can be 

compared with the ones from previous publications from our group, in which the same reverse 

correlation technique was used to investigate the RF properties of PMLS and LP-pulvinar 

neurons (Piché, Thomas, and Casanova 2013; Christian Casanova, Piché, and Ouellette 2008). 

Our hypothesis is that 21a neurons exhibit RFs with distinct properties from other extrastriate 

areas such as the PMLS, which would underscore the role of this cortical area in the processing 

of form. 

5.2 Article 2: The impact of the pulvinar inactivation on the 

contrast response function of cat areas 17 and 21a. 

 In this study, the role of the LP-pulvinar on the cortical processing of visual information 

was investigated by assessing the impact of its pharmacological inactivation on the response to 

contrast of neurons in the primary visual area 17 and area 21a. The objective of this study was 
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to compare the effects of the LP-pulvinar inactivation on the activity at a lower (area 17) and 

higher (area 21a) level of the cortical hierarchy using a visual stimulus (contrast) eliciting 

reliable responses in both areas. Ultimately, our goal is to characterize the nature of the LP-

pulvinar inputs (driver/modulators) in those cortical areas (figure 12).  

Our hypothesis is that the thalamocortical inputs of the LP-pulvinar exhibit a modulatory nature 

at the primary visual cortex (area 17) and the thalamic inactivation will induce a response gain 

in the neuronal CRF. On the other hand, we hypothesize that the LP-pulvinar inputs to area 21a 

will exhibit a stronger driver component that will be revealed mostly by changes in the CRF 

contrast gain during thalamic inactivation.  

 

Figure 12. Hypothetical scheme of the nature of cortico-thalamo-cortical connections (d: 

drivers; m: modulators) involving the LP-pulvinar and the cortical areas 17 and 21a.  
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ABSTRACT  

Light increments (brights) and decrements (darks) are differently processed throughout the early 

visual system. It is well known that a bias towards faster and stronger responses to darks is 

present in the retina, lateral geniculate nucleus and primary visual cortex. In humans, 

psychophysical and neurophysiological data indicate that darks are better detected than brights, 

suggesting that the dark bias found in early visual areas is transmitted across the cortical 

hierarchy. Here, we tested this assumption by investigating the spatiotemporal features of 

responses to brights and darks in area 21a, a gateway area of the cat ventral stream, using reverse 

correlation analysis of a sparse noise stimulus. The receptive field of most 21a neurons exhibited 

larger dark subfields. Additionally, the amplitude of the responses to darks was considerably 

greater than those evoked by brights. In the temporal domain, no differences were found 

between the response peak latency. Thus, the present study supports the notion that bright/dark 

asymmetries are transmitted throughout the cortical hierarchy and further, that the luminance 

processing varies as a function of the position in the cortical hierarchy, dark preference being 

strongly enhanced (in the spatial domain and response amplitude) along the ventral pathway.  
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INTRODUCTION  

Early in visual processing, retinal signals carrying specific information about the 

environment are processed in parallel before being converged and integrated in the cortex to 

create a coherent visual perception (for a review see Nassi & Callaway, 2009). For instance, in 

cats, cells from the X and Y pathways encode distinct spatiotemporal aspects of the visual 

information associated with the processing of form and motion, respectively (Enroth-Cugell & 

Robson, 1966; Sherman & Spear, 1982; Ferster, 1990; Demb et al., 2001). In addition to theses 

pathways, increments (brights) and decrements (darks) in luminance are processed by distinct 

channels known as the ON and OFF pathways, respectively (Hartline, 1938; Kuffler, 1953). The 

profile of the ON and OFF responses differs across the visual system. For instance, previous 

studies have shown that, in the retina of various species, neurons process darks faster than 

brights (Copenhagen et al., 1983; Burkhardt et al., 1998; Burkhardt, 2011; Nichols et al., 2013). 

This temporal difference was also revealed for cells in the lateral geniculate nucleus (LGN) and 

for neurons in the thalamorecipient layer IV of the cat primary visual cortex (Jin et al., 2008, 

2011; Komban et al., 2014). Despite the differences in the processing speed, the magnitude of 

the ON and OFF responses was equivalent in the retina and LGN (Krüger & Fischer, 1975; 

Kremers et al., 1993; Benardete & Kaplan, 1999) [but see Chichilnisky and Kalmar 2002) but 

not in the primary visual cortex where neurons in layers II/III respond more strongly to darks 

(Yeh, Xing, & Shapley, 2009). 

Recent evidence indicates that the bias towards faster and stronger responses to darks in cortical 

neurons may arise from the convergence of thalamic signals and from local inhibition in primary 

visual cortex (Yeh, Xing, & Shapley, 2009; Jin et al., 2011; Komban et al., 2014; Taylor et al., 

2018). In humans, studies using fMRI and visual evoked potentials showed a bias towards larger 

dark responses (Zemon et al., 1995; Olman et al., 2008). Further, psychophysical studies showed 

that bright/dark asymmetries influence visual perception, suggesting that the imbalanced 

luminance processing is preserved across the cortical hierarchy (Chubb & Nam, 2000; 

Motoyoshi et al., 2007; Komban et al., 2011, 2014). In a previous study, our group revealed that 

neurons in the posteromedial lateral suprasylvian cortex (PMLS), an area of the cat dorsal 

stream, (Piché et al., 2013, 2015) exhibited some degree of bias towards darks but with a variety 
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of spatiotemporal profiles that suggests that bright/dark asymmetries may vary across the 

cortical hierarchy and that preference to darks may not be maintained in higher-order areas.  

In the present study, we used the reverse correlation analysis of sparse noise stimulus to 

investigate the responses to brights and darks of neurons from area 21a, an area of the cat ventral 

pathway considered as the homolog of the primate area V4 (Payne, 1993). The spatial and 

temporal profile of the neurons’ responses were assessed. Here, we show that most 21a neurons 

exhibited spatially imbalanced receptive fields with larger dark subfields. In addition, responses 

to darks was considerably stronger than bright ones. These results suggest that the preference to 

darks is preserved and even enhanced in higher-order areas involved in form processing. 

 

MATERIAL AND METHODS 

Animal Preparation and Surgery 

 Experiments were carried out on normal adult cats weighing between 2 and 3.5 Kg. All 

surgical and experimental procedures were undertaken according to the guidelines of the 

Canadian Council on Animal Care and were approved by the Ethics Committee of the University 

of Montreal. Before the surgical procedure, atropine (0.1mg/kg) and acepromazine (Atravet®, 

1mg/kg) were administered subcutaneously to reduce the parasympathetic effects of anesthesia 

and to provoke sedation, respectively. Subsequently, anesthesia was induced with 4% 

isofluorane in a 50:50 (vol/vol) gas mixture of O2 and N2O. A catheter was placed in the 

cephalic vein to provide intravenous access. A local anesthetic (lidocaine hydrochloride 2%) 

was used in all incisions and pressure points. Lubricant eye gel (Systane Gel drops®, ALCON) 

was used during surgical procedures to avoid corneal dehydration. Following anesthetic 

induction, isofluorane concentration was maintained at 1.5% during surgical procedures. 

Oxygen saturation was monitored using a pulse oximeter, cardiac activity was monitored 

throughout the experiment with ECG and the animal’s temperature was maintained at 37°C by 

means of a heated blanket controlled by a rectal thermometer probe. A tracheotomy was 

performed prior to the transfer of the animal to the stereotaxic apparatus. A bolus intravenous 

injection of 2% gallamine triethiodide was administered to induce muscular relaxation and, 

subsequently, the animal was placed under artificial ventilation. A 1:1 (vol/vol) solution of 2% 
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gallamine triethiodide (10 mg/kg/h) in 5% of dextrose in lactated ringer was continuously 

administered intravenously to maintain relaxation and to provide nutrition and electrolytes. 

Expired levels of CO2 were maintained between 35 and 40 mmHg by adjusting the tidal volume 

and respiratory rate. The animal`s heart rate was maintained at 180 bpm ± 10 by adjusting the 

anesthesia level. Pupils were dilated using atropine (Mydriacyl®) and nictitating membranes 

were retracted using phenylephrine (Midfrin®). Rigid contact lenses with the appropriate power 

were applied to the corneas. The lubricant eye gel was replaced by a liquid one (Blink®, 

ABBOTT) during recordings and was used when needed.  

A craniotomy window was performed at Horsley-Clarke coordinates 2-6P; 7-11L over the 

posterior portion of the suprasylvian gyrus exposing area 21a. Small durectomies were 

performed for each electrode penetration to preserve as much dura as possible in order to reduce 

cortical movements. In addition, a 2% solution of agar in saline was applied over the exposed 

cortex to further improve stability during recordings. 

Visual Stimuli 

Visual stimuli were generated using VPixx software (VPixx Technologies Inc., St-

Bruno, Qc, Canada) and images were projected onto an isoluminant screen covering 104 by 84 

degrees of visual angle positioned at a viewing distance of 57 cm. A sparse noise stimulus 

consisting in the presentation of a pseudo-random sequence of dark and bright squares over a 

gray background was used. The stimulus luminance was adjusted so that light increments and 

decrements were equal (bright: 50 cd/m2, dark: ≈ 0 cd/m2, gray: 25 cd/m2). Bright and dark 

squares measuring 4 by 4 degrees were presented in a grid of 26 columns by 21 rows. The 

duration of presentation for each square was 35 ms without any delay between presentations. 

Each stimulus was repeated in a set of 40 to 50 randomized trials. In a subset of experiments, 

the duration of the square presentation was increased to 200 ms in order to assess the temporal 

profile of 21a neurons to the dark and bright stimuli.  

Electrophysiological Recordings and Data Acquisition 

Electrophysiological recordings were undertaken using varnished tungsten electrodes 

(impedance of 1-2MΩ). Signals were amplified and digitalized using AlphaLab®. Signals were 

bandpass filtered at 300-6000 kHz and a threshold was applied to extract spikes waveforms. 
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Single-unit signals were obtained by means of a wavelet-based clustering algorithm using a 

custom script in MATLAB (Mathworks, Natick, MA, USA).  

Spike Waveform Analysis 

Putative inhibitory and excitatory neurons were classified as fast (FS) and regular (RS) 

spiking neurons respectively, based on the spike waveform profile (Sirota et al., 2008; Sakata 

& Harris, 2009). FS neurons were characterized by narrower waveforms while RS neurons 

exhibited wider spike waveforms. The classification was undertaken by extracting the average 

spike waveform from each unit. The temporal resolution was increased by spline interpolation. 

Two parameters were calculated: the half-width of the spike negative deflection and the delay 

between the negative and the positive peaks (trough-to-peak, see inset 1 in Figure 6). Cells were 

classified into two groups using K-means clustering. The clustering method was validated using 

the silhouette MATLAB function, which calculates an index (silhouette value) ranging from -1 

to 1 where values indicate how similar a data point is from its respective group, with negative 

values indicating potentially misclassified data points. A threshold was arbitrarily applied and 

units with silhouette values below 0.5 were considered as unclassified and were excluded from 

further analysis. 

Receptive Field Mapping 

Receptive field maps were created using the reverse correlation technique (Jones & 

Palmer, 1987; DeAngelis et al., 1993) applied to the 35 ms sparse noise visual stimulus. In brief, 

receptive field maps were characterized as a series of 2D histograms obtained from the spike-

triggered averaging to the bright and dark stimuli. The reverse correlation analysis was 

constrained to a pre-spike temporal window of 200 ms with a 1 ms resolution.  

In order to quantify the responses to bright and dark stimuli, we used the signal to noise ratio 

(SNR) based on the spatial variance of the receptive field maps (Yeh, Xing, & Shapley, 2009). 

First, the peak latency was identified as the time of the maximum spatial variance. The SNR 

was calculated as the spatial variance averaged across a time window (40 ms) around the peak 

latency divided by the spatial variance of the first frame, considered here as noise. Receptive 

fields were considered as “mappable” when the SNR value of either bright or dark maps was 

greater than two.  
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Receptive Field Spatial Profile 

Bright and dark receptive field maps were obtained by averaging the spatial variance 

across the same time window applied to the calculation of the SNR. The averaged bright and 

dark maps were spatially interpolated using a 2D adaptive pixelwise linear Wiener filter 

(MATLAB Image Processing Toolbox, Mathworks, Natick, MA, USA) which consisted in a 

low-pass filter using a 3 by 3-pixel area applied to the non-interpolated data. In order to detect 

the bright and dark subfields, the interpolated receptive field maps were transformed in Z score 

maps. For each map, the subfield was identified as the largest set of significant connected pixels 

(Z score > 2.3).  

The RF spatial properties were assessed by calculating the subfields size and position in the 

visual field. The subfield sizes were compared using a subfield size index (SSI) which was 

calculated as the differential ratio between the bright subfield area (BA) and the dark one (DA) 

as defined by 

𝑆𝑆𝐼 =  
𝐵𝐴 − 𝐷𝐴

𝐵𝐴 + 𝐷𝐴
 

Here, SSI < 0 indicates that dark subfields are larger than the bright ones, while SSI > 0 

represents the opposite.  

The relative position of bright and dark subfields was assessed by means of two measurements. 

First, the proportion of overlap between the subfields was calculated. The subfield overlap index 

(SOI) was obtained by computing the ratio of the overlapped area (OA) over the total RF area 

defined by  

𝑆𝑂𝐼 =  
𝑂𝐴

𝐵𝐴 + 𝐷𝐴 − 𝑂𝐴
 

SOI values range between zero and one, with SOI = 0 representing a complete spatial 

dissociation of subfields while SOI = 1 a perfect overlap between subfields. Next, each subfield 

was fitted with an ellipse using the MATLAB function regionprops from which the center of 

mass of bright (Cb) and dark (Cd) subfields were calculated. Following the study of Mata and 

Ringach (Mata & Ringach, 2005), we computed the RF normalized distance (δ) which 
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represents the ratio of the distance between the subfields’ center of mass and the mean square 

root of their respective areas. The normalized distance was defined as  

𝛿 =  
|| 𝐶𝑏 − 𝐶𝑑||

1
2 (√𝐵𝐴 +  √𝐷𝐴)

 

In case of perfectly overlapped subfields, δ = 0, while distant subfields would exhibit increased 

normalized distance values (δ >> 0). 

Relative Subfield Strength 

The SNR values were used to assess the relative response amplitudes to bright and dark 

stimuli. As previously described (Yeh, Xing, & Shapley, 2009), the relative response strength 

was determined by the ON/OFF ratio, which was calculated as the logarithm of the ratio between 

the bright and dark SNRs. Positive values characterize receptive fields with stronger responses 

to bright stimuli (bright dominant) while neurons with negative ON/OFF ratio values exhibit 

stronger responses to dark stimuli (dark dominant). 

Temporal Profile Analysis 

Temporal features of the responses to bright and dark stimuli were assessed by the 

analysis of sparse noise stimulus in which squares were presented for 200 ms. In contrast to the 

shorter stimulus duration (35 ms), the longer presentation time allows the unambiguous 

distinction and isolation of neuronal responses to the stimulus onset and offset.  

In brief, a peri-stimulus time histogram (PSTH) was generated for each stimulus position in the 

visual field resulting in two PSTH grids corresponding to each polarity. For each grid, the PSTH 

with the highest mean firing rate during the stimulus presentation (200 ms) was selected. 

Subsequently, the PSTHs were smoothed using a Bayesian adaptive regression splines (BARS) 

fit (Kass et al., 2003) from which the peak responses to bright and dark stimuli were calculated.  

Statistics 

Bright and dark response comparisons were undertaken using a paired two-sided 

Wilcoxon signed rank test. For independent datasets, statistical comparisons were performed 

using a two-sided Wilcoxon rank sum test. Categorical data were compared using the Fisher’s 

exact test. For some parameters, correlation analysis was performed, and the Pearson’s 
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correlation coefficient was reported. Statistical analysis was performed in MATLAB. All data 

are expressed as mean ± SEM, unless otherwise stated. 

Laminar Cortical Position  

After each successful electrode penetration, electrolytic lesions (5µA for 5s) were 

performed at different cortical depths to identify the laminar position of each neuron recorded. 

At the end of the experiment, the animals were euthanized by intravenous injection of sodium 

pentobarbital (Euthanyl ®: 240 mg/ml) and subsequently perfused through the left ventricle 

with phosphate buffer saline and 4% paraformaldehyde. After overnight post-fixation, the brains 

were immersed in a 30% sucrose solution and subsequently frozen. Then, coronal sections of 

the visual cortex were undertaken. Cortical layers were identified using Nissl staining, and area 

21a location was confirmed by the expression pattern of nonphosphorylated neurofilament 

proteins (Van Der Gucht et al., 2001). For statistical comparisons, layers I-IV and V-VI were 

grouped as superficial and deep layers respectively. 

RESULTS 

In the present study, the responses of 138 neurons to light increments and decrements 

(brights and darks) were assessed using sparse noise stimulus and a reverse correlation 

algorithm. A total of 74 neurons responded reliably to the visual stimulation exhibiting 

“mappable” RFs (see methods) and were included in the analysis. From those, the response 

strength and the spatial profile of 43 units were analyzed. A subset of 31 cells was used in the 

analysis of the temporal profile of RFs. 

Panels A and B of Figure 1 show a representative example of a spatiotemporal RF profile in 

response to brights and darks. The response time course was represented as the normalized 

spatial variance. The peak latency was determined as the time delay at which the spatial variance 

reaches its peak (60.51 ± 2.29 ms). For each neuron, a 40 ms time window around the peak 

latency was used to calculate the spatial RF maps and SNR values of bright and dark subfields 

(panel B). Clearly, this neuron RF exhibits a stronger response to darks (see the additional 

examples in panel C).  
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Figure 1. Spatiotemporal profile of responses to bright (red) and dark (blue) stimuli. (A) Time 

series of spatial variance maps of a representative neuron’s responses to bright and dark squares 

generated by reverse correlation analysis. (B) Left: bright (top) and dark (bottom) RF spatial maps from 

the neuron depicted in (A). Right: temporal response profile shown as the normalized spatial variance 

and SNR values of bright and dark responses (inset). The spatial maps were obtained by calculating the 

average spatial variance in a time window (40 ms) around the response peak (shaded area in the plot). 

The bright and dark SNR values were calculated as the ratio between the averaged variance in the time 

window and the variance in the first frame (zero-time delay). (C) Four examples of 21a neurons’ bright 

and dark responses of showing their respective spatial maps, temporal response profile and SNR values. 

In B and C, scale bars = 5 degrees.  
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Relative Response Strength 

The responses strength to bright and dark stimuli were evaluated by calculating the ratio 

between their respective SNR values (ON/OFF ratio). Figure 2 shows the distribution of these 

values. Almost all 21a neurons (~88%) exhibited negative ON/OFF ratios (mean of = -0.59 ± 

0.10) indicating a very strong preference for darks (dark-dominants) with only five units 

displaying bright-dominant receptive fields (see also Figure 1C, cell 4). On average, responses 

to darks were approximately five times larger than those to brights. 

 

Figure 2. Histogram of ON/OFF ratio 

(log(SNRbright/SNRdark)). The ON/OFF 

ratio represents the neurons relative response 

strength in which positive and negative values 

indicate a preference to brights (bright 

dominant) and darks (dark dominant) 

respectively. Most cells preferred dark 

stimuli. 

 

 

 

Spatial profile 

The spatial profile of RFs was assessed by analyzing the relative size and position in 

visual space of bright and dark subfields (see Methods). The comparison of the subfield areas 

revealed an asymmetry in which the dark subfields were significantly larger than the bright ones 

(Z = -5.08, P = 3.7e-7, Wilcoxon signed rank test). The average dark subfield was 55% larger 

than its counterpart (means of 91.41 ± 7.47° vs 58.98 ± 5.44°). This is illustrated in the panel A 

of Figure 3, where most of the data points are located above the unity line. In addition, the 

distribution of subfield size index values (panel B) shows that most neurons exhibit negative 

SSI values (mean of -0.24 ± 0.03) with only six cells exhibiting larger bright subfields, further 

highlighting the existence of a strong bias towards larger dark subfields. 
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Figure 3. Analysis of spatial 

parameters extracted from 

RF maps. (A) Scatter plot of 

bright and dark subfield areas. 

Most units exhibited dark 

subfields significantly larger 

than brights (inset). (B) 

Histogram of the subfield size 

index (SSI). Positive and 

negative SSI values indicate 

neurons with larger bright and 

dark subfields respectively. 

(C) Histograms of spatial 

overlap index (SOI) and 

normalized distance (δ). (D) 

Three examples of the spatial 

arrangement of bright (red) 

and dark (blue) subfields. The 

respective spatial parameters 

are shown. In B and C, triangles represent the parameters’ mean values. Scale bar = 5 degrees; *** P = 

3.7e-7. 

 

The relative position of bright and dark subfields in the visual space was assessed by calculating 

their respective spatial overlap (SOI) and normalized distance (δ). Panel C shows the 

distribution of both indices (SOI = 0.38 ± 0.03; δ = 0.39 ± 0.05). Based on the SOI, the RF of 

most neurons (~93%) exhibited a complex-like spatial organization (Henry, 1977) as shown by 

the extensive amount of overlap between dark and light with only ~7% (3/43) of cells showing 

simple-like RFs (see representative examples in panel D). It is worth noting that, since the SOI 

is a measure of the ratio between the overlapped area and the total RF area, this index is 

influenced by the significant differences in subfield size (i.e., larger dark subfields). However, 
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the normalized distance was less affected by the increased unbalance between subfield sizes. 

This is illustrated in panel D where the RF with larger subfield size asymmetry (left) exhibits a 

lower SOI than the one with a more balanced spatial profile (center) while the normalized 

distance values remain similar. In order to assess the reliability of the SOI as an overlap measure, 

we performed a correlation analysis with the normalized distance (Figure 4). Interestingly, both 

indices were strongly correlated (r41 = -0.81, P = 3.96e-11), suggesting that the subfield size 

asymmetry exerted a minor impact on the SOI. In addition, both parameters were significantly 

correlated with the SSI (SOI vs SSI: r41 = 0.53, P = 0.00023; δ vs SSI: r41 = -0.39, P = 0.01) 

indicating that the asymmetry in the subfield size is associated with their relative position in 

visual space. No significant correlation was observed between the above-mentioned parameters 

and the ON/OFF ratio. Taken together, the analysis of the RF spatial profile shows an imbalance 

of the subfield sizes and strength between responses to brights and darks with a strong 

preference for the latter. 
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Figure 4. Correlation matrix between spatial parameters (SOI, normalized distance, and SSI) and 

ON/OFF ratio (log(SNRbright/SNRdark)). At the inset of each plot, Pearson’s correlation coefficient 

(rho) and significance level (P) are indicated along with its respective linear regression line. 
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Temporal Profile 

For a subset of neurons (n = 31), the duration of the stimulus presentation was increased 

to 200 ms in order to determine the responses’ delay to brights and darks. The use of a longer 

stimulus presentation time allowed the unambiguous dissociation of the neurons’ responses to 

the onset of brights and darks from their respective offsets (see offset peaks in Figure 5B). The 

response delay to bright and dark stimuli was measured at the respective onset peaks. Panel A 

of Figure 5 shows the distribution of the onset peak times for brights (mean of 112 ± 5.89 ms) 

and darks (mean of 106 ± 6.00 ms). Comparison between the onset peak times of brights and 

darks showed no significant differences (Z = 1.92, P = 0.0548, Wilcoxon signed rank test, inset 

in panel A) with an average difference of 5.97 (± 4.98) ms (panel C). Interestingly though, the 

dataset was characterized by the presence of two cell groups revealed by a k-means clustering 

method (clusters one and two in panel A). The first group (cluster one) was composed of neurons 

with shorter onset peak times (brights = 83.88 ± 3.25 ms; darks = 76.74 ± 3.09 ms, see cell 1 in 

panel B) while the second one (cluster two) exhibited longer response latencies (brights = 135.15 

± 4 ms, darks = 130.14 ± 3.98 ms, see cell 2 in panel B). 

 

 

Figure 5. Temporal analysis of 21a neurons’ responses to brights and darks. (A) Scatter plot and 

boxplot (inset) of bright and dark onset peak times. The dataset is classified into two clusters (k-means 

clustering analysis). (B) PSTH of responses of two neurons included in each cluster (identified in A). 

The smoothed PSTH of bright (red) and dark (blue) responses are shown. In each plot, arrows indicate 

the respective onset peak time during the stimulus presentation (shaded area). (C) Histogram of the 

difference between bright and dark onset peak times. Triangle represents the mean. N.S. = not significant. 
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Additionally, out of the 34 neurons analysed, 23 exhibited a response to the stimulus offset. The 

comparison of the offset peak times of brights and darks revealed no significant differences (Z 

= 1.08, P = 0.28, Wilcoxon signed rank test). 

 

Cortical Laminar Position and Cell Class  

The spatiotemporal RF features of 21a neurons were compared as a function of their 

laminar position and their spike waveform (i.e. cell class). The cortical laminar position of 68 

neurons was assessed with 31 units located in the superficial layers and 37 units in the deep 

layers (see Methods). The parameters extracted from the spatial and temporal analyses were 

compared as a function of the laminar position. There were no significant differences between 

neurons in superficial and deep layers for all spatial (SOI: Z = 1.12, P = 0.26; δ: Z = -0.78, P = 

0.44; SSI: Z = 0.20, P = 0.84; ON/OFF ratio: Z = 0.57, P = 0.57, Wilcoxon rank sum test, N = 

37) and temporal parameters studied (bright onset peak time: Z = -1.18, P = 0.24; dark onset 

peak time: Z = -0.38, P = 0.70, Wilcoxon rank sum test, N = 31). In addition, there were no 

relationships between the neurons’ clusters revealed by the temporal analysis (Figure 5A) and 

the laminar position (P = 0.44, Fisher exact test). 

The same comparisons were performed with regards to the cell types. Neurons were classified 

as regular (RS) or fast spiking (FS) based on the width of their spike waveform (Figure 6). 

Previous studies have indicated that FS and RS cells correspond mainly to putative inhibitory 

and excitatory neurons, respectively (Sirota et al., 2008; Sakata & Harris, 2009). As for the 

laminar analysis, no significant differences were observed between RS and FS neurons when 

considering all spatial (SOI: Z = -0.98, P = 0.33; δ: Z = 0.89, P = 0.37; SSI: Z = -0.08, P = 0.93; 

ON/OFF ratio: Z = -0.39, P = 0.70, Wilcoxon rank sum test, N = 35) and temporal parameters 

(bright onset peak time: Z = 0.89, P = 0.37; dark onset peak time: Z = 1.68, P = 0.09, Wilcoxon 

rank sum test, N = 27). Further, there was no difference in cell types between the two temporal-

defined clusters (P = 0.13, Fisher exact test). Taken together, these analyses indicate that the 

spatiotemporal profile of bright and dark responses of 21a neurons are independent from their 

laminar position and spiking characteristics.  
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Figure 6. Spike waveform 

classification. Neurons were classified 

in two categories, putative regular (RS, 

N = 30) and fast-spiking (FS, N = 32) 

based on the half width and trough to 

peak (a and b in inset 1). Inset 2 shows 

example of RS and FS waveform of 

recorded spikes.  

 

 

 

 

 

DISCUSSION 

In this study, we investigated the processing of brights and darks in a higher-order 

cortical area involved in form processing using reverse correlation analysis of a sparse noise 

stimulus. Our results are the first to undoubtedly demonstrate that the bias towards responses to 

darks reported in the primary visual cortex is preserved along the ventral pathway. This 

preference was observed only in the spatial domain with dark subfields being larger and more 

responsive than bright subfields. 

Spatial Domain 

The RF of most of 21a neurons (~93%) exhibited extensive overlap between bright and 

dark subfields indicating that these neurons were complex-like (Henry, 1977). These findings 

are in accordance with previous studies reporting ~80 to ~93% of 21a neurons exhibiting 

complex-like features (Dreher et al., 1993; Tardif et al., 1996). Area 21a receives its main 

excitatory inputs from complex cells located in the supragranular layers of area 17 (Sherk, 1989; 

Dreher et al., 1993; Michalski et al., 1993; Morley et al., 1997; Conway et al., 2000; Grant & 

Hilgetag, 2005) which could explain the large proportion of spatially overlapped RFs. The small 

number of spatially dissociated neurons in area 21a could be attributed to projections originating 
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from the LGN (Raczkowski & Rosenquist, 1980). Nonetheless, one cannot rule out the 

possibility that the large proportion of neurons with overlapped subfields may have been slightly 

overestimated given the significant subfield size asymmetry (i.e., larger dark subfields) 

observed in our dataset. 

Previous studies have characterized different aspects of the spatiotemporal RF of complex cells 

in area 17 (Szulborski & Palmer, 1990; DeAngelis et al., 1995; Liu et al., 2007). For instance, 

Liu et al. (2007) demonstrated that area 17 complex cells exhibit dark subfields that were 30% 

larger than brights. Our findings are in accordance with these data since the spatial RF profile 

of 21a neurons is biased towards broader dark subfields (55% larger). 

In previous studies, our group used the same visual stimulation used here to assess the responses 

to brights and darks in the striate-recipient zone of the cat lateral posterior nucleus (LPl; Piché 

et al. 2015) and in the PMLS cortex, an area of the dorsal stream (Piché et al., 2013). Neurons 

in the striate-recipient zone of the cat lateral posterior nucleus (LPl) exhibit a similar spatial 

profile as in 21a with ~88% of neurons with larger dark subfields. On the other hand, in area 

PMLS, a smaller proportion of neurons (~51%) exhibited larger dark subfields. Since all the 

three areas receive their main excitatory inputs from area 17 (Dreher, Wang, et al., 1996; 

Casanova et al., 1997), this strengthened the assumption that complex cells in area 17 

predominantly contribute to the spatial RF profile of neurons in area 21a. However, the observed 

difference between the PMLS cortex and area 21a data, suggests that this contribution is 

heterogeneous across visual areas with a larger impact on area 21a. 

Temporal Domain  

A large body of evidence has revealed that OFF responses are faster than ON responses 

in the retina and LGN (Burkhardt et al., 1998; Gollisch & Meister, 2008; Jin et al., 2008, 2011; 

Burkhardt, 2011). More recently, a similar temporal profile was observed in the primary visual 

cortex (Komban et al., 2014) in which dark-dominant neurons from layer IV of the cat area 17 

exhibit faster responses than their bright-dominant counterparts. In addition to the 

neurophysiological data, psychophysical studies performed by the same group revealed that 

darks are detected faster than brights suggesting that the temporal profile of ON/OFF channels 

are maintained throughout the visual hierarchy (Komban et al., 2011, 2014). Our study is at odds 
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with this assumption since no significant differences were observed between bright and dark 

response delays. Instead, our results suggest that asymmetries in the spatial features and in 

response amplitudes (larger and more responsive dark subfields) could be more relevant in the 

ventral stream visual processing. Still, ON/OFF temporal differences could be relevant in other 

higher order visual areas processing motion (e.g., PMLS). Indeed, recent evidence demonstrated 

that differences in the temporal dynamic of thalamic inputs are crucial for the emergence of 

direction selectivity in primary visual cortex (Lien & Scanziani, 2018). For instance, while most 

neurons in area PMLS area are highly direction selective (Wang et al., 1995; Merabet et al., 

2000; Villeneuve et al., 2006), the majority of area 21a cells are orientation selective and lack 

direction selectivity (Mizobe et al., 1988; Toyama et al., 1994; Tardif et al., 1996; Vickery & 

Morley, 1997), indicating that temporal differences between bright and dark responses may be 

more relevant in motion rather than form processing. Indeed, in comparison with our previous 

study (Piché et al., 2013), PMLS neurons tended to exhibit larger differences in response peak 

delays than in area 21a (mean of 10.3 ms vs 6 ms), even though they were not significant in any 

of the cases. Still, in both cases, dark responses tended to be faster than bright ones.  

Response Strength  

In addition to the differences in subfield size, the dark dominance observed in 21a 

neurons was mostly expressed by the increased response magnitude to darks. As for the spatial 

asymmetries observed between brights and darks, we believe that the bias towards stronger 

responses to darks in area 21a is mostly due to the inputs from area 17. Previous studies failed 

to identify significant differences between ON and OFF responses in early subcortical areas as 

the retina and LGN (Krüger and Fischer, 1975; Kremers et al., 1993; Benardete and Kaplan, 

1999; Jin et al., 2011 [but see Chichilnisky and Kalmar, 2002]) while others have shown the 

existence of dark-dominant neurons in the primate primary visual cortex (Yeh, Xing, & Shapley, 

2009; Xing et al., 2010, Jansen et al., 2018). Using a method similar to that of the present study, 

Yeh et al. (2009) demonstrated that most neurons located at the supragranular layers of the 

macaque V1 were dark dominant with an average dark response around three times larger than 

brights. This asymmetry for dark dominance was mostly confined in supragranular layers while 

the bright and dark response magnitudes of neurons at the thalamorecipient layer IV resemble 

those from the LGN and retina (Yeh, Xing, Williams, et al., 2009; Xing et al., 2010; Jin et al., 
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2011). Thus, these results demonstrate that stronger responses to darks arise at the supragranular 

layers of the primary visual cortex which most likely contribute significantly to the enhanced 

dark dominance observed in area 21a. This assumption is, to some extent, further supported by 

our previous study (Piché et al., 2013) in which most PMLS neurons, an area that equally 

receives its main inputs from supragranular layers of area 17, were dark dominant (~ 57%). Still, 

the average dark response of neurons from area 21a was around 2.5 times larger than PMLS 

neurons, supporting the notion that the contribution from the area 17 to the responses to 

luminance processing across the visual hierarchy is heterogenous with a much greater influence 

along the ventral stream. To our knowledge, there are no studies that investigated this issue in 

both areas V4 and MT (putatively, the homologues of area 21a and PMLS), precluding us from 

making comparisons between species. 

Possible Mechanisms and Functional Significance of Dark Preferences in Area 21a 

Past studies have raised different hypotheses in order to explain the emergence of 

asymmetries in the spatiotemporal properties of ON/OFF channels in V1. For instance, a study 

performed in juvenile cats demonstrated that at the first two postnatal weeks, the visual cortex 

(areas 17 and 18) is mostly comprised of dark-dominated neurons and that their number tends 

to be reduced as the cortex develops (Albus & Wolf, 1984). Although this study did not target 

extrastriate areas, one can hypothesize that the large proportion of dark-dominated neurons in 

area 21a is reminiscent of this developmental process.  

Another possible explanation is that the response profile of 21a neurons may arise from the 

substantial projections of neurons from the supragranular layers of area 17, as proposed above. 

Studies in primates and cats support this idea since the RF of neurons in layers II/III in V1 (area 

17) exhibit larger and more responsive dark subfields (Liu et al., 2007; Yeh, Xing, & Shapley, 

2009; Xing et al., 2010). Our results demonstrated that the differences in size and response 

strength between bright and dark subfields seem to be amplified in area 21a.The differences 

between the response profiles of area 21a and PMLS suggest that these areas receive distinct 

inputs from the supragranular layers of area 17.  

In a previous study, Xing et al. (Xing et al., 2010) proposed different mechanistic models in 

order to explain the dark preference in supragranular layers of the primate V1. In association 
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with single-unit data collected in another study (Yeh, Xing, & Shapley, 2009), they assessed the 

spatiotemporal response profile to brights and darks of multi-unit activity and local field 

potentials across the cortical layers of the macaque V1. Their experimental data supports the 

existence of two possible mechanisms that are not mutually exclusive: a selective feedforward 

input from a subset of dark-dominated neurons of layer IV and a process of local recurrent 

excitation and/or inhibition that would amplify the response asymmetries by enhancing dark 

responses, inhibiting bright ones or both. Interestingly, the response profile of 21a neurons 

observed in the present study could equally be explained by both models (Figure 7). For 

instance, the dark preference of 21a neurons could arise from inputs from subpopulations of 

neurons from supragranular layers of area 17 (selective feedforward model). This last 

assumption is supported by anatomical evidence demonstrating that area 17 neurons projecting 

to area 21a are not uniformly distributed throughout the cortical surface, but rather grouped in 

clusters (Conway et al., 2000). Therefore, this spatial compartmentalization could facilitate the 

convergence of inputs with similar spatiotemporal response properties giving rise to the dark 

preference observed in area 21a. Furthermore, Conway et al. (Conway et al., 2000) demonstrated 

that neurons projecting to area 21a and to the lateral suprasylvian cortex (which comprises the 

PMLS area) are separated across layer III depth, indicating the presence of two distinct pathways 

to the ventral (area 21a) and dorsal (PMLS) streams. Similarly, in the LPl, the main thalamic 

input for both cortical areas, neurons projecting to area 21a and PMLS are almost completely 

segregated into distinct subpopulations (Dreher, Djavadian, et al., 1996). Thus, differences 

between the bright and dark responses in area 21a and PMLS may be explained by the existence 

of two inputs carrying distinct spatiotemporal features.  
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Figure 7. Schematic representation 

of two putative mechanisms giving 

rise to the response profile in area 

21a and PMLS cortex. The first 

mechanism corresponds to a 

selective feedforward input (single 

arrows) from neurons in the 

supragranular layers (II/III) of the 

primary visual cortex (V1) and 

putatively from the LP-Pulvinar to 

the higher order areas (21a and 

PMLS). The second mechanism 

corresponds to a recurrent cortical 

local network of excitation/inhibition (double arrows) within higher order areas. Black and white ellipses 

represent the spatial profile and the curves represent the time course of the responses to darks and brights. 

 

Another possible mechanism compatible with our findings involves local recurrent 

excitation/inhibition processes in area 21a. The greater dark responsiveness of neurons in area 

21a in comparison to that in PMLS cortex (Piché et al., 2013), LPl nucleus (Piché et al., 2015) 

and V1 (Yeh, Xing, & Shapley, 2009; Xing et al., 2010) could be explained by distinct recurrent 

cortical local networks favoring larger dark subfields with increased responses to dark stimuli. 

Previous studies suggest that recurrent networks may be a ubiquitous mechanism in cortical 

processing among different modalities (Ben-Yishai et al., 1995; Wehr & Zador, 2003; Douglas 

& Martin, 2007). Thus, one cannot rule out the possibility that recurrent cortical local networks 

are involved in the dark dominance of 21a neurons. A recent study showed that the dark-

dominance of neurons in the primate V1 may vary as a function of the size and spatial frequency 

of sinusoidal gratings stimuli (Jansen et al., 2018). We did not test the influence of size and the 

stimuli used here (squares) precluded us from investigating the impact of spatial frequency in 

the dark preference of area 21a neurons. 

In cats, areas PMLS and 21a exhibit distinct functional and anatomical features placing them as 

gateway areas of the dorsal (motion processing) and ventral streams (form processing), 
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respectively (Wimborne & Henry, 1992; Dreher et al., 1993; Payne, 1993; Dreher, Djavadian, 

et al., 1996; Dreher, Wang, et al., 1996; Conway et al., 2000; Li et al., 2000). Taken together, 

our data on the response profile of neurons in areas 21a (the present study) and PMLS (Piché et 

al., 2013) to light increments and decrements adds to the current knowledge on the distinct 

functional properties of both areas. Additionally, the differences in the spatiotemporal profile of 

bright and dark responses suggest that there is a relationship between the magnitude of response 

asymmetry and the functional specialization of those cortical areas (i.e., motion vs form), with 

an increased sensitivity to dark for form processing. Indeed, evidence from psychophysical 

studies suggest the notion that bright/dark asymmetry play an important role in form recognition 

(Anstis et al., 2000; Motoyoshi et al., 2007) but not in motion detection (Edwards & Badcock, 

1994). 

The present study provides, for the first time, a description of the response profile to brights and 

darks of a higher-order area of the ventral stream, giving an important insight into the processing 

of luminance across the cortical hierarchy. The results suggest that the neural processing of 

darks is enhanced in the ventral cortical pathway, pinpointing the key role of darks in the 

analysis of form. Nonetheless, further studies in other animal models (e.g., primates) are 

necessary to determine whether dark-dominance is a ubiquitous feature in form processing along 

the mammalian visual cortex.  
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ABBREVIATIONS 

BA = bright subfield area; BARS = Bayesian adaptive regression splines; Cb = center of 

mass of bright subfield; Cd = center of mass of dark subfield; DA = dark subfield area; ECG = 

electrocardiogram; FS = fast spiking; LGN = lateral geniculate nucleus; OA = overlapped area; 

PMLS = posteromedial lateral suprasylvian cortex; PSTH = peri-stimulus time histogram; RF 

= receptive field; RS = regular spiking; SEM = standard error of the mean; SNR = signal to 

noise ratio; SOI = subfield overlap index; SSI = subfield size index. 
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ABSTRACT 

 

The pulvinar is the largest extrageniculate visual nucleus in mammals. Given its extensive 

reciprocal connectivity with the visual cortex, it allows the cortico-thalamo-cortical transfer of 

visual information. Nonetheless, the nature of the pulvinar inputs to the cortex remains elusive. 

We investigated the impact of silencing the pulvinar on the contrast response function of neurons 

in two distinct hierarchical cortical areas in the cat (areas 17 and 21a). Pulvinar inactivation 

altered the response gain in both areas, but with larger changes observed in area 21a. A 

theoretical model was proposed, simulating the pulvinar contribution to cortical contrast 

responses by modifying the excitation-inhibition balanced state of neurons across the cortical 

hierarchy. Our experimental and theoretical data showed that the pulvinar exerts a greater 

modulatory influence on neuronal activity in area 21a than in the primary visual cortex, 

indicating that the pulvinar impact on cortical visual neurons varies along the cortical hierarchy. 

 

Keywords: cat, lateral posterior nucleus, reversible inactivation, transthalamic pathway, 

ventral stream.  
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INTRODUCTION 

 

The perception of external stimuli is traditionally considered to result solely from the 

processing of thalamic signals through direct cortico-cortical connections between areas 

organized in a hierarchical manner (Panagiotaropoulos et al. 2014). This corticocentric view has 

been challenged in recent years since, besides direct communication between cortical areas 

through cortico-cortical connections, indirect communication through cortico-thalamocortical 

projections can also occur (Casanova 2004; Sherman and Guillery 2013). In the visual system, 

the pulvinar, which is the largest extrageniculate nucleus in mammals, is a key structure for the 

transfer of information between cortical areas (Casanova 2004; Chalfin et al. 2007). It receives 

a main input from the primary visual cortex and from most if not all higher-order visual areas 

and in turn, projects back to these areas (Leh et al. 2008; Arcaro et al. 2015; Barron et al. 2015). 

Pulvinar neurons have cortex-like receptive fields and this structure has been associated with a 

number of normal vision processing such as higher-order motion, feature binding, and attention 

(Petersen et al. 1987; Chalupa and Abramson 1989; Casanova and Savard 1996; Merabet et al. 

1998; Ward et al. 2002; Villeneuve et al. 2005). It has recently been suggested that deficits in 

sensory processing observed in disorders such as schizophrenia results from a dysfunction in 

transthalamic cortical communication involving the pulvinar (Byne et al. 2009; Benarroch 

2015). 

While much is known about the geniculo-cortical pathway, we have virtually no information 

about the functional properties of the much more extensive pulvinar-cortical circuits. 

Consequently, their contribution in cortical processing, and ultimately in perception, remains 

elusive. Attempts to define the function of these pathways are mainly based on anatomical 

grounds (Sherman and Guillery 2013). Two types of inputs, drivers and modulators, have been 

described along the well-characterized retino-geniculate-cortical pathway on the basis of 

electrophysiological and anatomical criteria (Sherman and Guillery 1998). In essence, drivers 

determine the properties of their target cells whereas modulators provide contextual activity 

modulation of the recipient neurons, and it has been proposed that, a general rule, thalamic 

terminals ending in layer I and IV are modulatory and drivers, respectively (Crick and Koch 

1998; Jones 2001; Lee and Sherman 2008; Viaene et al. 2011). In addition, drivers and 
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modulators would yield correspondingly additive/subtractive and multiplicative/divisive 

changes on the membrane potential of a cortical neuron (Anderson et al. 2000; Chance et al. 

2002; Abbott and Chance 2005). 

The pulvinar receives its main input from layers V neurons in the primary visual cortex and 

from layers VI neurons in higher-order areas (Lund et al. 1975; Trojanowski and Jacobson 1977; 

Raczkowski and Rosenquist 1983; Abramson and Chalupa 1985). Anatomical and physiological 

data indicate that the signals from V1 are almost exclusively drivers while those from higher-

order areas are drivers and modulators (Theyel et al. 2010), with an increase of the 

modulators/driver ratio along the cortical hierarchy (Huppé-Gourgues et al. 2006). Pulvinar 

projections to the visual cortex are two-fold: for the most part, they reach layer I of the primary 

visual cortex and end in layer IV of all other visual areas (Benevento and Rezak 1976; Ogren 

and Hendrickson 1977; Rezak and Benevento 1979; Symonds et al. 1981; Roth et al. 2016). 

Based on this organization, one would suggest that the pulvinar modulates entrant activity in V1 

and drive neurons in higher-order areas.  We tested this assumption by investigating the impact 

of pulvinar on the contrast response function of two hierarchically distinct areas in the cat, the 

primary visual cortex and area 21a (the homologue of V4 in primates, (Payne 1993)). In this 

animal model, the pulvinar consists on a group of three main nuclei and is named the lateral 

posterior-pulvinar complex (LP-pulvinar, (Hutchins and Updyke 1989)). The lateral part of the 

LP (LPl) is the striato-recipient zone of the LP while the medial part is the tecto-recipient zone 

(Abramson and Chalupa 1985; Casanova et al. 1997). LPl neurons project to layer I of area 17 

while those in LPl and LPm project to layer IV of area 21a (Miller et al. 1980; Symonds et al. 

1981; Berson and Graybiel 1983).  

In this study, we pharmacologically inactivated subregions of the pulvinar to determine the 

nature of the thalamic signals reaching lower and higher-order visual areas. According to the 

framework described above, we assumed that the contrast response function of cortical neurons 

will be distinctly affected in the two cortical areas: pulvinar should principally modulate activity 

(response gain; slope control) in the primary visual cortex, while it should mainly drive neuronal 

discharges (contrast gain; baseline control) in area 21a (Figure 1). Results indicate that there is 

no such clear difference. While some neurons in area 17 exhibited a change in contrast gain, the 

effects observed were mostly characterized by modifications in the response dynamic range 
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(i.e., response gain) of neurons in both areas, but at different strength levels. A theoretical model 

which simulates the impact of the LP inactivation on the cortical contrast sensitivity responses 

by modifying the excitation-inhibition balanced state of neurons throughout the visual cortical 

hierarchy is proposed. 

Figure 1. Hypothetical scheme of the 

nature of pulvino-cortical inputs to the 

primary visual cortex and an extrastriate 

area. A putative modulator (m) input would 

yield non-linear effects on the contrast 

response function (CRF) of neurons from the 

primary visual cortex represented as changes 

in the response gain and slope. On the other 

hand, a putative driver (d) input in higher-

order cortical areas would yield linear effects 

on the neurons’ CRFs, characterized by 

changes in the contrast gain and baseline.  

 

 

 

 

 

MATERIAL AND METHODS 

 

Animals and surgery 

 

Experiments were performed on normal male and female adult cats (2.5-3.5 Kg). All 

surgical and experimental procedures were undertaken according to the guidelines of the 

Canadian Council on Animal Care and were approved by the Ethics Committee of the University 

of Montreal. First, atropine (0.1mg/Kg) and acepromazine (Atravet®, 1mg/Kg) were 
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administered subcutaneously to reduce parasympathetic effects of anesthesia and to provoke 

sedation, respectively. Anesthesia induction was performed with 3.5% Isofluorane in a 50:50 

(vol/vol) gas mixture of O2 and N2O. Isofluorane concentration was maintained at 1.5% 

throughout surgical procedures. During recording sessions, Halothane (0.5-0.8%) was used in 

order to ensure cortical responsiveness (Villeneuve and Casanova 2003). A tracheotomy was 

performed, and animals were immobilized using an intravenous bolus injection of 2% gallamine 

triethiodide. Then, animals were artificially ventilated and a 1:1 (vol/vol) solution of 2% 

gallamine triethiodide (10 mg/kg/h) in 5% of dextrose in lactated ringer was continuously 

administered intravenously to maintain muscular relaxation and to provide nutrition and 

electrolytes. Expired level of CO2 was maintained between 35 and 40 mmHg by adjusting the 

tidal volume and respiratory rate. Heart rate was continuously monitored during the experiment 

and the temperature was maintained at 37°C by means of a feedback controlled heated blanket. 

Local anesthetic (lidocaine hydrochloride 2%) was used in all incisions and pressure points. 

Dexamethasone (4 mg, I.M.) was administered every 12 hours in order to avoid cortical 

swelling. Pupils were dilated using atropine (Mydriacyl®) and nictitating membranes were 

retracted using phenylephrine (Midfrin®). Rigid contact lenses with the appropriate power were 

used to correct eyes refraction and eye lubricants were used to avoid corneal dehydration. Three 

craniotomies were performed in order to gain access to the LP nucleus (5-8A; 3-7L, Horsley-

Clarke coordinates) and to cortical areas 17 (4-8P;0.5-2L) and 21a (2-6P;7-11L). Small 

durectomies were performed for each electrode penetration. A 2% Agar solution in saline was 

applied over the exposed regions to increase recordings stability and to avoid the drying of the 

cortical surface.  

 

Visual Stimuli 

 

Visual stimuli were generated using the VPixx software (VPixx Technologies Inc., St-

Bruno, Qc, Canada), projected onto an isoluminant screen located at 57 cm of viewing distance 

and covering 116° by 150° of visual angle with a mean luminance of 25 cd/m2. Stimuli consisted 

on drifting sinusoidal gratings with spatial and temporal frequencies set at 0.3 cpd and 3 Hz for 
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all stimuli, respectively. Neurons’ direction tuning was obtained with 50% contrast gratings 

moving over 360° at 12 steps of 30°. The contrast response function (CRF) was evaluated by 

varying contrast values between 6 and 100% at the neuron’s optimal direction. Two sets of 

contrast increments were used: 0, 16, 33, 50, 66 and 100%; 0, 6, 12, 25, 50 and 100%. For all 

tests, trials were fully randomized and each stimulus was presented for at least 10 times. 

Stimulus presentation lasted 1 and 2 s for contrast and direction tests, respectively, separated by 

a mean luminance gray screen (blank) used to assess spontaneous activity. 

 

Electrophysiological recordings and signal preprocessing 

 

Neural activity in areas 17 and 21a was recorded using 32-channel linear probes (~1MΩ, 

1x32-6mm-100-177, Neuronexus). Prior to insertion, the probes were covered with a fluorescent 

dye (DiI) allowing the histologic assessment of the electrode position in the cortex. 

Electrophysiological signals were acquired at 30KHz and band pass filtered between 1-7500 Hz 

using an open-source system (Open-Ephys platform, (Siegle et al. 2017)). Single units were 

identified using the software package Klusta (Rossant et al. 2016). In brief, signals were high-

pass filtered at 500 Hz and a threshold was used to detect the spikes. Subsequently, the spikes 

were separated by an unsupervised automatic clustering algorithm using principal component 

analysis. Finally, a manual validation of the clustering process was undertaken. Units exhibiting 

low spike amplitudes or ill-defined cluster margins were excluded. Peri-stimulus time 

histograms (PSTHs) were obtained from the neuronal responses to drifting gratings and the 

responses of each unit was calculated as the average firing rate during the stimulus presentation 

for each trial. Units with low firing rates (maximal discharge below 5 spikes/s) in the control 

condition were excluded from the analysis.  

 

Thalamic inactivation 
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The lateral (LPl) and medial (LPm) subdivisions of the LP nucleus were 

pharmacologically inactivated by the intracerebral injection of a solution of 20mM GABA 

stained with Chicago Sky Blue (0.5%) for the histologic assessment of the location and extent 

of the injection (Figure S1A). The GABA solution was injected using a custom-made injectrode 

(Lai et al. 2015). First, the solution was injected at a rate of 80 nL/min until the inhibition of the 

neuronal activity was achieved. A successful inactivation was characterized by the silencing of 

the local multi-unit activity recorded through the injectrode. Subsequently, the injection rate 

was reduced to 20-40 nL/min in order to silence neural activity throughout the testing period. 

The local neuronal activity was continuously monitored and a recovery from inhibition was 

observed about 30-45 min after the completion of the GABA injection. Cortical responses were 

recorded before (control), during (injection), and after (recovery) GABA injection in the 

thalamus (Figure S1B). 

 

Curve fitting and Data analysis 

 

 The CRF was generated by fitting the Naka-Rushton equation to experimental data: 

𝑅(𝐶) = Rmax
𝐶𝑛

𝐶𝑛+𝐶50𝑛 + Bsln,  (1) 

 where R(C) is the output response at contrast C, Bsln is the baseline response, n represents the 

slope of the curve, Rmax is the maximum response above the baseline, and C50 is the contrast 

that evokes half of Rmax. 

The goodness of fit was assessed by a modified version of the Chi-squared (χ2) test that takes 

into account the linear correlation between the cortical neuronal activity and the response 

variance. The χ2 term was considered as:  

𝜒2 = ∑
(𝑒𝑖−𝑜𝑖)2

𝑘+𝑜𝑖
𝜌𝑖
𝑡

𝑖 , (2) 

 where i represents the index of the contrast level, o is the observed neuronal response, e is the 

expected response from the fit, 𝜌 corresponds to the ratio between the response variance and the 

average firing rate at a particular contrast, t represents the response duration in seconds and k is 

a small factor (k = 0.01(p*max(o))) used to avoid infinite values at zero response (Cavanaugh 
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et al., 2002). Due to the nature of our experimental protocol (long lasting recordings), several 

factors could affect the recording reliability over time. Consequently, we excluded from the 

analysis neurons that showed χ2 values from the recovery period that were higher than twice the 

one from the control curve.  

The parameters extracted from the curve fit were used to compare the cortical activity recorded 

during the control, injection and recovery periods. The Rmax and baseline (Bsln) were 

normalized to the average firing rate at maximum contrast in the control condition. In addition, 

the percentage of variation (%Var) for each CRF parameter (Par) was calculated as  

% 𝑉𝑎𝑟 =  100 ∗
𝑃𝑎𝑟𝑐𝑜𝑛𝑡𝑟𝑜𝑙 − 𝑃𝑎𝑟𝑖𝑛𝑗𝑒𝑐𝑡𝑖𝑜𝑛

𝑃𝑎𝑟𝑐𝑜𝑛𝑡𝑟𝑜𝑙 + 𝑃𝑎𝑟𝑖𝑛𝑗𝑒𝑐𝑡𝑖𝑜𝑛
 (4) 

The response modulation to drifting gratings was assessed in order to identify simple and 

complex-like cells. Fourier transformation of the PSTH was performed and a modulation index 

was obtained by calculating the ratio of the amplitude of the first harmonic over the DC 

amplitude (F1/F0). Cells with F1/F0 values greater than one were classified as simple while 

those with values below one where considered as complex (Skottun et al., 1991). 

 

Selection of CRF based on the percentage of overlap between conditions 

 

For each unit, a qualitative analysis of the CRFs obtained in control, injection and 

recovery conditions was performed by considering the degree of overlap between the confidence 

intervals of each curve. The confidence intervals were estimated by a bootstrapping method. For 

each CRF, a distribution of CRFs was generated by applying the curve fit (equation 1) to 

resampled datasets over 1000 iterations. The central 95% of the curves distribution was 

considered as the confidence interval. Subsequently, the percentages of overlapped areas 

between the CRFs confidence intervals at control and injection (Ctr-Inj), control and recovery 

(Ctr-Rec) and injection and recovery (Inj-Rec) were calculated. A 100% overlap between CRF 

areas indicates that they are equal, while 0% shows that the CRFs are completely different. 

Neurons exhibiting lower Inj-Rec overlap (Inj-Rec < 50%) and higher Ctr-Rec overlap (Ctr-Rec 

> 50%) recovered completely from the GABA injection. On the other hand, those with high Inj-

Rec overlap were considered partially recovered. However, neurons were only considered 
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partially recovered when their recovery CRFs tended towards the control condition, otherwise 

they were eliminated from the analysis. 

 

Spike waveform classification 

 

Putative inhibitory and excitatory neurons were classified as fast (FS) and regular (RS) 

spiking respectively, based on the analysis of their spike waveform profile (Sirota et al., 2008; 

Sakata and Harris, 2009). Prior to the analysis, the temporal resolution was increased using 

spline interpolation. Two parameters were calculated: the half-width of the spike negative 

deflection and the delay between the negative and the positive peaks (trough-to-peak). Cells 

were classified in two groups using a K-means clustering algorithm. The validation of the 

clustering method was performed using the silhouette MATLAB (RRID:SCR_001622) 

function, which calculates an index (silhouette value) ranging from -1 to 1 where values indicate 

how similar a data point is from its respective group, with negative values indicating a probable 

misclassified data point. Thus, neurons with negative silhouette values were considered as 

unclassifiable and were excluded from the analysis (Figure S2). 

 

Histology 

 

At the end of the experiment, animals were euthanized with an intravenous injection of 

sodium pentobarbital (Euthanyl, 110mg/Kg). Animals were transcardially perfused with a 

phosphate buffer solution (PBS 0.1M, pH 7.4) followed by a fixative (Paraformaldehyde 4%). 

Brain tissue was cryoprotected using sucrose solutions at different concentrations (10 to 30%), 

frozen and stored at -80°C. Then, 40 µm coronal sections were obtained and subsequently 

stained. LP subdivisions were revealed using Acetylcholinesterase staining (Graybiel and 

Berson 1980). The location and extent of GABA injections were assessed by analyzing the 

Chicago Sky Blue staining (Figure S1A). Cortical layers were identified using DAPI and the 

DiI fluorescence signal was used to reconstruct the electrode position. Furthermore, 
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immunostaining of nonphosphorylated neurofilament protein was used to confirm the position 

of recordings in area 21a (Figure 5C; Van Der Gucht et al. 2001). 

 

Statistical analysis 

 

Statistical analysis was undertaken using the computing environment R 

(RRID:SCR_001905) with the additional software package PMCMR. Data are expressed as 

mean ± SEM, unless otherwise stated. Data normality was verified using Kolmogorov-Smirnov 

test. Since data were not normally distributed, different non-parametric statistical approaches 

were used. Pairwise data comparison was performed using Wilcoxon rank-sum test. Results 

from LPl and LPm inactivation were analyzed together using Kruskal-Wallis test and Dunn’s 

post hoc with Holm adjustment. Correlation analysis was performed and Pearson’s correlation 

coefficient (r) and significance values are shown. Data obtained from direction tuning curves 

were compared using the Quade test. The relationship between categories was assessed using 

Fisher’s exact test. 

 

The network model 

 

We modelled a layered network of four areas connected feedforwardly, which receive 

and send additional inputs from and to a parallel structure. The feedforward network (FFN) 

represents the transmission of visual information throughout the hierarchy of the cat visual 

cortex. The parallel structure mimics the LP nucleus. The first cortical area receives an 

excitatory LGN spiking firing rate input modeled by Poisson spike trains modulated by different 

contrast levels (see Cortical interactions). We considered four levels to mimic processing from 

areas 17 to 21a, passing across areas 18 and 19. Because we studied the effect of the LP on 

cortical neurons, for simplicity, we did not consider the direct connection from the LGN to 

extrastriate cortical areas described in the cat and the feedforward connections from area 17 to 

21a (Wimborne and Henry, 1992). Each component of the network consisted of 𝑁𝐸 excitatory 

and 𝑁𝐼 inhibitory neurons organized to generate the balanced state. We characterized neurons 

as  𝑖 = 1,2, . . . , 𝑁𝐴
𝛼 of excitatory, E, or inhibitory, I, population, from cortical or thalamic 
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structures (𝛼 = 𝑐𝑡𝑥, 𝑙𝑝, where 𝑐𝑡𝑥 = 1,2,...𝐿 with 𝐿 = 4 and 𝑙𝑝 as the LP). For each area, 

including the LP, we simulated  𝑁 = 10000 neurons with 80% and 75% of excitatory cells for 

the cortex and the LP, respectively. We considered an additional 5% of inhibitory neurons in 

the LP based on available empirical data (Rinvik et al., 1987). This additional 5% produced a 

slight, but significant increase in thalamic activity, when compared with cortical responses. Both 

recurrent and afferent connectivity for each layer were random with probability 𝑐 of connection, 

in which 𝑐 is different for E and I populations. 

Neuron dynamics 

We used the adaptive exponential integrate-and fire model (Brette and Gerstner, 2005) to 

describe the dynamics of cortical and thalamic neurons. This neural model consists of two 

coupled differential equations. The membrane potential of neuron i, of the E or I population A, 

and cortical or thalamic structure 𝛼, were defined by: 

𝐶𝑚

𝑑𝑉𝑖
𝐴,𝛼

𝑑𝑡
= −𝐼𝐿,𝑖

𝐴,𝛼 − 𝑤𝑖
𝐴,𝛼 + 𝐼𝑖𝑛𝑝𝑢𝑡,𝑖

𝐴,𝛼 , (5) 

 

where 𝐶𝑚 is the capacitance of the neuron. The first term on the right-hand side of the above 

equation, given by 𝐼𝐿,𝑖
𝐴,𝛼 = −𝑔𝐿

𝐴,𝛼(𝑉𝑖
𝐴,𝛼 − 𝑉𝐿

𝐴,𝛼) + 𝑔𝐿
𝐴,𝛼𝛥𝑇𝑒𝑥𝑝 (

𝑉𝑖
𝐴,𝛼−𝑉𝑇

𝛥𝑇
),  consists of  a linear 

component which is the leak current, and a second term which is the exponential function which 

characterizes the spike generation process where 𝑉𝐿 is the leak reversal potential, 𝑉𝑇 is the 

threshold and 𝛥𝑇 is the slope factor. The adaptation current, 𝑤, obeyed: 

𝑑𝑤𝑖
𝐴,𝛼

𝑑𝑡
=

𝑎(𝑉𝑖
𝐴,𝛼 − 𝑉𝐿) − 𝑤𝑖

𝐴,𝛼

𝜏𝑎𝑑𝑎𝑝𝑡
, (6) 

 

where 𝜏𝑎𝑑𝑎𝑝𝑡 is a time constant and 𝑎 describes the level of subthreshold adaptation. Every time 

that the neuron 𝑖 fires, 𝑤 is increased by a current 𝑏 (spike-triggered adaptation), and the 

membrane potential is reset to a fixed voltage, 𝑉𝑟. Only excitatory neurons have adaptation 

current dynamics.  

The input current that a neuron (𝑖, 𝐴, 𝛼) receives is: 
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𝐼𝑖𝑛𝑝𝑢𝑡,𝑖
𝐴,𝛼 = 𝐼𝑟𝑒𝑐,𝑖

𝐴,𝛼 + 𝐼𝑒𝑥𝑡,𝑖
𝐴 , (7) 

where 𝐼𝑟𝑒𝑐,𝑖
𝐴,𝛼

 characterizes the synaptic current from recurrent connections of each area, and the 

external current, 𝐼𝑒𝑥𝑡,𝑖
𝐴 , comprises two or four terms if the unit is from the cortex or the thalamus, 

respectively. 

 

Recurrent connections 

The recurrent synaptic interactions activate current input to a neuron (i,A,𝛼) as 

𝐼𝑟𝑒𝑐,𝑖
𝐴,𝛼 (𝑡) = − ∑ 𝑔𝑖

𝐴𝐵

𝐵=𝐸,𝐼

(𝑡)(𝑉𝑖
𝐴 − 𝑉𝐵)

𝑔𝑖
𝐴𝐵(𝑡) =

�̄�𝑖
𝐴𝐵

𝜏𝑠𝑦𝑛
𝐴

∑ 𝐶𝑖𝑗
𝐴𝐵

𝑁𝑓𝑓

𝑗=1

∑ 𝑒−(𝑡−𝑡𝑗,𝑘
𝐵 ) 𝜏𝑠𝑦𝑛

𝐴⁄

𝑘

,

(8) 

where 𝐶𝑖𝑗
𝐴𝐵 = 0,1 is the connectivity matrix, 𝜏𝑠𝑦𝑛 is the synaptic time constant, and 𝑡𝑗,𝑘

𝐵  is the 

time of the 𝑘th action potential of neuron 𝑗 of population 𝐵 and brain region 𝛼. So, for simplicity 

we assumed an instantaneous rise of the synaptic currents followed by an exponential decay. 

Recurrent connections were random and the probability varied according to the nature of the 

cell (i.e., excitatory or inhibitory). The probability of connections was set such as to guarantee 

that the total number of presynatic inputs to neuron (𝑖, 𝐴, 𝛼) is on average 𝐾. Thus, we requested 

that the conductance �̄�𝐴𝐵 is scaled by 𝐾 as �̄�𝐴𝐵 = 𝐺𝐴𝐵 √𝐾⁄ , where 𝐺𝐴𝐵 and 𝐾 are independent. 

Thus, the probability of connection was 𝑐𝐴 = 𝐾𝐴 𝑁𝐴⁄ , for 𝐴 = 𝐸, 𝐼. This scaling lead to cells to 

fire closed to the maximum rate. However, the strong recurrent connections between excitatory 

and inhibitory cells balanced each other out leading to a net input on the order of the threshold. 

Under this regime, without any fine-tuning of parameters, neural populations dynamically arise 

in the balanced state. As a result, the firing rate of these neurons changes only very weakly if 

one rescales all the synaptic strengths by the same factor. 

 

Cortical interactions 

 

Cortical neurons between different areas interacted in a feedforward and a recurrent 

manner. They received two types of external inputs: 
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𝐼𝑒𝑥𝑡,𝑖
𝐴 (𝑡) = 𝐼𝑓𝑓,𝑖

𝐴,𝑐𝑡𝑥(𝑡) + 𝐼𝑖
𝐴,𝑙𝑝(𝑡), (9) 

where 𝐼𝑓𝑓,𝑖
𝐴,𝑐𝑡𝑥

 is the feedforward cortical input and 𝐼𝑖
𝐴,𝑙𝑝

is the input coming from the LP. 

Feedforward inputs throughout the chain of cortical areas were defined as 𝑐𝑡𝑥 = 1,2, . . . , 𝐿. 

Therefore, the feedforward pathway for the neuron (𝑖, 𝐴, 𝑐𝑡𝑥) in cortical area 𝑐𝑡𝑥 = 𝑙, was 

defined by the incoming excitatory presynaptic inputs from the previous area 𝑙 − 1. Excitatory 

inputs targeted excitatory and inhibitory populations. Thus, the feedforward input current was 

defined as 𝐼𝑓𝑓,𝑖
𝐴,𝑐𝑡𝑥(𝑡) = −𝑔𝑓𝑓,𝑖

𝐴,𝑙−1(𝑡)(𝑉𝑖
𝐴 − 𝑉𝐸

𝑙−1), where the term on the right-hand side of the 

equation is the sum of all conductances from all presynaptic inputs on neuron (𝑖, 𝐴, 𝑙 − 1). It 

was described as 

𝑔𝑓𝑓,𝑖
𝐴,𝑙 (𝑡) =

�̄�𝑓𝑓
𝐴,𝑙

𝜏𝑠𝑦𝑛
𝐴

∑ 𝐶𝑖𝑗
𝐴𝑓𝑓,𝑙

𝑁𝑓𝑓

𝑗=1

∑ 𝑒
−(𝑡−𝑡𝑗,𝑘

𝑓𝑓
) 𝜏𝑠𝑦𝑛

𝐴⁄

𝑘

, (10) 

where 𝑡𝑗,𝑘
𝑓𝑓

 is the time of the 𝑘th spike on neuron (𝑗, 𝑓𝑓). The coupling matrices 𝐶𝑖𝑗
𝐴𝑓𝑓,𝑙

 for 𝐴 =

𝐸, 𝐼 and 𝑓𝑓 = 𝐸, are random, i.e. C=1 with probability 𝑐𝑓𝑓 𝐾 𝑁𝑓𝑓⁄  and 𝐶𝑖𝑗
𝐴𝑓𝑓,𝑙

= 0 otherwise. 

Thus, a neuron (𝑖, 𝐴, 𝑙) receives, on average, 𝐾𝑓𝑓 = 𝑐𝑓𝑓𝐾 inputs from area 𝑙 − 1. The 

conductance �̅�𝑓𝑓
𝐴,𝑙

 that describes the weight of the feedforward presynaptic inputs is scaled with 

𝐾 as �̄�𝑓𝑓
𝐴,𝑙 = 𝐺𝑓𝑓

𝐴 √𝐾⁄ , where 𝐺𝑓𝑓
𝐴  is independent of 𝐾 and has equal strength for all cortical areas. 

The first cortical area received 𝑁𝑖𝑛𝑝 inputs from a population of LGN excitatory cells. These 

cells were not modeled explicitly, but they are assumed to have Poisson statistics. The firing 

rate of a LGN cell (𝑖, 𝑓𝑓) depended on the contrast 𝐶, which is given by 

𝑅𝑖
𝑓𝑓(𝐶, 𝑡) = 𝑅𝑓𝑓(𝐶)𝑔𝑖(𝑡), (11) 

where 𝑅𝑓𝑓(𝐶) = 𝑅𝑓𝑓𝑙𝑜𝑔10(𝐶 + 1) is the response amplitude due to the visual contrast. The 

excitatory LGN input, when 𝑙 = 1, to excitatory and inhibitory cortical populations, is modeled 

with the conductance, 𝑔𝑖(𝑡). 𝑔𝑖(𝑡) is the total conductance described in Equation 10, where 𝑡𝑖,𝑗
𝑓𝑓,0

 

is the time of the jth action potential by neuron (𝑖, 𝐿𝐺𝑁), and 𝑓𝑓 =E. 

The other source of external currents to the cortical neurons in area 𝑙 was the LP. Each cortical 

area received at the same time inputs from an excitatory population of thalamic neurons. This 

source of LP neurons were chosen randomly. Therefore, the input current from the LP to cortical 
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neuron (𝑖, 𝐴, 𝑙) follows 𝐼𝑙𝑝,𝑖
𝐴,𝑙 (𝑡) = −𝑔𝑐𝑡𝑥←𝑙𝑝,𝑖

𝐴 (𝑡)(𝑉𝑖
𝐴 − 𝑉𝐸

𝑐𝑡𝑥←𝑙𝑝
), where the term on the right-

hand side of the equation is the total conductance of neuron (𝑖, 𝐴, 𝑙) from all presynaptic LP 

inputs. Note that we changed 𝐼𝑖
𝐴,𝑙𝑝 = 𝐼𝑐𝑡𝑥←𝑙𝑝,𝑖

𝐴,𝑙
, to specify the cortical area 𝑙 that receives inputs 

from the LP. It obeyed, 

𝑔𝑐𝑡𝑥←𝑙𝑝,𝑖
𝐴,𝑙 (𝑡) =

�̄�𝑐𝑡𝑥←𝑙𝑝
𝐴,𝑙

𝜏𝑠𝑦𝑛
𝐴

∑ 𝐶𝑖𝑗
𝑐𝑡𝑥𝐴←𝑙𝑝𝐸,𝑙

𝑁𝑙𝑝

𝑗=1

∑ 𝑒
−(𝑡−𝑡𝑗,𝑘

𝑙𝑝
) 𝜏𝑠𝑦𝑛

𝐴⁄

𝑘

, (12) 

 

where 𝑡𝑗,𝑘
𝑙𝑝

 is the time of the 𝑘th action potential by neuron (𝑗, 𝑙𝑝). To avoid confusion, we 

considered the thalamic conductance such as 𝑔𝑐𝑡𝑥←𝑙𝑝,𝑖
𝐴,𝑙  for 𝑔𝑖

𝐴𝐵,𝑙
, with 𝐵 = 𝐸𝑙 being the 

excitatory population of neuron from the LP that connects to cortical area 𝑙. The connection 

matrices 𝐶𝑖𝑗
𝑐𝑡𝑥𝐴←𝑙𝑝𝐸,𝑙

, for 𝐴 = 𝐸, 𝐼, were random with probability 𝑐𝑐𝑡𝑥←𝑙𝑝 𝐾 𝑁𝑐𝑡𝑥←𝑙𝑝⁄ and 

𝐶𝑖𝑗
𝑐𝑡𝑥𝐴←𝑙𝑝𝐸,𝑙

= 0 otherwise. On average, cortical neurons received 𝐾𝑐𝑡𝑥←𝑙𝑝 = 𝑐𝑐𝑡𝑥←𝑙𝑝𝐾 

presynaptic connections from LP. Here, the conductance �̄�𝑐𝑡𝑥←𝑙𝑝
𝐴,𝑙

 describes the strength of the 

thalamic presynaptic input, which is scaled by 𝐾as �̄�𝑐𝑡𝑥←𝑙𝑝
𝐴,𝑙 = 𝐺𝑐𝑡𝑥←𝑙𝑝

𝐴 √𝐾⁄ , where 𝐺𝑐𝑡𝑥←𝑙𝑝
𝐴  is 

independent of 𝐾. 

 

Thalamic interactions 

 

Although the LP receives inputs from subcortical areas (Chalupa et al., 1983), the model 

considered that the external current for the thalamic neurons depended only on cortical inputs 

as shown by empirical data (Bender, 1983). A thalamic neuron (𝑖, 𝐴, 𝑙𝑝) received current inputs 

simultaneously from the four cortical areas. It obeyed, 

𝐼𝑒𝑥𝑡,𝑖
𝐴 (𝑡) =

− ∑ 𝑔𝑙𝑝←𝑐𝑡𝑥,𝑖
𝐴,𝑙 (𝑡)𝐿

𝑙

𝑊(𝑃𝐶, 𝑙)
(𝑉𝑖

𝐴 − 𝑉𝐸
𝑙𝑝←𝑐𝑡𝑥)

�̄�𝑙𝑝←𝑐𝑡𝑥,𝑖
𝐴,𝑙 (𝑡) =

�̄�𝑙𝑝←𝑐𝑡𝑥
𝐴,𝑙

𝜏𝑠𝑦𝑛
𝐴

∑ 𝐶𝑖𝑗
𝑙𝑝𝐴←𝑐𝑡𝑥𝐸,𝑙

𝑁𝑙

𝑗=1

∑ 𝑒−(𝑡−𝑡𝑗,𝑘
𝑙 ) 𝜏𝑠𝑦𝑛

𝐴⁄

𝑘

,

(13) 
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where 𝑡𝑗,𝑘
𝑙𝑝

 is the time of the 𝑘th action potential of neuron (𝑗, 𝑙𝑝). The weight 𝑊(𝑃𝐶, 𝑙) scales 

the input from the cortical layer 𝑙 to the LP, and it can be independent for each corticothalamic 

projection. The coupling matrices 𝐶𝑖𝑗
𝑙𝑝𝐴←𝑐𝑡𝑥𝐸,𝑙

, for 𝐴 = 𝐸, 𝐼, were random, i.e. C=1 with 

probability 𝑐𝑙𝑝←𝑐𝑡𝑥 𝐾 𝑁𝑙𝑝←𝑐𝑡𝑥⁄  and 𝐶𝑖𝑗
𝑙𝑝𝐴←𝑐𝑡𝑥𝐸,𝑙

= 0 otherwise. On average, thalamic neurons 

received 𝐾𝑙𝑝←𝑐𝑡𝑥 = 𝑐𝑙𝑝←𝑐𝑡𝑥𝐾 presynaptic connections from each cortex. Here, the conductance 

�̄�𝑙𝑝←𝑐𝑡𝑥
𝐴,𝑙

describes the strength of the cortical presynaptic input, which is scaled by 𝐾as �̄�𝑙𝑝←𝑐𝑡𝑥
𝐴,𝑙 =

𝐺𝑙𝑝←𝑐𝑡𝑥
𝐴 √𝐾⁄ , where 𝐺𝑙𝑝←𝑐𝑡𝑥

𝐴  is independent of 𝐾. 

 

Parameters 

 

The parameters for the cell dynamics were 𝐶𝑚 = 1 𝜇𝐹 𝑐⁄ 𝑚2, with conductances of leak 

currents of 𝑔𝐿,𝐸 = 0.1𝑚 𝑆 𝑐⁄ 𝑚2and 𝑔𝐿,𝐼 = 0.05 𝑚𝑆 𝑐⁄ 𝑚2for excitatory and inhibitory neurons, 

respectively. The other parameters that characterized the dynamic of neurons are: 𝑉𝐿 =

−70.6𝑚𝑉, 𝑉𝑇 = −50.4𝑚𝑉 and 𝛥𝑇 = 2𝑚𝑉. The parameters for the adaptation current were 𝑎 =

24𝑛𝑆, 𝑏 = 0.01𝑛𝐴, and 𝜏𝑎𝑑𝑎𝑝𝑡 = 60𝑚𝑠. For each area, the synapses’ parameters were: 𝐺𝐸0 =

1.425𝑚𝑠 ⋅ 𝑛 𝑆 𝑐⁄ 𝑚2, 𝐺𝐼0 = 1.89𝑚𝑠 ⋅ 𝑛 𝑆 𝑐⁄ 𝑚2, 𝐺𝐸𝐼 = 9.0𝑚𝑠 ⋅ 𝑛 𝑆 𝑐⁄ 𝑚2, 𝐺𝐼𝐼 = 13.5𝑚𝑠 ⋅

𝑛 𝑆 𝑐⁄ 𝑚2, 𝐺𝐸𝐸 = 22.5𝑚𝑠 ⋅ 𝑝 𝑆 𝑐⁄ 𝑚2, 𝐺𝐼𝐸 = 67.5𝑚𝑠 ⋅ 𝑝 𝑆 𝑐⁄ 𝑚2, with 𝜏𝑠𝑦𝑛 = 3𝑚𝑠 and 𝑉𝐸 =

0𝑚𝑉 and 𝑉𝐼 = −80𝑚𝑉. Recurrent connectivity for each cortical layer and the LP is 𝐾 = 400, 

the probability of connection was 𝑐𝐴 = 𝐾𝐴 𝑁𝐴⁄ , for 𝐴 = 𝑓𝑓, 𝐸, 𝐼. 

 

Variation of pathway connections 

 

We used the factors WFF, WCP, and WPC to change the weights of feedforward, 

pulvino-cortical and cortico-pulvinar projections. These factors multiply the ratio 𝐺𝐸0
𝛼 𝐺𝐼0

𝛼⁄ for 

those entry inputs. However, for some simulations (Figure 9, Figures S4 and S5), the ratio 

𝐺𝐸0
𝑙𝑝 𝐺𝐼0

𝑙𝑝⁄  of WCP changed across cortical areas to ensure a stable firing rate propagation until 

the last level of the system. WPC was normalized by the number of feedforward areas 
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(𝑊(𝑃𝐶, 𝑙), N=4), to avoid an oversaturation of thalamic activity due to an overload of cortical 

inputs. 

 

RESULTS 

 

In the present study, from the total number of neurons recorded, 97 (area 17) and 83 

(area 21a) units were analysed. The remaining neurons were discarded due to several factors 

such as: high response variability, loss of signal during recording sessions, units’ failure to 

recover after the thalamic injections of GABA, or unsuccessful thalamic inactivation (Figure 

S5). Descriptive statistics (mean, median and SEM values) of all CRF parameters and respective 

significance levels (p-values) from statistical comparisons are summarized in tables provided as 

supplementary material. 

 

Effects of LPl inactivation on the CRF of area 17 neurons  

 

The lateral part of the LP nucleus (LPl) is the only subdivision of the cat pulvinar that is 

directly connected to the primary visual cortex in a reciprocal manner (Berson and Graybiel 

1983; Casanova 1993). Silencing the LPl yielded changes in the CRF profile of 59 out of 97 

area 17 neurons (CI overlap mean of 20,96% ± 2,29).  Most changes in the CRF profile were 

observed at a contrast levels greater than 25%. Figure 2 shows three representative examples of 

the impact of LPl inactivation on the contrast response of neurons in area 17. In panel A, the 

LPl inactivation yielded an increase in firing rate (facilitation) of the cortical neuron.  This 

enhancement of activity was observed in 19 units (~32%). Panel B depicts the most frequently 

observed effect, i.e. a decrease (suppression) in the firing rate (37 cells; ~63%). Three neurons 

exhibited a rightward shift of the contrast function (Panel C) and four out of the 19 units showing 

an increase in firing rate also displayed such rightward shift. In most cases, these changes of 

activity were not accompanied by significant modification in the cells’ preferred orientation and 

direction and in corresponding tuning functions. Thus, two main groups of cells were identified 

based on the effect of LPl inactivation: those with facilitated and suppressed responses.  
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Figure 2. Effects of the reversible inactivation of LPl on the contrast response function (CRF) of 

three neurons from area 17. Neuronal responses during control (blue), thalamic inactivation (red) and 

recovery (black) are shown. In panels 1-4, Raster plots and PSTHs (1), CRFs (2), direction tunings (3) 

and spike waveforms (4) are presented for each neuron. A) The LPl inactivation yielded an increase on 

the neuron’s firing rate at contrast levels higher than 25 % (A2). B) The neuron exhibited a reduction of 

the firing rate at higher contrast levels (> 25%) during LPl inactivation (B2). C) Here, the LPl inactivation 

yielded a rightward shift of the neuron’s CRF (C2). Note that no changes on the direction selectivity was 

observed in none of the units shown (Panels 3’s). In PSTHs, gray areas represent the duration of the 

presentation of the visual stimulus (drifting gratings). In CRF plots (panels 2’s), dots and error bars 

represent the average and SEM of neurons’ firing rates at different contrasts and lines represent the curve 

fitting by the Naka-Rushton function. In panels 3’s, SEM are represented as shaded areas. In panels 4’s, 

average spike waveforms are depicted as black lines. Ctr = control; Inj = thalamic inactivation; Rec = 

recovery.  
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The effects of the LPl inactivation were further characterized by analyzing the parameters of the 

Naka-Rushton function (equation 1). Changes on each variable of the equation represented a 

specific type of gain control of the contrast response curve. Here we identified four contrast-

tuning parameters (Figure 1). The first, contrast gain, is characterized by changes in C50 and 

represented by a horizontal shift of the curve. The second, response gain, is distinguished by 

changes of the Rmax and consequently of the contrast curve dynamic range. The third, baseline 

control, is described by a change in Blsn and represented by a vertical shift of the contrast 

response curve. Finally, slope control is characterized by changes in the exponential factor (n). 

In order to characterize the type of modulation exerted by the pulvinar, each parameter was 

compared between control and GABA injection conditions for the 59 area 17 cells that showed 

a significant change of activity. Overall, the impact of the LPl inactivation consisted on a change 

in response gain (Rmax) and baseline control of neurons in the primary visual cortex.  Figure 3 

illustrates that the neurons in the “facilitated” group exhibited increased response gain and 

baseline (Panels A and B) while for the “suppressed” group, the LPl inactivation yielded a 

significant reduction of these two parameters (panels C and D).  

 

Percentage of variation for the two populations in area 17 

 

The magnitude of the effects of the LPl inactivation was assessed by calculating the 

percentage of variation (%Var) of the CRF parameters (see Methods for details). Positive and 

negative %Var values indicate a decrease and increase of a given parameter during inactivation, 

respectively. Here, we compared the %Var of the CRF parameters between the two previously 

defined cell groups (facilitated and suppressed) and the total neuronal sample. In accord with 

the previous analysis, facilitated and suppressed groups exhibited an increase and decrease in 

the percentage of variation of the response gain and baseline computed from their CRF (Figure 

4). In addition, both groups exhibited larger variations on these parameters in comparison with 

the total sample (i.e. all 59 cells) that exhibited a slight decrease in response gain and baseline. 

These data corroborate our previous analysis supporting the notion that two neuronal 

populations in area 17 were distinctly affected by the LPl inactivation.  
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Figure 3. Impact of LPl inactivation 

on the CRF parameters Rmax and 

baseline of neurons from area 17. 

The normalized Rmax and baseline 

were compared between control (Ctr) 

and thalamic inactivation (Inj) 

conditions for two distinct neuronal 

populations with facilitated (A-B) and 

suppressed (C-D) responses at high 

contrast levels during inactivation. 

Neurons from the facilitated group 

exhibited an increase in Rmax (A) and 

baseline (B) during LPl inactivation 

whereas those from the suppressed 

group showed a decrease in both 

parameters (C-D). E-F) Scatter plots of 

Rmax and baseline of the two groups. 

Linear regression lines for facilitated 

(solid line over filled circles) and 

suppressed (dotted line over empty 

circles) groups are depicted. For the 

facilitated group, the regression lines 

of Rmax (p = 0.09, r2 = 0.13) and baseline (p < 0.001, r2 = 0.8) lie above the unity line (dashed line), 

while the inverse is observed for the suppressed group (Rmax: p < 0.001, r2 = 0.3; baseline: p < 0.001, 

r2 = 0.7).  *** p<0.001. In A-D, solid and dotted lines indicate mean and median values. 
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Figure 4. Comparison the percentage of variation (%Var) of the CRF parameters Rmax and 

baseline of neurons from area 17. Here, the total population is compared with the facilitated and 

suppressed groups. A) %Var of Rmax. In average, facilitated neurons exhibited negative %Var values 

indicating an increase in the CRF response gain during LPl inactivation. In contrary, suppressed neurons 

showed positive %Var values representing a decrease of the CRF response gain. The pooled dataset 

(Total) exhibited a slight decrease of the CRF response gain as a smaller average positive Rmax %Var 

value. B) %Var of baseline. As for the Rmax, facilitated neurons exhibited negative %Var values while 

the suppressed group showed positive values indicating a decrease and increase of baseline levels, 

respectively. The total population exhibited small positive %Var baseline values indicating a slight 

decrease on this parameter. In boxplots, solid and dotted lines indicate mean and median values, 

respectively. *** p<0.001. 

 

Effects of LPl inactivation as a function of cortical depth and cell type in area 17 

 

The %Var of the effects of LPl inactivation on the CRF of area 17 neurons was analyzed 

as a function of their laminar position, their response modulation to gratings (simple and 

complex cells) and their spike waveform (putative excitatory or inhibitory neurons; Figure 5; 

Table S3).  
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Figure 5. Comparison the percentage of variation (%Var) of Rmax and slope of neurons from area 

17 in function of their physiological properties and cortical laminar position. Data were compared 

between simple and complex cells (A, D, G, J), putative excitatory (regular spiking) and inhibitory (fast 

spiking) cells (B, E, H, K) and cortical laminar position (C, F, I, L). A) PSTH and raster plots of a simple 

and a complex cell. B) Spike waveforms of a regular spiking (RS) and a fast spiking (FS) neurons. C) 

Reconstruction of recording contacts (magenta dots) across the cortical depth of area 17. D-F) Proportion 

of neurons in the different categories compared. G-I) %Var plots for Rmax. In H, RS neurons were more 

impacted by LPl inactivation exhibiting an decrease in the response gain (i.e., positive %Var values). In 
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I, there was a tendency that neurons from deep layers exhibiting an average decrease in the response gain 

as well. J-K) %Var plots for slope. UN = unclassified, Sup = superficial layers. ■ p<0.1, * p<0.05. IN 

boxplots, solid and dotted lines indicate mean and median values, respectively. In A, shadowed regions 

indicate the duration of the stimulus presentation (drifting gratings). 

Simple vs complex cells 

Out of the 59 units analyzed, 39% and 61% were classified as simple and complex cells 

respectively (Figure 5D). The proportion observed in our study resemble that previously 

reported in the cat primary visual cortex (Skottun et al. 1991). No differences were observed 

between simple and complex cells regarding the CRF parameters.  

Putative excitatory vs inhibitory cells 

From the total number of neurons recorded, 823 units were submitted to the analysis of 

the spike waveform (Figure S2). From those, a total of 780 units were classified as putative 

excitatory (72%) and inhibitory (28%) neurons. The proportion of excitatory/inhibitory neurons 

found in our study agrees with previous observations in cat visual cortex (Gabbott and Somogyi 

1986). From the 59 area 17 neurons included in the analysis, 32% and 58% were classified as 

putative excitatory and inhibitory, while 10% were unclassified (Figure 5E). The comparison of 

the CRF parameters between the two neuronal categories revealed that putative excitatory 

neurons exhibited greater changes in the response gain and slope control in comparison with 

inhibitory neurons during LPl inactivation (Figure 5H,K). For instance, putative excitatory 

neurons showed an average decrease of 15,52% while inhibitory neurons showed a slight 

increase of 0,8% in response gain during inactivation. Similarly, excitatory neurons showed a 

large increase (17,1%) in the slope while inhibitory neurons exhibited a smaller decrease (6,4%).  

Superficial vs deep layers 

The analysis of laminar position showed that 8.6%, 18.6%, and 72.8% were neurons 

from layers I/II, III/IV, and V/VI, respectively (Figure 5F). Thus, most neurons were recorded 

from deep cortical layers (V/VI). This sampling bias was most likely due to the angle of insertion 

of the probe in the cortex where a larger number of contacts was located in layers V/VI. 

Therefore, for statistical comparison, neurons were grouped into superficial (I-IV) and deep 

layers (V/VI). Figure 5I shows that the LPl inactivation tended to preferentially enhance the 
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response gain in the superficial layers while reducing it in the deep layers (P = 0,07, Wilcoxon 

rank sum test).  

Finally, we investigated the potential association between the two groups found in area 17 

(facilitated and suppressed) and the anatomo-physiological parameters. No significant 

relationship (Fisher’s exact test) was found in any of the parameters indicating that the distinct 

effects in area 17 induced by the LPl inactivation were independent of the cell type (simple vs 

complex; excitatory vs inhibitory) and its gross laminar position (superficial vs deep layers). 

 

Effect of LP inactivation on the CRF of neurons from area 21a 

 

In contrast to area 17, area 21a receives direct projections from neurons in the medial 

and lateral parts of the LP nucleus. Consequently, both subregions were targeted in distinct 

experiments.  Out of the 83 neurons tested in area 21a, 45 and 38 were recorded during the LPl 

and LPm inactivation experiments, respectively. The evaluation of the CIs overlaps revealed 

that the inactivation yielded changes in the CRF profile of a large number of cells: 35 out of 45 

in LPl experiments and 34 out of 38 in LPm. 

Figure 6 shows four representative examples of the impact of LPl (A-B) and LPm (C-D) on the 

contrast response of area 21a neurons. For both LPl and LPm experiments, most changes 

occurred at contrast levels above ~26%. In LPl experiments, the inactivation yielded a 

facilitation of the visual responses in most neurons (~86; Figure 6A-B). For the remaining 

neurons (5 out of 35), the inactivation yielded a suppression of responses from which two units 

also exhibited a rightward shift of the CRF. The LPm inactivation also yielded a facilitation of 

visual responses at higher contrast levels for most units (31 units, ~ 91%; Figure 6C-D). 

However, 11 of these cells also showed a rightward shift of the CRF, and only three units (~9%) 

exhibited suppression in their visual responses during thalamic inactivation. Thus, the 

inactivation of both LP subdivisions yielded more homogenous effects on the CRF of 21a 

neurons that those observed in area 17 after LPl inactivation and these effects were mainly 

characterized by a response facilitation.  
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Figure 6. Effects of the reversible inactivation of LP on the contrast response function (CRF) of 

four neurons from area 21a. A-B) Examples of the effects of the inactivation of the lateral LP 

subdivision (LPl). C-D) Examples of the impact of the medial LP (LPm) inactivation. Note that the main 

impact in both subdivisions was an increase in the firing rate at high contrast levels (Panels 2’s) with a 



 

100 

larger impact during LPm inactivation (C2 and D2). No changes on the direction selectivity were 

observed (Panels 3’s). The same layout from figure 2 is applied here. 

 

Next, the effects of the inactivation of both subdivisions were further characterized by 

analyzing the CRF parameters (Table S4). Figure 7 shows the main effects of LPl and LPm 

inactivation on the contrast response of 21a neurons. The LPl inactivation yielded an increase 

in response gain and baseline (panels A-B). As in LPl experiments, the main effects of LPm 

inactivation consisted on increases in response gain and baseline (panels C-D). In addition, the 

LPm inactivation yielded an increase in the contrast gain (C50) and a reduction in the curve 

slope. 

 

Figure 7. Impact of LP inactivation on 

the CRF parameters Rmax and 

baseline of neurons from area 21a. The 

normalized Rmax and baseline were 

compared between control (Ctr) and 

thalamic inactivation (Inj) conditions 

during inactivation of the LPl (A-B) and 

LPm (C-D). The LPl inactivation yielded 

an increase in Rmax (A) and baseline (B). 

In comparison, the inactivation of the 

medial LP subdivision (LPm) yielded a 

greater increase in Rmax (C) and a similar 

increase in baseline (D). E-F) Scatter plots 

of Rmax and baseline of LPl (filled 

circles) and LPm (empty circles) 

inactivation. Note that most of data points 

and of both groups were located above the 

unity line (dashed line) showing an 

increase in Rmax (linear regression LPl: p 

< 0.05, r2 = 0.13; LPm: p < 0.01, r2 = 

0.29) and baseline (linear regression LPl: 
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p < 0.001, r2 = 0.72; LPm: p < 0.001, r2 = 0.52). The same layout from figure 3 is applied here. ** 

p<0.01, *** p<0.001. 

 

Effects of LP inactivation as a function of cortical depth and cell type of area 21a neurons 

Out of the 69 neurons analyzed, most were complex-like (N = 66) with only three were 

classified as simple-like cells. This proportion is in accordance with previous reports showing 

that most area 21a neurons have complex-like receptive fields (Wimborne and Henry 1992; 

Dreher et al. 1993; Tardif et al. 1996). Regarding the other properties, the percentage of variation 

(%Var) of the CRF parameters of 21a neurons were compared in function of the cell type 

(putative excitatory vs inhibitory cells; Table S5) and laminar position (superficial vs deep 

layers; Tables S6).  

Putative excitatory vs inhibitory cells 

The spike waveform analysis revealed that 37 and 23 neurons were classified as putative 

excitatory (RS) and inhibitory (FS) cells, respectively. In LPl experiments, the proportion of 

putative excitatory and inhibitory cells was ~ 43% (15 units) and ~ 57% (20 units), while in 

LPm, they composed ~ 86% (22 units) and ~ 12% (3 units) of the sample, respectively. Due to 

the low number of FS neurons recorded during LPm inactivation (N= 3), no statistical analysis 

was performed. Regarding the LPl experiments, the CRF slope of excitatory and inhibitory 

neurons were distinctively affected during inactivation (P = 0,02, Wilcoxon rank sum test) 

where excitatory neurons showed a larger decrease (31,26% vs 0,37%). 

Superficial vs deep layers 

 

In LPl experiments, ~17% and ~83% were from layers III/IV and V/VI, respectively. In 

LPm experiments, ~ 10%, ~ 31%, and ~ 59% were neurons from layers I/II, III/IV, and V/VI, 

respectively. The same sampling bias observed in area 17 was thus also present here, where 

neurons from deep layers were more represented in the sample. Thus, for statistical comparison, 

we grouped the neurons in superficial (layers I-IV) and deep (layer V/VI) layers. 

Neurons from superficial and deep layers were distinctively impacted by LPl inactivation. 

Differences were observed in the response gain and slope control. For instance, the LPl 
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inactivation yielded an average increase of the response gain in both superficial (%Var Rmax 

mean of -46,55% ± 9,28) and deep layers (%Var Rmax mean of -9,71% ± 5,05), but with more 

pronounced effect in the former (by a factor of 4.8 times; P < 0,01, Wilcoxon rank sum test). In 

addition, neurons from superficial layers exhibited a more pronounced decreased in the CRF 

slope (%Var n mean of 50,22% ± 12,74) in comparison with neurons from deep layers (%Var n 

mean of 6,03% ± 8,01; P < 0,05, Wilcoxon rank sum test). In contrast to the above observations, 

there was no relationship between the changes in response and the laminar position of the cells 

when the LPm was inactivated. 

Comparison of LP effects across cortical areas  

The amplitude of the effects of thalamic inactivation between areas 17 and 21a was 

assessed by comparing the %Var of the CRF parameters. Since our goal was to evaluate the 

global impact of thalamic inactivation on both cortical areas (LPl for areas 17 and 21a; LPm for 

area 21a only), in this analysis, the total sample from area 17 was considered. In area 17, the net 

impact of LPl inactivation was characterized by a small decrease in the response gain and 

baseline. Conversely, in area 21a, the LPl yielded a larger increase of response gain and baseline 

(Figure 8). However, the LPm inactivation yielded even larger changes on response gain and 

baseline. For instance, the average %Var of response gain during LPm inactivation was ~ 2.7 

and ~ 7.7 times larger than those induced by LPl inactivation on area 21a and 17, respectively. 

Additionally, the increase of the baseline was ~ 2.97 and ~ 7.27 times larger than that observed 

in area 21a and 17 during LPl inactivation, respectively.  
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Figure 8. Comparison the percentage of variation (%Var) of Rmax and baseline between area 17 

and 21a during LP inactivation. The net effects of LPl and LPm inactivation on areas 17 and 21a were 

compared. A) Rmax %Var. In area 17, LPl inactivation yielded a small positive Rmax variation while in 

area 21a, both LPl and LPm inactivation yielded stronger negative variations of this parameter. Thus, 

the effect of LPl inactivation was a slight decrease in the CRF response gain in area 17 whereas in area 

21a, an increase was observed. B) Baseline %Var. Similarly, LPl yielded a slight positive change in the 

baseline %Var in area 17, while in area 21a, LPl and LPm inactivation yielded a larger negative change 

in this parameter. Note that the largest changes on both Rmax (A) and baseline (B) were observed in area 

21a during LPm inactivation. Solid and dotted lines indicate mean and median values, respectively. ** 

p<0.01, *** p<0.001. 

 

Modelling the transthalamic pathway 

Our experimental data showed that the main impact of the LP inactivation in the CRF of areas 

17 and 21a was characterized by small decreases and large increases in the response gain, 

respectively. Here, we created a theoretical model in order to mimic those effects. The 

theoretical cortical visual system was simulated by a network of four layers connected in a 

feedforward way with excitatory inputs (Feedforward network, FFN). The LP was represented 

by an external and parallel population of neurons interacting with the FFN through reciprocal 

excitatory connections (Figure 9A). The first area of the network received an external input 

mimicking the LGN projections. The LGN firing rate consisted on uncorrelated Poisson 

excitatory spikes which varied logarithmically with contrast. This signal mimicked the visual 
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contrast used in our experiments. This arrangement of connections between areas allowed a 

stable propagation of the signals across the FFN. For instance, in each level of the FFN, the 

activity increased in function of the contrast mimicking the CRF (Figure 9B). This was 

previously observed in other theoretical studies proposing that the pulvinar allows a stable 

propagation of visual signals across the cortex preserving the contrast sensitivity at higher levels 

of the hierarchy (Cortes and Van Vreeswijk 2012; Cortes and van Vreeswijk 2015).  

After creating the corticothalamic system, the GABA injection in LP was simulated as a global 

reduction of its connectivity strength (50% of the initial strength). The robust recurrent 

connectivity between excitatory and inhibitory neurons produced a net increase of the LP output 

firing rate at higher contrast levels. Then, the effects of the GABA injection with LP-cortical 

projections targeting either excitatory or inhibitory cortical populations was assessed (Figure 

S3). First, excitatory neurons of the FFN received LP projections with equal strength of 

connectivity. During the control period, the neuronal activity was transmitted nonlinearly 

throughout the visual cortex, creating a stair-shaped CRF in the last area (Figure S3A). This 

unrealistic response was avoided by gradually increasing the strength of LP connections from 

the first to the last cortical area. Here, the dynamic range of cortical areas showed a greater 

increase during LP inactivation than during control periods (Figure S3B). In contrast, when only 

inhibitory neurons were targeted, the CRF dynamic range decreased during LP inactivation 

(Figure S3C-D). Interestingly, as revealed in our experimental findings, the neurons’ CRFs were 

modulated mostly at high contrast levels. Indeed, the CRF in all cortical areas were scaled up or 

down when excitatory or inhibitory neurons were targeted mimicking the response gain control 

observed in the present study. The model produced these results when the cortico-LP 

connectivity strengths were weak while the LP-cortical ones were strong. In this setting, the LP 

controlled the cortical response gain, as previously described (Cortes and Van Vreeswijk 2012; 

Cortes and van Vreeswijk 2015). Next, another scenario was created in which the LP-cortical 

inputs targeted both excitatory and inhibitory cortical populations (Figure 9). Here, the weights 

of LP-cortical connections targeting inhibitory populations were equal for each cortical area 

while the weight of connections targeting excitatory populations was progressively increased 

across the FFN (Figure 9A). This solution was found when LP-cortical weights were stronger 

than the cortico-LP ones. This possible solution is supported by our experimental findings where 
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both putative excitatory and inhibitory neurons were impacted by LP inactivation, but with 

greater effects observed in excitatory neurons.  

 

Figure 9. Modelling the transthalamic pathway. A) Model of a layered feedforward network (FFN) 

of four areas connected reciprocally to an external structure (pulvinar). Each area of the model, including 

pulvinar, consists of excitatory and inhibitory neurons connected strongly to reach the balanced state. 

The input to area 1 is K=400 excitatory uncorrelated Poisson spikes. The excitatory population of one 

area connects homogeneously in a random manner the neurons of the next area. The feedforward 

connections has on average K numbers of synapses, wit equal strength of connectivity (WFF ) across the 

four areas. Pulvinar receives and sends excitatory projections from and to the FFN, with weights WPC and 

WCP, respectively. Note, however, that the excitatory connectivity from the pulvinar to the excitatory 

neurons in area 1 is weaker than the connectivity to the excitatory population in the last area. B) Firing 
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rate as a function of contrast for the four cortical areas. Dots represent simulation results for control 

(blue) and inactivation (red) conditions. Solid lines are fits of contrast response functions (CRF). Note 

that the first area decreases and the last increases its firing rate during inactivation. Inactivation consists 

of a reduction of pulvinar internal weights by 25%. C) Left graph shows firing rate of last area when 

pulvino-cortical weights (WPC) increase while magnitudes of cortico-pulvinar connections remain fixed 

(WCP= 0.6). Right graph shows firing rate of last area when pulvino-cortical weights (WPC) increases and 

WPC= 4. The two set of simulations have equal cortico-cortical strength of connectivity (WFF = 10). 

 

In the above-mentioned solutions, the simulation of the GABA injections yielded a net increase 

of the LP output. In order to mimic a decrease of the LP output firing rate, only the weights of 

inhibitory connections were reduced (50% decrease of initial strength). In this setting, the 

weights of LP-cortical inputs targeting excitatory populations were the same across the cortical 

areas while the weights to inhibitory populations gradually increased from the first to the last 

area. In addition, the LP-cortical weights were weaker than the cortico-LP ones. In this setting, 

a qualitatively similar solution was obtained where the LP inactivation yielded a decrease and 

an increase of the response gain in the first and last cortical areas (Figure S4). However, in this 

case, our model could not mimic the greater increase of the response gain at the last cortical 

area.  

In our simulation, the LP inactivation resulted in a decrease and increase of the firing rate at 

high contrast levels in the first and last areas of the FFN, respectively. The progressive increase 

of the weights of LP-cortical connections on the FFN induced a considerable increase of the 

firing rate in the last area of the chain, mimicking the increased response gain shown by neurons 

in area 21a (Figure 9B). Thus, our model supports the notion that the LP controls the contrast 

response in areas 17 and 21a by modulating the excitatory and inhibitory inputs in a balanced 

way (Abbott and Chance 2005), characterized by changes in the response gain rather than a 

contrast gain. None of the solutions proposed in our theoretical model showed changes in the 

contrast gain, as observed in neurons from area 21a during LPm inactivation.  
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DISCUSSION 

In this study, we investigated the impact of the reversible pharmacological inactivation 

of the LP nucleus on the contrast response of neurons in a low (area 17) and a higher-level area 

of the cortical hierarchy (area 21a). Our findings demonstrated that LP inactivation yielded 

distinct changes on the CRF of cortical neurons. In area 17, the main impact of LPl inactivation 

on the neurons’ CRFs was characterized by a small decrease in the response gain. Conversely, 

in area 21a, the LPl inactivation yielded a more pronounced increase in the neurons` response 

gain. During LPm inactivation, changes were observed in all CRF parameters of 21a neurons 

with a strikingly large increase in the response gain and an increase in contrast gain, baseline 

and a reduction in the slope.  

The area 21a is placed at a higher level in the cortical hierarchy in relation to area 17 and is 

considered as a gateway area of the cat ventral stream (Payne 1993; Scannell et al. 1995). 

Several distinctions are also observed at a functional level where the response profile of 21a 

neurons is more similar to LP neurons (e.g. binocularity, complex-like RFs) than to those from 

area 17 (Tardif et al. 1996; Vickery and Morley 1999). Thus, in order to obtain comparable 

measures of the effects of the thalamic inactivation, it was imperative to use a visual stimulus 

that reliably elicits neuronal response in both cortical areas. In the present study, drifting gratings 

with varying contrasts were found to be a suitable stimulus as neurons from both cortical areas 

were sensitive to contrast changes. Indeed, contrast sensitivity is observed in several areas across 

the visual system (Enroth-Cugell and Robson 1966; Tardif et al. 1996; Avidan et al. 2002; 

Burkhardt 2011) and, with some exceptions (Sani et al. 2013), the contrast response is 

stereotypically described as a sigmoidal curve better characterized by a hyperbolic function 

(Naka and Rushton 1966). Here, the responses of neurons from both cortical areas were well 

fitted by the Naka-Rushton function which allowed us to characterize, quantify and compare the 

distinct types of gain control of the CRF during thalamic inactivation.  

The CRF as a measure of the nature of thalamocortical projections 

Projections to and from distinct thalamic nuclei involved in visual, auditory and 

somatosensory processing were previously characterized based on their anatomical and 

physiological properties (Sherman and Guillery 1996; Reichova and Sherman 2004; Lee and 
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Sherman 2008; Ji et al. 2016). Two main categories were identified: drivers and modulators. 

Driver inputs carry the main message while modulators modify that message (Sherman and 

Guillery 1998). Alternatively, drivers and modulators can be distinguished based on how the 

excitatory and inhibitory inputs are integrated affecting a neuron’s firing rate (Chance et al. 

2002; Abbott and Chance 2005).  In this classification framework, a driver control is 

characterized by a push-pull mechanism between excitatory and inhibitory inputs (Anderson et 

al. 2000) while a modulatory effect occurs by the combination of both input types in a balanced 

mode (Vreeswijk and Sompolinsky 1996; Chance et al. 2002). Indeed, theoretical and 

experimental data have shown that push-pull excitation and inhibition yield additive/subtractive 

effects in a neuron’s firing rate (Gabbiani et al. 1994; Anderson et al. 2000). On the other hand, 

multiplicative/divisive changes of a neuron’s firing rate occur when the level of balanced inputs 

(i.e., combined excitatory and inhibitory signals) is modified (Chance et al. 2002; Abbott and 

Chance 2005). Here, we applied this principle to the interpretation of the effects of LP 

inactivation on the contrast response curve. For instance, additive/subtractive changes of the 

CRF are translated by changes in the contrast gain and baseline control while 

multiplicative/divisive effects are observed as changes in the response gain and slope control 

(Figure 1). Thus, based on this interpretation, we observed that the LP inactivation yielded 

mainly modulatory effects on the CRF of areas 17 and 21a.  

The nature of LP inputs in the primary visual cortex 

Our findings showed that the influence of LPl on neuronal responses in area 17 was 

mostly modulatory, as revealed by an increase (facilitated group) and a decrease (suppressed 

group) in the response gain during inactivation. In a study aimed at determining the impact of 

pulvinar on oscillatory activity in the cat (Molotchnikoff and Shumikhina 1996) reported 

increased and decreased responses to high contrast (50 and 80%) drifting gratings during LPl 

inactivation. These changes can be explained by the modulation of the CRF response gain 

observed in the present study. In primates, the visually evoked and spontaneous activity of 

neurons from V1 supragranular layers was strikingly reduced during pulvinar inactivation 

(Purushothaman et al. 2012). These results suggest that the pulvinar would be essential for the 

activity of neurons in this region which can be interpreted as a driver input. Our findings are at 

odds with this assumption since the impact LPl inactivation was almost exclusively modulatory 
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as shown by the effects on the response gain. Previous theoretical studies have investigated the 

potential role of the pulvinar in visual cortical circuitry (Crick and Koch 1998; Cortes and Van 

Vreeswijk 2012; Cortes and van Vreeswijk 2015). For instance, Crick and Koch (Crick and 

Koch 1998) proposed the so-called “no-strong-loop” hypothesis which predicts that two 

reciprocally connected areas cannot drive each other, which otherwise would inevitably cause 

the system to oscillate uncontrollably. Based on this hypothesis, since LPl receives its main 

driving inputs from area 17 (Abramson and Chalupa 1985; Chalupa and Abramson 1989; 

Casanova et al. 1997), it would be unlikely that the thalamocortical projections would be a driver 

in nature. Indeed, our findings further supports this hypothesis where the nature of the LPl inputs 

to area 17 is modulatory. 

The nature of LP inputs in area 21a 

Our findings demonstrated that the LP nucleus exerts a stronger modulatory influence 

on area 21a than on area 17. Previous studies indicated a modulatory role of pulvinar on higher 

order cortical areas. For instance, in primate area V2, Soares et al. (Soares et al. 2004) showed 

that the pulvinar inactivation yielded an increase in the neurons’ spontaneous activity and visual 

responses. Here, we provided evidence that these effects may originate from changes in baseline 

and response gain of cortical neurons. In cats, a previous study from our group (Minville and 

Casanova 1998) showed that the LPl inactivation had a small impact on the basic properties of 

neurons from the PMLS area (e.g., spatial frequency and direction tunings), an extrastriate area 

from the cat dorsal stream (Dreher et al. 1996). Thus, one may conclude that the LP does not 

participate on the creation of basic properties in this higher order visual area, therefore in 

agreement with a modulatory rather than a driver input. Similarly, our results showed that LPl 

exerts a modulatory influence on the contrast processing in area 21a. The modulatory nature of 

the LP input to area 21a was not expected since most projections end in layer IV and thus, be 

considered as drivers, i.e. contributing to basic receptive field structure of neurons (Felleman 

and Van Essen 1991; Jones 2001; Sherman and Guillery 2013). This suggests that the general 

scheme of organization described along the geniculo-cortical pathway may not be applied to 

extrageniculate pathways. Indeed, it is well known that LGN neurons reaching layer IV provide 

a driver input to the primary visual cortex (Kandel and Schwartz 2013; Sherman and Guillery 

2013).  
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However, nothing is black and white here. Although the main influence of LPm on area 21a was 

modulatory (as for LPl), characterized by an increase in the response gain, a driver component 

was equally present since an increase in the contrast gain was also observed (Figure 10). The 

weight of the LP driver signals with respect to that of the LP modulatory signals remains to be 

determined. Similarly, we do not know how it compares to cortical signals. It is unlikely that 

this driver component exerts a stronger impact in area 21a than the cortico-cortical feedforward 

pathway given the fact that the latter is essential for the maintenance of the contrast sensitivity 

in the cortical network (Litvak et al. 2003; Kumar et al. 2010; Cortes and van Vreeswijk 2015).  

While both lateral and medial subdivisions of the LP are connected to area 21a, they receive 

their main excitatory inputs from area 17 and superior colliculus, respectively (Berson and 

Graybiel 1983; Raczkowski and Rosenquist 1983; Abramson and Chalupa 1985). Therefore, 

distinct neuronal properties are observed between the LP subdivisions which resemble their 

respective main inputs (Chalupa et al. 1983; Chalupa and Abramson 1989; Casanova et al. 1991, 

1997). Interestingly, the distinct effects of the inactivation of the two LP subdivisions on the 

CRF of area 21a neurons may reflect their respective functional roles. For instance, the 

predominantly modulatory inputs from LPl may be related to the modulation of the processing 

of visual information through the transthalamic pathway. On the other hand, the presence of 

driving components in the LPm inputs may be related to the processing of visuo-motor signals 

originated from the superior colliculus.  
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Figure 10. Scheme of the nature of 

pulvino-cortical connections with the 

primary visual cortex and an 

extrastriate area based on our 

findings. The hypothetical scheme 

shown in figure 1 is updated here taking 

into account our findings. The 

prediction made for the nature of 

pulvino-cortical inputs in the primary 

visual cortex (e.g., area 17) was 

confirmed indicating that it is mostly 

modulatory. This was exemplified in 

our study mainly by non-linear changes 

(i.e., response gain) in the CRF of 

neurons from area 17 during LPl 

inactivation. On the other hand, the 

impact of LP (LPl and LPm) 

inactivation was mostly characterized 

by changes on the response gain and 

contrast gain of the CRF of neurons 

from area 21a. This indicates that the pulvino-cortical projections exert both a modulatory (LPl) and 

driver (LPm) actions on the neuronal activity in a higher-order area from the ventral stream (area 21a), 

challenging our initial predictions (see figure 1).   
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Functional implications of the role of the pulvinar on cortical processing 

Our findings showed that the LP exerts distinct modulatory influences on the contrast 

processing in areas 17 and 21a. In addition, the stronger impact of LP inactivation in area 21a 

suggests that the pulvinar may play a more important role on visual processing at higher levels 

of the cortical hierarchy. What mechanisms could underlie these distinct effects? In our 

theoretical model, differences in the target population as well as in the strength of 

thalamocortical connections could represent a possible mechanism for the distinct effects of LP 

inactivation on the visual cortex. Our simulation strongly suggests that the LP regulates cortical 

contrast responses by a gain control mechanism based on the variation of the balanced forces 

between excitatory and inhibitory cortical populations (Abbott and Chance 2005; Cortes and 

van Vreeswijk 2015). Thus, our experimental and theoretical data support the notion that the 

pulvinar impact on the visual processing at higher levels of the cortical hierarchy is mostly 

modulatory.  

It is well known that the pulvinar participates in modulatory visual processes such as attention 

and visual salience (Petersen et al. 1987; Desimone et al. 1990; Robinson and Petersen 1992; 

Saalmann and Kastner 2009, 2011; Snow et al. 2009; Saalmann et al. 2012). In the primate area 

V4, an homolog of area 21a in cats (Payne 1993), the neuronal responses are extensively 

modulated by attention (Saalmann et al. 2012; Zhou et al. 2016). Previous studies reported 

changes on the CRF of V4 neurons when animals were engaged in attention-demanding tasks 

(Reynolds and Desimone 1999; Reynolds et al. 2000; Williford and Maunsell 2006; Hudson et 

al. 2009). Interestingly, one study (Williford and Maunsell 2006) demonstrated that the 

attentional modulation of the contrast response of neurons from V4 was predominantly 

characterized by changes on the response gain. Recent evidence indicated that the pulvinar 

mediates the attentional effects in area V4 (Zhou et al. 2016). Thus, one may hypothesize that 

the pulvinar plays an essential role on the attentional modulation of the contrast response in area 

V4. In our study, given that the experiments were carried out in anesthetized cats, we could not 

test this hypothesis. However, the mechanisms underlying the changes observed here may be 

those involved in awake animals. On the other hand, Zhou et al. (Zhou et al. 2016) observed 

that the pulvinar inactivation affected the neuronal responses in area V4 regardless of the 

attentional effects suggesting that the pulvinar is actively implicated in the basic processing of 
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visual information in this cortical area. Indeed, this was corroborated by our findings supporting 

the notion that the pulvinar is actively implicated in the modulation of the visual processing in 

extrastriate areas of the ventral stream. 

The present study demonstrates that the pulvinar plays an important role in high-level processing 

of visual information by distinctively influencing the cortical neuronal activity. The pulvinar is 

extensively connected with several cortical areas that perform high level sensory and cognitive 

processes. Thus, in order to better understand these processes, the classical “corticocentric” view 

should be revisited by including of the pulvinar as an active part of the network. 
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SUPPLEMENTARY MATERIAL 

 

 

 

Figure S1. Validation of GABA injection in LP nucleus. A) Acetylchlolinesterase staining of 

cat thalamus showing the extent of GABA injection in the lateral subdivision of LP (arrow). B) 

Extract of high-passed signal recordings from GABA injection site during control, injection and 

recovery using a custom build injectrode (Lai et al. 2015). Successful inhibition of local 

neuronal population was achieved during GABA injection. After cessation of the injection, a 

recovery of neuronal activity was observed.  
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Figure S2. Spike waveform classification. Neurons were classified into two categories, regular 

(RS) and fast-spiking (FS) using the half width of the negative deflection (a) and the time 

between the negative peak and the following positive peak (trough to peak, b) of the spike 

waveform as parameters (Sakata and Harris 2009). K-means clustering algorithm was used to 

group the data into two clusters. Silhouette values were used to assess the quality of the 

clustering. Neurons with silhouette values lower than zero were considered as unclassified. 

Small dots represent all units used in the spike waveform analysis (N = 823) while large dots 

represent those kept for the analysis of the contrast response function (N = 200).  
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Figure S3. Settings of the transthalamic pathway. Different arrangements of connections to 

explain the modulation of response gain. The corticothalamic strength of connections is fixed, 

while the force of thalamocortical projections varies for population targeted. A) Contrast 

response function (CRF) of neurons when only the excitatory populations are targeted, and the 

strength of the connections is homogeneous. B) CRF of neurons when only the excitatory 

populations are targeted, and the strength of the connections increases from lower to higher 

areas. C) CRF of neurons when only the inhibitory populations are targeted, and the strength 

of the connections is homogeneous. D) CRF of neurons when only the inhibitory populations 

are targeted, and the strength of the connections increases from lower to higher areas.   
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Figure S4. Reciprocal connections provide a symmetrical solution when the net effect of 

GABA in the LP is inhibitory. In this network, LP connections target primarily cortical 

excitatory populations, and LP-cortical projections are weaker than cortico-LP. This 

arrangement of strengths produces that the system responds qualitatively as a part our 

experimental findings. In this new regime, the LP output can still modulate the firing rate of 

cortical neurons, preserving the thalamic gain control mechanism into cortical neurons. Thus, 

this symmetrical quality of our theoretical thalamocortical system can also explain the net 

inactivation of the LP neurons by the injection of GABA.  



 

140 

 

 
 

Figure S5. Workflow of exclusion criteria used in the study.  Details of each step are 

described in methods. Blue and red arrows indicate included and excluded units at each step.  
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Tables 

 

Table S1. Effect of LPl inactivation on the CRF parameters of neurons from area 17. 

Descriptive statistics (mean (median) ± SEM) and significance level (p-value, Z-value, 

Wilcoxon signed rank test) of CRF parameters comparison between control (Ctr) and LPl 

inactivation (Inj) are shown. 

 Facilitated Suppressed Total 

 Ctr Inj p(z) Ctr Inj p(z) Ctr Inj p(z) 

Rmax 
0.77(0.7

8) ± 0.05 

1.31(1.0

7) ± 0.16 

< 0.001 

(-3.82) 

0.81(0.8

9) ± 0.04 

0.54(0.5

8) ± 0.04 

< 0.001 

(5.06) 

0,80(0,8

7) ± 0,03 

0,82(0,7) 

± 0,08 

0.24 

(1.17) 

Baseline 
0.33(0.3

1) ± 0.05 

0.47(0.3

5) ± 0.07 

< 0.001 

(-3.84) 

0.3(0.25) 

± 0.04 

0.19(0.1

4) ± 0.03 

< 0.001 

(4.4) 

0.31(0.2

6) ± 0.03 

0.3 (0.2) 

± 0.04 

0.38 

(0.88) 

C50 

35.44(34

.19) ± 

2.83 

43.68(39

.1) ± 

5.76 

0.5 (-

0.66) 

38.06(34

.76) ± 

3.26 

40.81(38

.06) ± 

3.61 

0.19 (-

1.29) 

37.08(34

.76) ± 

2.29 

41.88 

(38.06) ± 

3.09 

0.15 (-

1.43) 

Slope 
3.28(2.6

9) ± 0.42 

3.00(2.1

4) ± 0.32 

0.68 

(0.41) 

2.91(1.8

5) ± 0.33 

3.27(2.0

2) ± 0.36 

0.61 (-

0.51) 

3.04(1.9

8) ± 0.26 

3.17 

(2.09) ± 

0.26 

0.76 (-

0.31) 

 

Table S2. Percentage of variation (%Var) of CRF parameters of neurons from area 17 

during LPl inactivation. The values of %Var for the facilitated, suppressed and all (total) units 

are shown separately. Values are expressed as Mean% (Median%) ± SEM, and positive and 

negative changes indicate a decrease or increase of the parameter during thalamic inactivation, 

respectively. 

 

 

 Rmax Slope C50 Baseline 

Facilitated 
-22.10 (-19.99) ± 

4.06 
0.50 (-2.94) ± 6.24 -3.15 (1.75) ± 5.85 

-18.15 (-15.32) ± 

4.74 

Suppressed 22.18 (18.09) ± 3.48 -3.52 (0) ± 5.38 -1.21 (-4.74) ± 3.63 18.72 (18.67) ± 4.08 

Total 5.67 (7.36) ± 3.86 -2.02 (0) ± 4.07 -2.06 (-2.19) ±3 .13 4.98 (4.51) ± 3.87 
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Table S3. Percentage of variation (%Var) of CRF parameters of neurons from area 17 

during LPl inactivation as a function of the cortical laminar position and neuronal 

physiological properties. Values are expressed as Mean% (Median%) ± SEM, and positive and 

negative changes indicate a decrease or increase of the parameter during thalamic inactivation, 

respectively.  

 Rmax Slope C50 Baseline 

Simple 6.77 (6.07) ± 6.92 -7.94 (-9.84) ± 8.00 -2.77 (-4.74) ± 6.47 0.11 (-3.74) ± 7.34 

Complex 4.95 (8.57) ± 4.59 1.46 (0) ± 4.29 -1.61 (0.17) ± 3.13 8.08 (7.80) ± 4.29 

RS 15.52 (19.31) ±7.18 -17.1 (-5.5) ± 7.2 -11.11 (-11.23) ± 5.15 -4.37 (0.17) ± 7.38 

FS -0.8 (0.69) ± 4.84 6.4 (2.4) ± 4.2 -1.36 (1.08) ± 3.23 9.8 (7.8) ± 4.51 

Sup -5.23 (-6.05) ± 6.56 11.41 (1.14) ± 8.04 4.44 (-3.28) ± 7.28 12.61 (15.04) ± 6.25 

Deep 9.72 (10.95) ± 4.58 -7.27 (-2.45) ± 4.54 -4.48 (-1.18) ± 3.31 2.13 (1.28) ± 4.75 

 

Table S4. Effect of LPl and LPm inactivation on the CRF parameters of neurons from 

area 21a. Descriptive statistics (mean (median) ± SEM) and significance level (p-value, Z-

value, Wilcoxon signed rank test) of CRF parameters comparison between control (Ctr) and LPl 

inactivation (Inj) are shown. Results from the analysis of the combined datasets from LPl and 

LPm (LP) is shown. 

 LPl LPm 

 Ctr Inj p(z) Ctr Inj p(z) 

Rmax 
0.59 (0.61) 

± 0.05 

0.98 (0.82) 

± 0.12 

< 0.01 (-

3.06) 

0.87 (0.92) 

± 0.04 

2.77 (2.8) 

± 0.25 

< 0.001 (-

4.87) 

Baseline 
0.53 (0.59) 

± 0.04 

0.75 (0.81) 

± 0.07 

< 0.001 (-

4.38) 

0.22 (0.13) 

± 0.04 

0.38 (0.24) 

± 0.06 

< 0.001 (-

3.74) 

C50 
39.73 (38) 

± 4.44 

39.63 

(32.46) ± 

4.58 

0.91 (-

0.11) 

47.34 

(39.78) ± 

3.12 

52.6 

(54.23) ± 

2.18 

<0.05 (-

2.1) 

Slope 
4.27 (6) ± 

0.38 

3.29 (2.39) 

± 0.39 
0.36 (0.91) 

4.58(5.09) 

± 0.23 

3.53 (3.1) 

± 0.3 

<0.05 

(2.48) 
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Table S5. Percentage of variation (%Var) of CRF parameters of neurons from area 21a 

during LPl and LPm inactivation as a function of the spike waveform classification - 

regular (RS) and fast-spiking (FS) cells- and laminar position – superior (Sup) vs deep 

layers. The values of %Var of the pooled dataset (LP) are shown. Values are expressed as 

Mean% (Median%) ± SEM, and positive and negative changes indicate a decrease or increase 

of the parameter during thalamic inactivation, respectively.  

  Rmax Slope C50 Baseline 

LPl 
RS -22.84 (-26.66) ± 9.68 31.26 (0) ± 10.44 -11.88 (-20.28) ± 10 -11.78 (-17.31) ± 5.47 

FS -10.91 (-6.42) ± 4.91 0.37 (-0.46) ± 9.69 7.73 (-5.10) ± 11.51 -12.47 (-15.29) ± 3.68 

LPm 
RS -39.95 (-48.38) ± 6.72 13.71 (20.06) ± 5.9 -2.37 (-6.52) ± 4.53 -37.56 (-37.77) ± 8.3 

FS -55.25 (-60.25) ± 6.3 14.64 (0) ± 21.38 -14.03 (-2.12) ± 14.24 -26.22 (-32.12) ± 17.1 

LPl 
Sup -46.55 (-50.03) ± 9.28 50.22 (63.96) ± 12.74 2.22 (-8.17) ± 11.67 -13.09 (-16.52) ± 5.70 

Deep -9.71 (-8.92) ± 5.05 6.03 (0) ± 8.01 -1.69 (-5.94) ± 9.30 -11.99 (-15.62) ± 3.59 

LPm 

Sup -49.75 (-52.35) ± 3.39 17.60 (20.71) ± 5.38 -12.42 (-9.93) ± 5.58 -38.77 (-35.63) ± 9.56 

Deep -38.92 (-49.20) ± 8.37 12.45 (7.26) ± 7.69 -3.19 (-4.53) ± 4.70 
-32.85 (-32.12) ± 

10.83 
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8 Discussion 
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8.1 Results summary 

The object of study in the present thesis was the area 21a of the cat ventral stream and 

how the pulvinar impacts its activity. First, we characterized the spatiotemporal response profile 

of 21a neurons to light increments (brights) and decrements (darks). We found that the receptive 

field of most neurons exhibited a preference to darks that was represented by larger OFF 

subfields with stronger responses to darks. In a second approach, we assessed the impact of LP 

pharmacological inactivation on the contrast response in area 21a and the primary visual cortex 

(area 17). The main effects of the inactivation were changes in the CRF dynamic range in both 

cortical areas. However, the contrast response dynamic range was slightly reduced in area 17 

while it increased in area 21a.  

8.1.1 Processing of brights and darks in area 21a 

Light increments and decrements are distinctly processed across the early visual system. 

Indeed, evidence shows that the processing of darks is faster than brights in the retina and in the 

visual thalamus (Burkhardt, 2011; Burkhardt et al., 1998; Copenhagen et al., 1983; Jin et al., 

2008; Nichols et al., 2013). However, in the primary visual cortex, neurons not only process 

darks faster (Komban et al., 2014) but also respond more strongly to light decrements (Yeh et 

al., 2009b). In addition to the neurophysiological evidence, this asymmetry in luminance 

processing is present at a perceptual level as dark stimuli are detected faster than brights. This 

suggests that the distinct processing of brights and darks is preserved across the visual hierarchy 

(Komban et al., 2011, 2014). Here, we tested this hypothesis by assessing the responses of 

neurons from area 21a to bright and dark stimuli. 

We observed that the area 21a is composed mostly of neurons that respond preferentially to 

darks. This asymmetry was mainly constrained at the spatial level in which the neurons’ 

receptive fields exhibited larger dark subfield. In addition, 21a neurons' responses to darks were 

significantly stronger than to brights. However, no significant differences were observed 

between the peak responses to brights and darks indicating that both stimuli are processed 

similarly in the temporal domain. Therefore, our results provide further neurophysiological 

evidence for the assumption that the preference for darks is preserved in higher order visual 

areas. That being said, we also showed that the asymmetries between bright and dark responses 
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are not the same across the visual system. For instance, while in early visual areas (i.e., retina 

and LGN) most differences were constrained to the temporal domain (faster processing of 

darks), in area 21a, the preference for darks was expressed as asymmetries in the spatial structure 

of the neurons’ receptive fields and in response strength. Interestingly, stronger responses to 

darks were previously observed in neurons from supragranular layers from the primate V1 (Yeh 

et al., 2009b). These results suggest that the preference to darks observed in our study could 

originate from neurons at supragranular layers in the primary visual cortex, since they represent 

the main excitatory input to 21a (Conway et al., 2000; Dreher et al., 1993; Grant and Hilgetag, 

2005; Michalski et al., 1993; Sherk, 1989).  

Yet, our results raised another interesting question: are there any differences in luminance 

processing between areas from the ventral and dorsal streams? In previous studies from our lab, 

the responses to brights and darks of PMLS neurons were assessed (Piché et al., 2015). PMLS 

is considered as the gateway of the dorsal stream and a large body of evidence demonstrated 

that this area and area 21a are distinct in an anatomical and functional level (Dreher et al., 1993, 

1996a). Similar to our findings in area 21a, the receptive field of PMLS neurons exhibits an 

asymmetric spatial structure with larger dark subfields showing stronger responses in 

comparison to brights. On the other hand, both the spatial and response strength asymmetries in 

area 21a were more important than in PMLS indicating that higher order areas process light 

increments and decrements differently. These observations support our hypothesis (see section 

5.1) in which neurons from the ventral and dorsal streams exhibit distinct response properties 

regarding luminance encoding. 

8.1.2 Impact of pulvinar inactivation on the CRF of neurons from area 17 

and 21a 

The pulvinar is a higher order thalamic nucleus involved in several complex processes 

such as visual attention and emotion-driven detection of visual stimuli (Maior et al., 2010; 

Saalmann et al., 2012; Ward et al., 2007; Zhou et al., 2016). Due to its extensive reciprocal 

connectivity with the cortex (Berson and Graybiel, 1983; Graybiel and Berson, 1980; Jones, 

2001; Kaas and Lyon, 2007; Raczkowski and Rosenquist, 1981; Updyke, 1983), the presence 
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of the pulvinar creates a transthalamic pathway that parallels the well-known cortico-cortical 

transmission of visual information (Crick and Koch, 1998).  

The thalamo-cortical projections can be classified into two main categories based on anatomical 

and physiological criteria: drivers and modulators (Abbott and Chance, 2005; Sherman and 

Guillery, 1998). Regarding the pulvinar, the nature of these connections remains elusive. Here, 

we addressed this issue by investigating the impact of the pharmacological inactivation of the 

LP nucleus in cats, a pulvinar homolog, on the response to contrast at two levels of the cortical 

hierarchy: the primary visual cortex (area 17) and a higher order area from the ventral stream 

(area 21a). The study of two distinct cortical areas allowed us to understand the nature of the 

pulvino-cortical inputs in those areas and to determine whether they differ across the cortical 

hierarchy. In addition, the use of the CRF as a measure of the neuronal input/output function 

served as a functional assessment of the net driver/modulator influence of the LP yielding linear 

and nonlinear effects in the contrast response of cortical neurons, respectively. Those 

linear/nonlinear changes in the neurons’ CRFs were interpreted as driver/modulator effects.  

Our results demonstrated that the LP inactivation yielded a mix of linear and nonlinear changes 

in areas 17 and 21a. However, the most predominant effects were nonlinear with changes in the 

response gain in both cortical areas. Despite this, those changes were distinct between areas. 

Indeed, while in area 17 the net effect of LP inactivation was translated as a slight reduction in 

the response gain, in area 21a, the opposite was observed with a great increase of the response 

gain.  

In contrast with our initial hypothesis (see section 5.2), our results demonstrated that the pulvinar 

exerts mostly a modulatory influence on the cortical processing with distinct effects across the 

ventral stream. In addition, our results are in agreement with previous studies supporting the 

modulatory role of the pulvinar in the primary visual cortex and higher order cortical areas 

(Soares et al. 2004; Molotchnikoff and Shumikhina 1996 [but see Purushothaman et al. 2012]). 
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8.2 Methodological considerations 

8.2.1 The animal model 

In the present thesis, the experiments described in both studies were performed in cats. 

This animal model was extensively used in the past, such as in the seminal work by Hubel and 

Wiesel in the 1960s (Hubel and Wiesel, 1962), contributing to great advancements in the field 

of visual neuroscience. Still, the cat remains a suitable tool in the modern-day research to 

investigate the neuronal mechanisms underlying visual perception along with other animal 

models such as primates, rodents and other carnivore species (Bachatene et al., 2015; Le et al., 

2014; Quax et al., 2017; Wilson et al., 2017).  

Several aspects of the structure and functional organization of the cat visual cortex resemble 

those in primates (Payne, 1993). Common features include the presence of orientation and 

direction columns, hierarchical connectivity between areas and specialized high-level 

processing of visual features (e.g., global motion and form processing) segregated into parallel 

visual pathways (i.e., dorsal and ventral streams) (Dreher et al., 1996a; Li et al., 2000b; Scannell 

et al., 1995; Villeneuve et al., 2009). In addition, the cat LP-Pulvinar complex was extensively 

studied in the past and a large body of evidence on the anatomical and physiological properties 

of the pulvinar is available (Berson and Graybiel, 1983; Casanova and Savard, 1996; Casanova 

et al., 1989; Graybiel and Berson, 1980; Jones, 2001; Raczkowski and Rosenquist, 1981; 

Updyke, 1983). This makes the cat a suitable model for the investigation of the role of the 

pulvinar on the cortical processing of visual information.  

Despite the similarities between cats and primates, it is important to point out that extrapolations 

from the results obtained in the cat should be taken carefully. For instance, in phylogenetic 

terms, carnivores are farther from primates than rodents, suggesting that the similarities 

observed between the cat and primate visual cortices are most likely to be the result of 

evolutionary convergence (Van Hooser, 2007). An example of the distinctions between the 

visual systems of cats and primates is the connectivity pattern of thalamocortical projections 

from the LGN. In cats, in addition to the projections to area 17, the LGN is directly connected 

to areas 18 and 19. In contrast, parallel projections from the primate LGN to areas V2 and V3 

are significantly less prominent (Payne, 1993; Payne and Peters, 2002). Therefore, 
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understanding the similarities and distinctions between the functional structures of the visual 

systems in different species largely contributes to the knowledge of the underlying mechanisms 

that support the cortical processing of sensory information.  

8.2.1.1 Potential influence of anaesthesia 

The studies described in this thesis were performed using animals under anaesthesia. For 

instance, halothane was the anaesthetic agent used during the electrophysiological recordings in 

cat experiments. This volatile anaesthetic was chosen based on a previous study from our lab 

demonstrating that halothane induced less depression of cortical neurons in comparison with 

isofluorane, a commonly used anaesthetic in neuroscience research (Villeneuve and Casanova, 

2003). Despite this, it is likely that the anaesthesia exerted some influence upon the neuronal 

responses in our experiments. Indeed, several effects of halothane and other anaesthetics on the 

visual system have been known for decades and recent studies continue to report the impacts of 

anaesthesia on the cortical activity in different species (Bahmani et al., 2014; Ikeda and Wright, 

1974; Imas et al., 2004; Pack et al., 2001; Sellers et al., 2015; Uhl et al., 1980).  

In the past, in vivo single-unit recordings had to be performed in anaesthetized animals due to 

the nature of the procedure. In a typical experiment, a craniotomy was performed and an 

electrode, often a varnished tungsten needle or a glass pipette, was inserted into the brain to 

acquire neuronal evoked potentials. Nowadays, due to technological advances in recording 

equipment (e.g., implantable chronic probes and miniaturized signal amplifiers) and 

computational power, in vivo single-unit electrophysiological recordings are suitable for awake 

preparations. This allowed the comparison of recordings performed under anaesthesia with 

those performed in awake setups (Aasebø et al., 2017; Durand et al., 2016).  

Even though anaesthesia could introduce unknown artifacts while measuring the neuronal 

responses to visual stimuli, several neuronal properties – from the most basic to higher order 

ones – are present in anaesthetized animals and are comparable to those obtained in awake 

settings (Durand et al., 2016). This is true for the properties of neurons in the pulvinar (Bender, 

1982; Casanova and Savard, 1996; Casanova et al., 1989; Chalupa et al., 1983; Merabet et al., 

1998; Petersen et al., 1985). 
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In our study #2, we investigated the role of the pulvinar in cortical processing. The anaesthetized 

setting is particularly suitable for this study since the experimental setup involved several 

intracortical injections and recording of neuronal activity for long periods of time. These 

experiments would be very difficult to carry out in awake preparations, in particular with cats. 

In addition, it is well known that the pulvinar is implicated in the attentional modulation of the 

visual cortex activity. Since there is no evidence that conscience is present during anaesthesia, 

our experimental setup represents an opportunity to investigate the impact of the pulvinar in the 

basic cortical processing of visual information without the interference of attentional 

modulation. However, the last statement does not preclude that the mechanisms revealed are not 

involved in attentional processes in awake animals. 

8.2.2 Electrophysiological recordings of cortical neurons ensembles 

In the two studies described in this thesis, the cortical activity was assessed by means of 

extracellular electrophysiological recordings of individual neurons. This recording technique is 

particularly suitable to assess neuronal responses during in vivo preparations in which action 

potentials (spikes) are recorded without the need to touch or penetrate the cellular membrane. 

Instead, the rationale of the technique is that the electrodes inserted in the neuropil are able to 

detect the spikes of neurons located in their immediate surroundings.  

The extracellular acquisition of single units can be performed using different methods. In the 

case of our studies, we used two distinct approaches: single and multi-electrode probes. The first 

one consisted on the use of varnished tungsten electrodes with high impedances (>2MOhms) to 

isolate the signal from normally one or two units. The second approach was completely 

different. Multi-electrode probes consisted of a silicon needle where a number of low impedance 

(~ 1MOhm) electrodes – in our case, 32 contacts – are distributed in a specific topographical 

arrangement. Both approaches differ, not only in the number of electrodes inserted in the cortex 

at a time, but also in the method to isolate signals of individual neurons from the background 

noise.  

The first approach was used in the study #1. The electrodes’ high impedance allowed the 

detection of signals from few neurons located at close distance from their tip. One advantage of 

this method is that the isolation of spikes from single neurons is relatively simply done by 
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applying a threshold on the signal amplitude. On the other hand, some disadvantages are 

associated with the use of this recording method in in vivo preparations. Since the electrodes 

only record neurons very close to them, this technique is highly sensitive to cortical movements 

which could draw the neurons apart from the electrode, losing the signals over time. In an in 

vivo setting, there are several sources of such movements. For instance, the cortex is subject to 

movement artifacts caused by the respiration, heart beats or inflammation (i.e., cortical 

swelling). In the case of our study, several measures were taken in order to mitigate those 

artifacts. For instance, we applied a 3% solution of agar over the craniotomy to maintain some 

pressure over the cortex to reduce the movement artifacts caused by the respiration and 

heartbeats. In addition, we preserved as much dura mater as possible which helped to maintain 

pressure over the cortex. Cortical swelling was avoided by the administration of anti-

inflammatory drugs (i.e., dexamethasone). Finally, the experimental setup itself was compatible 

with the use of high impedance single electrodes because the neurons were tested for a relatively 

short period of time, which reduced the risk of losing its signal due to slow drifts (e.g., cortical 

swelling).  

In the experiments performed in the study #2, we used multi-electrode probes. The greatest 

advantages of this method include the large number of electrodes and lower impedance contacts 

that favour the detection of a larger number of units with less sensitivity to cortical movements. 

Additionally, the different arrangements of available probes allow the simultaneous recording 

of neurons located at distinct regions. For instance, in the case of our study, we used a linear 

probe with electrodes distributed across the cortical depth of areas 21a and 17 that could provide 

additional information regarding the relationship between cortical layers. On the other hand, the 

recording of a large number of electrodes generates a larger volume of data per experiment in 

comparison with the single electrode approach. Additionally, the use of these probes requires a 

more complex a posteriori processing of the data to isolate the signals from single neurons (i.e., 

spike sorting) which, therefore, requires larger computational power and is more time 

consuming.  
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8.2.2.1 Spike sorting  

The spike sorting is a procedure that is essential for the isolation of neurons recorded 

through multi-electrode probes. In brief, it consists of three main steps. First, the raw broadband 

signal acquired is band passed for the visualization of higher frequencies (300 – 6000Hz). Then, 

a threshold is set in the amplitude of the signal in order to detect the spikes that pass the noise 

level. Finally, the spikes are separated based on their waveforms by means of a clustering 

algorithm. Normally, principal component analysis (PCA) or wavelet analysis is used to isolate 

single units during spike sorting (Rey et al., 2015). All this procedure can be performed through 

an automatic unsupervised procedure. In the case of our study, we used the klusta suite (Rossant 

et al., 2016), an open-source software package that performs an unsupervised spike detection 

and clustering by PCA followed by a manual validation through a graphical user interface 

(GUI). The GUI provided different tools such as the PCA plots and correlograms, which were 

crucial to verify the quality of spike separation and to apply corrections when needed.  

Despite the advantages from the use of multi-site probes, its use was not without problems. For 

instance, in our study #2, several units were discarded because they were lost during the 

experiment. Although these electrodes are less sensitive to cortical drifts, they are still 

susceptible to it. In our case, the recordings were undertaken over long periods of time 

(sometimes more than five hours) which increased the possibility of losing the neuron’s signal.  

8.2.3 Reversible thalamic inactivation 

In neuroscience, one way to understand the function of brain structures is through the 

interference of the neuronal circuity. One way of achieving this is by provoking permanent 

lesions in specific brain regions and to examine the neurophysiological changes associated with 

it (Bender and Butter, 1987; Chalupa et al., 1976; Gregoriou et al., 2014). Despite the advantages 

of this method and its undeniable contribution to the understanding of the brain physiology, 

current knowledge on neuronal plasticity indicates that lesions may induce significant changes 

in the neuronal circuitry which could influence the interpretation of the results (Fetter et al., 

1988; Nahmani and Turrigiano, 2014). Alternatively, different methods were developed that 

reversibly impact the neuronal activity in the brain without causing permanent damage to the 

cells. Most common techniques involve the use of physical (cold), chemical (anesthetics or 
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pharmacological agents), magnetic (TMS) and, more recently, genetic (optogenetics or 

chemogenetics) approaches (Fenno et al., 2011; Kim et al., 2015; Lomber et al., 1999; Soares 

et al., 2004).  

In our study #2, we used the technique of the reversible pharmacological inactivation of the LP 

nucleus by means of the injection of a GABA solution. This method was long established in our 

lab and previously used by others to reversibly inactivate deep brain regions such as the 

thalamus (Casanova, 2002; Shumikhina and Molotchnikoff, 1999; Soares et al., 2004). The 

technical aspects of the procedure vary among studies (Chen et al., 2001; Lai et al., 2015; 

Noudoost and Moore, 2011), but in principle, it consists of the slow infusion of the 

pharmacological agent in the brain tissue. Common methods include the use of iontophoresis 

and pressure-based injection systems (Hupé et al., 1999; Purushothaman et al., 2012; Wilke et 

al., 2010). In our study, we used a custom-built injection system that was coupled to an electrode 

(injectrode, Lai et al. 2015). The use of the injectrode allowed us to examine the thalamic 

inactivation during and after the GABA injection. Since GABA is quickly metabolized (Curtis 

and Johnston, 1974; Hupé et al., 1999), a continuous monitoring of the activity at the injection 

site was crucial in order to adjust the injection rate during the experiment. Another advantage 

of this method is that larger volumes of brain tissue can be inactivated. This was particularly 

interesting for our study given the fact that the LP is a large thalamic structure and the blockage 

of a greater group of neurons is needed to assess the net impact of this thalamic structure on 

cortical activity. The use of GABA in comparison with local anaesthetics (e.g., lidocaine) was 

preferred. For instance, GABA affects only the local neuronal network by bounding to GABAA 

and GABAB receptors, without affecting passing-by fibres (Curtis and Crawford, 1969; Hess 

and Murata, 1974), which happens when lidocaine, a sodium channel blocker, is used 

(Sandkühler and Gebhart, 1991). This was particularly important in our case since a large 

number of passing axons from the cortex to the superior colliculus is present in the LP-pulvinar 

complex area (Casanova, 2002).  
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8.3 Functional implications 

8.3.1 The processing of light increments and decrements in the cat ventral 

stream 

In the study #1, we demonstrated that the responses to light increments (brights) and 

decrements (darks) were distinct in area 21a in which the receptive field of neurons exhibited 

larger and stronger (i.e., greater response amplitude) dark subfields. To our knowledge, our 

study was the first to report a bias towards dark responses in a higher level cortical area of the 

ventral stream (area 21a). However, this kind of asymmetry between bright and dark responses 

was previously found by our group in area PMLS (Piché, Thomas, and Casanova 2013), in the 

thalamic nucleus LP (Piché et al., 2015) and by others in the primary visual cortex (Liu et al., 

2007; Xing et al., 2010; Yeh et al., 2009b). Nonetheless, it is worth noting that the asymmetries 

observed in area 21a were considerably larger than those in PMLS and primary visual cortex. 

Taken together, these results suggest that a bias towards the detection of light decrements might 

be ubiquitous in the visual cortex but with varying degrees across the cortical hierarchy.  

Distinctions between ON and OFF pathways were long known to exist in early visual areas such 

as the retina and LGN but they were mostly limited to differences between their temporal 

dynamic in which darks are processed faster than brights (Burkhardt, 2011; Burkhardt et al., 

1998; Copenhagen et al., 1983; Jin et al., 2011, 2008; Nichols et al., 2013). More recently, this 

temporal asymmetry was equally demonstrated in neurons from the thalamorecipient layer IV 

of the cat area 17 (Komban et al., 2014). Nevertheless, these studies failed to show any 

significant differences between the response amplitude to light increments and decrements. 

Instead, dark-dominant responses were first observed in the supragranular layers (II/III) of the 

primary visual cortex (Xing et al., 2010; Yeh et al., 2009b), indicating that those features arise 

at cortical level and, as demonstrated by our results, are transmitted across the cortical hierarchy. 

Despite this, our findings indicate that the nature of the signals originated at the supragranular 

layers of the primary visual cortex is not the same between the dorsal and ventral streams. For 

instance, the comparison of the data from the study #1 with our previous study (Piché et al., 

2015) indicates that area 21a and PMLS cortex process light increments and decrements 

differently. Interestingly, although neurons from both areas were dark dominant, neurons from 
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area 21a showed significantly larger asymmetries with dark subfields ~ 26% times larger with 

a response amplitude ~ 2.5 times greater than PMLS neurons.  

Several properties of the connectivity and neuronal response features of area 21a and PMLS 

cortex indicate that these areas play distinct roles on the cortical processing of visual information 

(Conway et al., 2000; Dreher et al., 1993, 1996b, 1996c; Li et al., 2000a; Payne, 1993; 

Wimborne and Henry, 1992). For instance, most PMLS neurons respond to complex moving 

stimuli supporting the notion that this area participates in the high order processing of motion 

(Li et al., 2000b; Merabet et al., 2000). On the other hand, neurons from area 21a are more 

sensitive to the spatial features of complex visual stimuli (i.e., natural images) rather than motion 

suggesting that this area is concerned with higher level processing of form (Dreher et al., 1993; 

Kayser and Konig, 2006). In the context of the responses to light increments and decrements, 

the larger and stronger dark subfields of 21a neurons in comparison with PMLS neurons provide 

further evidence that these cortical areas encode distinct features of the visual scene. Therefore, 

one may suggest that the larger asymmetries on the spatial structure of neurons from area 21a 

could be associated with the functional specialization of this extrastriate area (form processing). 

Given that in early subcortical areas darks are processed faster than brights, one would expect 

that this temporal asymmetry would equally be transmitted across the cortical hierarchy 

(Komban et al., 2011, 2014). Our results are at odds with this assumption since neurons from 

area 21a exhibited similar response latencies to bright and dark stimuli. One possible 

explanation for this is that the lack of differences in the temporal domain could be associated 

with the functional specialization of area 21a (form processing). Since 21a encodes mostly 

spatial features of the visual information, it is likely – and expected – that the temporality of the 

stimulus might not be relevant for the visual processing in this area. A recent study demonstrated 

that the temporal dynamics of thalamic signals were crucial for the development of direction 

selectivity in cortical neurons (Lien and Scanziani, 2018). Given that the majority of neurons 

from area 21a lack direction selectivity (Mizobe et al., 1988; Tardif et al., 1996; Toyama et al., 

1994; Vickery and Morley, 1997), one could hypothesize that the most relevant features for this 

area are related to the spatial aspect of the visual signal whereas no significant information is 

processed regarding the temporality of the visual stimulus. Still, we cannot rule out that potential 

differences in the temporal domain could be undetected by our methodological approach. For 
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instance, the smoothing process of the PSTH may decrease the temporal resolution of our 

analysis masking potential subtle differences between the latencies of brights and darks 

responses. This hypothesis is plausible given the fact that the latencies between brights and darks 

are relatively small in the primary visual cortex (3-14 ms; Komban et al. 2014). 

In another study from our group, we investigated the responses of brights and darks in the LP 

thalamic nucleus (Piché et al., 2015). Interestingly, a large proportion of LP neurons exhibited 

receptive fields with dark subfields significantly larger than bright ones resembling those from 

area 21a. Given the fact that 21a receives projections from LP nucleus, it is likely that the latter 

contributes to the neuronal response properties in this cortical area. This hypothesis was tested 

in the study #2 where the impact of the LP inactivation on the CRF of 21a neurons was assessed.  

Taken together, our findings and the data from the PMLS study contribute to the growing body 

of evidence demonstrating that the parallel processing of visual signals in early subcortical 

visual areas is selectively integrated in the primary visual cortex giving rise to new outputs that 

are transmitted across the dorsal and ventral streams (Figure 13; Nassi and Callaway 2009). In 

addition, our findings add to the growing body of neurophysiological evidence supporting the 

notion that the dark preference is a common feature of the visual system. Indeed, this dark bias 

was previously reported in different psychophysical experiments (Anstis et al., 2000; Bowen et 

al., 1989; Chubb and Nam, 2000; Komban et al., 2011; Motoyoshi et al., 2007). Interestingly, 

previous studies demonstrated that changes in luminance increments and decrements exerted 

more influence on the detection of static (Anstis et al. 2000; Motoyoshi et al. 2007) rather than 

moving stimuli (Edwards and Badcock 1994). Thus, our findings provide neurophysiological 

evidence to these studies supporting the notion that the dark preference could play a more 

important role in form recognition but less in motion detection.  
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Figure 13. Putative models of cortical integration of visual inputs in primates. A) 

Possible cortical strategies for the processing of parallel inputs from early subcortical visual 

areas (i.e., retina and LGN) by V1 where the parallel signals remain segregated (top), are 

randomly integrated in V1 resulting in a homogenous output to higher levels areas (middle), 

are selectively integrated in V1 giving rise to new distinct parallel outputs (bottom). B) 

Representation of the integration of subcortical signals in V1 (as in the bottom scheme in A) 

where distinct parallel pathways (represented by the yellow and red areas in layer IV) are 

selectively integrated in supragranular layers (blue ellipsis representing a distinct subpopulation 

of neurons in layers II/III). Adapted from Nassi and Callaway (2009). 
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8.3.2 The role of pulvinar in the ventral stream  

In the study #2, we characterized the impact of the inactivation of the lateral (LPl) and 

medial (LPm) subdivisions of the LP nucleus on the CRF of neurons from area 21a. For 

comparison, the effects of LPl inactivation on the CRF of neurons in the primary visual cortex 

(area 17) were assessed. Overall, the LP inactivation yielded distinct changes in the CRF profile 

in both cortical areas. For instance, the most noticeable effect was characterized by changes in 

the response gain (see Figure 6 in section 2.3 for an example). In area 21a, the inactivation of 

both LP subdivisions (LPl and LPm) yielded a significant increase in the neurons’ CRF response 

gain. On the other hand, in area 17, although a larger variability of effects was observed across 

the neuronal population, the net impact of LPl inactivation on the CRF was represented as a 

slight decrease of the response gain.  

In the context of our study, the comparison of the impact of LP inactivation on areas 21a and 17 

allowed us to draw a more general portrait of the role of this higher order thalamic nucleus on 

the processing of visual information along the ventral stream. In order to achieve this, it was 

imperative to use one common visual stimulus that could be compared between cortical areas. 

In our study, drifting gratings with varying contrasts were used as a stimulus of choice which 

successfully elicited reliable responses from neurons in both cortical areas. Contrast sensitivity 

is present across several levels of the visual system (Duong and Freeman, 2008; Enroth-Cugell 

and Robson, 1966; Ohzawa et al., 1982) and responses to contrast were previously used to assess 

the role of neurotransmitters (Masson et al., 1993; Soma et al., 2012, 2013), visual adaptation 

(Gardner et al., 2005; King et al., 2016; Ohzawa et al., 1982) and attention (Avidan et al., 2002; 

Cutrone et al., 2014; Ling and Carrasco, 2006) on visual cortex processes, to name a few. One 

advantage of the CRF is that the changes observed in the neuronal responses can be 

straightforwardly explained by analysing the parameters of the model (Naka-Rushton function) 

applied to the dataset. In addition, the CRF could be interpreted as a measure of the product of 

the total thalamic synaptic input on a cortical neuron.  

Alternatively to the predominantly anatomical-based classification of thalamocortical inputs 

(Sherman and Guillery, 2013b), Abbot and Chance (2005) proposed that drivers and modulators 

could be characterized respectively by linear (additive/subtractive) and nonlinear 

(multiplicative/divisive) effects of the total synaptic input to a neuron. In our study, we applied 
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the same principle in the analysis of the CRF in which contrast and baseline gains were 

interpreted as the result of driver inputs whereas response gains corresponded to modulatory 

effects.  

In our initial hypothesis (see section 5.2), we predicted that the LP projections to area 21a would 

be mostly drivers. This hypothesis was based on previous anatomical evidence in other sensory 

modalities (auditory and somatosensory cortices), as well as in vision, supporting the notion that 

inputs from higher order thalamic nuclei to primary areas are mainly modulators whereas those 

projecting to extrastriate areas are drivers (Sherman and Guillery, 2013a). In addition, evidence 

suggests that thalamocortical driver inputs terminate mainly in layer IV while modulators 

terminate in layers I and VI (Felleman and Van Essen, 1991; Jones, 2001). In cats, LP 

projections to area 21a terminate mostly in layer IV with some in layer I whereas the projections 

to area 17 terminate mostly in layer I (Abramson and Chalupa, 1985). Thus, our hypothesis was 

that the LP inputs to area 21a would be mostly drivers while those projecting to area 17 would 

be modulators. However, our results are at odds with this assumption as the net impact of the 

LP projections to area 21a was found to be modulatory. Despite this, it is noteworthy to point 

out that, at the single unit level, both driver and modulator effects were observed on the CRF 

across the neuronal population of both cortical areas. Thus, one cannot rule out the possibility 

that a certain percentage of LP projections could be drivers even though the net impact of the 

LP inactivation was predominantly modulatory in areas 21a and 17.  

Similarly to our findings, previous studies indicated that the pulvinar inputs to extrastriate areas 

can be modulatory (Minville and Casanova, 1998; Soares et al., 2004; Zhou et al., 2016). For 

instance, Soares et al. (2004) assessed the impact of pulvinar inactivation on the neuronal 

activity of the primate extrastriate area V2. Interestingly, the main effect of the thalamic 

inactivation was modulatory where most changes were limited to the neurons’ orientation and 

direction tunings. In addition, a previous study from our lab (Minville and Casanova, 1998) 

showed that the LP inactivation had a small impact on basic properties of PMLS neurons (e.g., 

spatial frequency and direction tunings), indicating that the former does not participate on the 

creation of basic receptive field structure of neurons in this higher order visual area which is not 

compatible with a driver input. In contrary, other studies have shown a greater impact of 

pulvinar inactivation on the activity of striate and extrastriate visual areas which could be 
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interpreted as a driver input. For instance, Purushothaman et al. (2012) investigated the impact 

of pulvinar inactivation in the responses of neurons from the supragranular layers of the primate 

V1. Surprisingly, they observed a striking reduction of the neuronal spontaneous and evoked 

activity due to the injection of a GABAA agonist, muscimol, in the lateral pulvinar of a bush 

baby monkey (Otolemur garnettii). These results suggest that the pulvinar would be essential 

for the activity of neurons in this region which can be interpreted as a driver input. Our findings 

disagree with this assumption since the main impact of LP inactivation in area 17 was 

characterized as a decreased response gain (i.e., modulatory). Nonetheless, our findings from 

the study #2 could provide an explanation for the seemingly driver effect of pulvinar on V1. For 

instance, in their study, the impact of pulvinar inactivation was assessed using a fixed contrast 

level of 50%. In our study, the effects of LPl inactivation on the CRF of neurons from area 17 

were observed in contrast levels ranging from about 25 to 100%. Thus, the reduction of the 

neuronal activity at 50% contrast could be a result of a decrease in the neuron’s response gain.  

Previous studies have demonstrated that attentional modulation yielded distinct changes in the 

CRF of neurons from the primate homolog of the cat area 21a, area V4 (Reynolds and Desimone, 

1999; Reynolds et al., 2000; Williford and Maunsell, 2006). For instance, Williford and Maunsel 

(2006) observed similar results to our study where the attentional modulation yielded mostly 

changes in the response gain of V4 neurons. Interestingly, evidence indicates that the pulvinar 

plays a central role on complex modulatory mechanisms of the visual signal such as attention 

and visual salience (Desimone et al., 1990; Petersen et al., 1987; Robinson and Petersen, 1992; 

Saalmann and Kastner, 2009, 2011; Saalmann et al., 2012; Snow et al., 2009). Indeed, a recent 

study investigated the role of the pulvinar on the attentional modulation of V4 neurons (Zhou et 

al., 2016). Unsurprisingly, they observed that the pulvinar inactivation significantly impaired 

the animals’ performance during attentional tasks. Moreover, the neuronal activity in area V4 

was reduced during trials with and without attentional demand suggesting that the pulvinar is 

not only involved in the attentional modulation but also on basic visual processing in V4. Indeed, 

in our study, since the animals were anaesthetized, we assumed that the cortical activity was not 

influenced by attentional mechanisms. Thus, our results are aligned with the notion that the 

pulvinar is not a simple relay of the attentional modulation network but is also actively 

implicated in the visual processing of the ventral stream.  
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In nature, the fast detection of behaviourally relevant stimuli among non-relevant ones is crucial 

for an individual’s survival. Generally, the visual environment is composed of several distinct 

visual stimuli, and knowing which one is relevant is a complex task in which the pulvinar is 

actively implicated (Robinson and Petersen, 1992). Indeed, previous neurophysiological studies 

in primates and psychophysical studies in humans with pulvinar lesions demonstrated several 

impairments in the detection and discrimination of visual stimuli in the presence of distractors 

(Chalupa et al., 1976; Robinson and Petersen, 1992; Snow et al., 2009; Ward et al., 2002; Zhou 

et al., 2016). For instance, Snow et al. (Snow et al., 2009) compared the performance of two 

patients with lesions in the ventral part of the pulvinar with normal subjects in a visual 

discrimination tasks. As expected, the lesioned patients underperformed in comparison with the 

control subjects when the targeted visual stimulus was presented along with a distractor. 

However, when the contrast of the distractors was reduced, or the contrast of the target was 

increase, the patients performed better in the task. These results suggest that the pulvinar plays 

a role on the modulation of the visual salience, either by filtering out irrelevant stimuli or 

increasing the salience of relevant ones, by means of a contrast modulation mechanism. In our 

study #2, the contrast responses of cortical neurons were deeply impacted by the pulvinar 

inactivation. Thus, our findings provide an explanation for the mechanisms underlying the 

modulation of stimulus salience by the pulvinar. Nonetheless, it is worth noting that our study 

was focused on one particular aspect of the visual processing (i.e., contrast). Thus, one cannot 

rule out the possibility that other visual features are impacted by the pulvinar inactivation. For 

instance, in monkeys and humans, a large number of cortical areas from the ventral stream are 

functionally connected to subdivisions of the ventral pulvinar (Arcaro et al., 2018; Kaas and 

Lyon, 2007; Shipp, 2003). In addition, groups of neurons in the pulvinar were selectively 

activated by complex visual stimuli (e.g., faces and body parts) that are known to be processed 

in areas from the ventral stream (Maior et al., 2010; Miller et al., 2017; Morin et al., 2015; 

Nguyen et al., 2013). Thus, one may hypothesize that the pulvinar inactivation could impact the 

cortical activity at more complex levels of the visual processing in the ventral stream.   
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8.4 Future investigations 

The studies described in the present thesis contributed to a better comprehension of the 

mechanisms underlying the neuronal processing of visual information in the cat ventral stream. 

In addition, we added to the current knowledge on the role of the pulvinar on the modulation of 

the neuronal activity in the ventral stream and in the primary visual cortex. Nevertheless, our 

findings allowed the proposition of new questions about functional properties of the cat ventral 

stream and its relationship with the pulvinar. Therefore, different research avenues are open in 

order to pursue a more complete understanding of the visual cortex functional organization as a 

whole. Some possible research projects are proposed here.  

8.4.1 The origin of the response profile of 21a neurons to brights and darks 

In our study #1, one of the putative mechanisms for the response profile of 21a neurons 

to brights and darks was a significant contribution of neurons from the supragranular layers of 

area 17. This assumption was based on previous studies in the primate (Xing et al., 2010; Yeh 

et al., 2009b). Despite the similarities of the structure and function of the primary visual cortex 

between primates and cats, it would be thoughtful to apply the same methodological approach 

from our study #1 in the cat area 17. This would not only provide more evidence for the 

understanding of the mechanisms underlying the responses in area 21a, but also complement 

the current knowledge (Jin et al., 2011; Komban et al., 2014) on the visual processing of brights 

and darks in the cat primary visual cortex. 

Additionally, given the fact that LP and area 21a share similar response features to brights and 

darks (Piché, Thomas, and Casanova 2015; our study #1), it would be interesting to evaluate the 

contribution of the LP nucleus on the spatiotemporal response profile of 21a neurons. By 

combining the methodologies of the two studies described in the present thesis, we would be 

able to assess the impact of LP inactivation on the response to brights and darks in area 21a. 

This would allow us to better understand the contribution of this thalamic area on the 

spatiotemporal structure of 21a neurons’ receptive fields. In fact, this was already part of our 

research project but, due to chronological constrains, we were not able to accomplish this goal 

before the conclusion of the present thesis. 
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8.4.2 Further characterization of 21a neuronal properties 

Besides the changes in the CRF, it would be interesting to investigate more specific 

features of 21a neurons that would be more related to the processing of form. Despite the amount 

of information on the response properties of 21a neurons (Mizobe et al., 1988; Tardif et al., 

1996; Toyama et al., 1994; Vickery and Morley, 1997), there area few studies that tested the 

responses of neurons from this area to complex visual stimuli such as natural images (Kayser 

and Konig, 2006). In contrast, several studies characterized the neuronal properties of the 

primate area V4 (a homolog of area 21a) to complex visual stimuli (David et al., 2006; Gallant 

et al., 1993, 1996; Hegde and Felleman, 2007). Therefore, despite the similarities between those 

areas, the limited knowledge on the response properties of 21a neurons makes it difficult to 

extrapolate certain observations from primate studies to the cat.  

In order to address this issue, one interesting project would be the characterization of the 

response profile of 21a neurons to non-cartesian gratings. Differently to standard gratings, non-

cartesian gratings are more complex stimuli that were found to be more adapted to test form 

processing (Gallant et al., 1996). Interestingly, previous studies in primates revealed that V4 

neurons are selective to such visual stimulus type (David et al., 2006; Gallant et al., 1993, 1996; 

Hegde and Felleman, 2007). Thus, it is reasonable to hypothesize that 21a neurons would exhibit 

similar tuning for these complex stimuli. This hypothesis could be tested using different 

approaches. For instance, the single-unit response profile could be obtained by means of 

electrophysiological techniques such as those used in the studies from the present thesis. In 

addition, optical imaging of intrinsic signals (technique used in co-authored publications; see 

Appendix) could be used to assess the overall response magnitude to non-cartesian gratings. 

Indeed, in a previous study from our lab, optical imaging was used in order to reveal the modular 

organization of area 21a to orientation (Villeneuve et al., 2009). Thus, it would be interesting to 

investigate if similar modular structure (i.e., orientation columns) would be present for non-

cartesian gratings as well.  

Another potential research avenue would be to further investigate the receptive field properties 

of area 21a neurons. For instance, one of the advantages of the reverse correlation method used 

in the study #1 is that one can correlate the several features of a neuron’s receptive field with its 

basic properties such as spatial frequency and orientation tuning. Unfortunately, the sparse noise 
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stimulus used in our study does not provide any information regarding the neuronal response 

properties to gratings of complex-like cells in area 21a (DeAngelis et al., 1993b). One solution 

for this is to use more sophisticated/appropriate reverse correlation methods (Borghuis et al., 

2003; Nishimoto et al., 2005, 2006; Richert et al., 2013; Tao et al., 2012). For instance, the 

receptive field structure of complex cells from cat areas 17 and 18 was previously analysed 

using a tertiary white noise stimulus and a local spectral reverse correlation method (Nishimoto 

et al., 2006; Tao et al., 2012). We believe that this could represent an useful tool to investigate 

the receptive field structure of neurons from area 21a.  

8.4.3 The role of LP on the cortical oscillations in the cat ventral stream 

Previous studies indicate that the pulvinar participates actively in the synchronization of 

the oscillatory activity between cortical areas (Molotchnikoff and Shumikhina, 1996; Saalmann 

and Kastner, 2009, 2011; Saalmann et al., 2012; Shumikhina and Molotchnikoff, 1999; Zhou et 

al., 2016). This phenomenon was previously observed in primates during attention demanding 

tasks (Saalmann et al., 2012; Zhou et al., 2016). Furthermore, previous studies in anesthetized 

cats have shown that the LP inactivation yielded profound changes in the oscillatory activity of 

areas 17 and 18 (Molotchnikoff and Shumikhina, 1996; Shumikhina and Molotchnikoff, 1999). 

In our context, it would be interesting to evaluate the impact of LP inactivation on the oscillatory 

patterns and synchronization between area 21a and area 17. This could be achieved by the 

analysis of local field potentials, from which the coherence between LP and the cortical areas 

would be compared. In addition, the simultaneous recording of the LP, area 17 and 21a would 

allow us to calculate the Granger causality which would give us an insight on the directionality 

of the signal between the areas implicated. In fact, in a subset of experiments in our study #2, 

we performed simultaneous recordings in both areas 21a and 17 during LP inactivation. Thus, 

these data can be used for the analysis of the impact of LP inactivation on the synchronization 

of oscillatory activity between those areas. Indeed, this project is currently being carried out by 

another member of our group. 
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9 Conclusion 

The studies shown in the present thesis allowed a better comprehension of the 

hierarchical processing of visual information in the ventral stream. In addition, we contributed 

for a better understanding of the role of the pulvinar on the cortico-thalamo-cortical interactions 

between areas of the ventral stream. More specifically, the results of the study #1 showed that 

the dark preference in area 21a was mostly constrained to the spatial domain and to the response 

strength. In contrast with the data on the processing of brights and darks in the PMLS, a gateway 

area in the dorsal stream, the distinct response profile of 21a neurons observed in our study 

further contributes to the notion that this area plays an important role in form processing.  

In addition, the study #2 provided evidence supporting the notion that the pulvinar is actively 

implicated in the processing of visual information across the ventral stream. Its influence on the 

cortex was characterized by a modulation of the cortical local processing by controlling the gain 

of the neuronal responses. Given the extensive connectivity of the pulvinar with several cortical 

areas processing high level features of the visual scene (complex motion, face recognition etc.), 

it is likely that this thalamic region is implicated in even higher level processes involved in 

sensory perception and even cognition (Saalmann and Kastner, 2011). Therefore, our studies 

support the idea that the classical “corticocentric” approach should be reviewed by including 

the pulvinar as an active part of the network in order to better understand the neurophysiological 

mechanisms underlying sensory perception.  

While, our studies provided a greater understanding of the function of the cat ventral stream and 

the role of LP inputs in area 21a processing, a complete comprehension of the nature of the 

numerous reciprocal connections between this thalamic structure and the visual cortex remains 

to be attained. 
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Dopamine is a neurotransmitter implicated in several brain functions, including vision. In

the present study, we investigated the impacts of the lack of D2 dopamine receptors

on the structure and function of the primary visual cortex (V1) of D2-KO mice using

optical imaging of intrinsic signals. Retinotopic maps were generated in order to measure

anatomo-functional parameters such as V1 shape, cortical magnification factor, scatter,

and ocular dominance. Contrast sensitivity and spatial frequency selectivity (SF) functions

were computed from responses to drifting gratings. When compared to control mice,

none of the parameters of the retinotopic maps were affected by D2 receptor loss of

function. While the contrast sensitivity function of D2-KO mice did not differ from their

wild-type counterparts, SF selectivity function was significantly affected as the optimal SF

and the high cut-off frequency (p < 0.01) were higher in D2-KO than in WT mice. These

findings show that the lack of function of D2 dopamine receptors had no influence on

cortical structure whereas it had a significant impact on the spatial frequency selectivity

and high cut-off. Taken together, our results suggest that D2 receptors play a specific

role on the processing of spatial features in early visual cortex while they do not seem to

participate in its development.

Keywords: dopamine receptor, cortical maps, optical imaging, primary visual cortex, mouse model

INTRODUCTION

Dopamine (DA) is a neurotransmitter that plays a central role in several brain functions such as
motor control, cognition andmotivated behaviors. Dopamine modulates neuronal activity through
a set of G-protein coupled receptors divided in two functionally distinct groups based on their
effects on the intracellular levels of cyclic AMP, D1-class (D1 and D5) and D2-class (D2S, D2L, D3,
and D4) receptors (Witkovsky, 2004; Beaulieu and Gainetdinov, 2011).

Dopamine receptors play an important role in the development and function of several brain
regions (Money and Stanwood, 2013). Disruption of the DAergic system gives rise to several
debilitating conditions such as Parkinson’s disease and Schizophrenia (Howes and Kapur, 2009;
Gama et al., 2014). Alterations of visual perception are symptoms frequently reported in those
diseases (Bodis-Wollner, 2009; Green et al., 2009; Botha and Carr, 2012). For example, Parkinson’s
patients experience a variety of visual deficits such as reduced visual acuity, contrast sensitivity,
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color perception and are prone to visual hallucinations (Büttner
et al., 1996; Bodis-Wollner, 2009; Gama et al., 2014). Such
spectrum of symptoms indicates that the DAergic system
participates in multiple levels of neural processing of visual
information. As such, numerous studies have investigated the
presence and functional implications of the DAergic system in
several key areas of the visual system.

In the retina, the release of dopamine from a subset of
amacrine cells is involved in light adaptation, contrast sensitivity
and spatial frequency (SF) selectivity (Bodis-Wollner and Tzelepi,
1998; Witkovsky, 2004; Huppé-Gourgues et al., 2005) as well
as in non-visual processes such as the control of circadian
rhythm and ocular growth (McCarthy et al., 2007; Feldkaemper
and Schaeffel, 2013). Studies in primates revealed that the
inactivation of D2-class receptors alters the SF tuning of ganglion
cells (Tagliati et al., 1994) and the blockage of these receptors
in humans reduced the signal amplitude of pattern ERG in
a dose-dependent manner (Stanzione et al., 1995). A recent
study investigated the impact of the absence of D1 and D2
dopamine receptors in respective knockout mice models (Lavoie
et al., 2013). Interestingly, the lack of functional D2 receptors
has little effect on the electroretinogram (ERG) of knockout
mice suggesting that this receptor plays a minor role on DA
modulation of retinal physiology in mice.

D2-class receptors are also found in the dorsal lateral
geniculate nucleus (dLGN) (Khan et al., 1998) and are
directly implicated in the modulation of excitatory glutamatergic
synapses of relay neurons (Govindaiah and Cox, 2006).
Interestingly, the local injection of D2 agonists influenced the
contrast response gain of relay neurons from dLGN (Zhao et al.,
2001). It is thus likely that these changes are reflected at the level
of the recipient cells in the primary visual cortex.

While D2 receptors are also present in layers IV and V of the
visual cortex ( in primates, Lidow, 1995; Khan et al., 1998), very
few studies have characterized the impact of the DAergic system
on the visual cortex (Antal et al., 1997; Noudoost and Moore,
2011; Arsenault et al., 2013; Zaldivar et al., 2014). In monkeys,
the systemic administration of D2 receptors antagonists during
a visual discrimination task yielded alterations of components
of V1 visual evoked potentials (Antal et al., 1997). Despite the
evidence that the DAergic system influences the function of the
primary visual cortex, the impact of dopamine receptors in the
modulation of neuronal responses in the primary visual cortex
to specific visual features (e.g., contrast response and SF tuning)
remains unknown.

To shedmore light on this issue, the present study investigated
the contribution of D2 receptors in the organization and function
of the primary visual cortex by studying cortical responses in
an animal model lacking these receptors. In a first step, we
confirmed the presence of D2 receptors in the primary visual
cortex of mice. Then, we used optical imaging of intrinsic signals
to assess the organization and function of primary visual cortex
from D2-KO mice.

We found that the absence of D2 dopamine receptors
influenced the cortical processing of spatial features in V1 of
mice without alteration of the contrast response and cortical
organization.

MATERIALS AND METHODS

Animals
Adult D2 receptor deficient mice (n = 12) (Kelly et al., 1997)
and their control wild-type littermates (n = 9) were obtained
from Jackson Laboratory (Bar Harbor, Maine). Mice were housed
in a controlled environment with a 12 h light/dark cycle with
food and water ad libitum. All procedures were carried out
in agreement with the guidelines of the Canadian Council for
the Protection of Animals, and the experimental protocol was
approved by the Ethics Committee of the University of Montreal.

Surgical Procedures
Animals were anesthetized with an intraperitoneal injection
of urethane (2 g/Kg, in saline). Atropine (0.05 mg/Kg) was
injected subcutaneously to reduce tracheal secretion and to
counteract the parasympathomimetic effects of the anesthesia.
Injectable lidocaine (2%) was used at incision sites. Lidocaine
gel was also used at all pressure points. In order to improve the
animals’ condition under prolonged anesthesia, a tracheotomy
was performed (Moldestad et al., 2009). Animal core body
temperature was maintained around 37◦C using a heating pad
feedback-controlled by a rectal thermoprobe. Viscous artificial
tears were used when necessary to avoid corneal dehydration.
Animals were placed in a stereotaxic apparatus and the scalp and
connective tissues were removed to expose the occipital portion
of the skull. A 10mm wide metal ring was glued over the skull
to serve as an imaging chamber. Low melting point agarose
(1% in saline) was used to fill the chamber, which was then
sealed with a glass cover slip. Electrocardiogram (ECG) and core
body temperature were monitored throughout the experiment.
After experiments, tissue samples were collected and individual
genotypes were confirmed by PCR analysis.

Visual Stimuli
Visual stimuli were projected on a flat translucent screen at 21 cm
from the animal’s eyes covering 150 by 135 degrees of visual
field. Stimuli were generated by the Vpixx software (version
2.8.9, Vpixx Technologies, Saint-Bruno, QC, Canada). Periodic
stimulation consisted in full screen vertical or horizontal 2
degree thick white bars drifting over a black background in four
directions (0, 90, 180, and 270 degrees) at 0.2Hz for 10min
(Figures 2C,E) (Kalatsky and Stryker, 2003). In order to assess
ocular dominance, the full-screen bar was replaced by a 10 ×

2 degree bar that was presented along the elevation axis at the
vertical meridian (Cang et al., 2005a). Episodic stimuli consisted
in full-screen sinusoidal gratings drifting in four directions (0, 90,
180, and 270 degrees) at 2Hz (Figure 2G). To evaluate contrast
sensitivity, gratings at 0.02 cpd were shown at different contrasts
(6, 12, 25, 50, and 100%). 100% contrast gratings with varying SFs
(0.005 to 0.64 cpd) were used to assess the SF selectivity function
and its cut-off values. Episodic trials lasted 20 s and consisted in
the presentation of a uniform gray screen (blank stimulus) for
5 s, followed by 2 s of stimulation and a post-stimulus period
of blank for 13 s. Trials were repeated 10 times, and conditions
were randomly presented. Apart from ocular dominance tests, all
stimuli were presented binocularly.
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Data Acquisition and Processing
Images were obtained with a cooled 12-bit CCD camera (Dalsa
1M60, Colorado Springs, USA) coupled to a macro lens (Nikon,
AF Micro Nikkor, 60m, 1:2.8 D). Images were sampled at 2Hz
for experiments involving episodic stimulation and 1Hz for
retinotopic maps with a resolution of 512 × 512 pixels. Data
acquisition was controlled by an Imager 3001 system and with
VDAQ software (Optical Imaging Ltd., Rehovot, Israel). An
anatomic reference image was taken under a 550 nm illumination
for optimal contrast between the cortical matter and the blood
vessels (Figures 2A,B). The focus was then set to approximately
300µm deep from the cortical surface and intrinsic signals
were acquired under 630 nm illumination. The imaged area
encompassed the primary visual cortex of both hemispheres. The
analysis was performed using custom scripts in MATLAB (The
Mathworks, Natick, MA).

Cortical retinotopic maps were obtained from the spectral
decomposition of data originating from periodic stimulation
trials (Kalatsky and Stryker, 2003). This resulted in frequency
power spectrum maps, accompanied by their respective phase
maps. Retinotopic maps were created by the product of the
phase component and amplitude of the periodic intrinsic signal
(Figures 2C–F). Regions of interest (ROIs) delimiting each
primary visual cortex were manually drawn based on the cortical
activation maps as in Groleau et al. (2014) and Farishta et al.
(2015). Different parameters drawn from both the amplitude
and phase components of the retinotopic maps were used to
trace a profile of cortical organization. The ROIs served to
assess the cortical surface and shape, while the phase component
comprised in the respective ROIs was used to assess the cortical
magnification factor (CMF), scatter, and the extent of the visual
field represented.

The shape of primary visual cortex was assessed by fitting
ellipses to ROIs using theMATLAB built-in function regionprops.
The ellipsis eccentricity was used as an “ovality index” in
order to establish a parameter of cortical shape. This parameter
provides an elongation index (ranging from 0 to 1) of the
fitted ellipsis in which higher values represents more elongated
ellipses. The phase scatter was calculated on a pixel-to-pixel
basis by the subtraction of the phase value of each pixel by
the mean phase of its 25 neighboring pixels. The scatter index
represents the standard deviation of the mean phase scatter for
the ROI and it is a measure of the “quality” of the retinotopy in
which lower scatter values represent more uniform phases with
“smoother” transitions (Cang et al., 2005a). The extent of cortical
representation of the visual field, named here the apparent visual
field, was calculated by fitting a Gaussian curve to the phase
span for azimuth and elevation maps. The apparent visual field
is represented by the 95% confidence interval of the curve and
is expressed in degrees. The CMF was also drawn using the
same above-mentioned procedures. CMF was determined as the
distance between the centroid of the majoritarian phase and the
centroid of the sigma from the Gaussian and it is expressed in
millimeters per degree.

The ocular dominance index (ODI) was determined as
described by Cang et al. (2005a). In brief, ipsilateral and
contralateral retinotopic maps were generated from the

stimulation of the central visual field. Ocular dominance values
were calculated for each pixel using the following operation: (C –
I) / (C+ I), where C and I represent the amplitude values for the
contralateral and ipsilateral stimulation paradigms respectively.
The ODI was obtained by averaging the ocular dominance values
from each pixel.

Responses from the episodic stimulation paradigm were used
to assess the contrast response function and SF selectivity curve
(Figures 2G,H). As done for the retinotopy, ROIs were manually
traced on the amplitude maps obtained at optimal conditions
(i.e., 100% contrast or 0.02 cpd, for contrast and SF respectively).
The responses to the four drifting directions were averaged.
Signal amplitude was calculated on a pixel-to-pixel basis and
subsequently averaged across the ROI. Amodified Naka-Rushton
function (Equation 1) was used to fit the contrast responses, in
which n is the exponent (slope coefficient), and C50 is the contrast
corresponding to the half of the maximum response amplitude.

z =
Cn

Cn
50 + Cn

(1)

The spatial selectivity curve was obtained by the fitting of data
with an asymmetric Gaussian curve (Equation 2), in which e is
the Euler’s constant, s is the standard deviation, p is the optimal
SF and o is the log offset.

z = e
−1
2s2

∗ log
(

x+o
p+o

)2

(2)

The SF high cut-off was considered as the SF value at which the
model intercepts the level of noise present in the blank recordings
from each neuron.

Statistics
Kolmogorov-Smirnov test was used to characterize data
distributions. When data were normally distributed, Student’s
t-tests were performed, otherwiseWilcoxon Rank-sum tests were
used. All results are presented as mean ± SEM, unless otherwise
stated.

In order to compare the contrast and SF sensitivity response
curves fitted to the datasets from D2-KO mice and their WT
littermates, F-tests were performed. In brief, the F-test compares
the sum of squared errors of prediction (SSE) from the curve
fit of the control and D2-KO groups with values obtained from
a curve fit to the pooled data. If the two datasets come from
different populations, the SSE from the pooled data fit should
increase and the null hypothesis is rejected. In case of a significant
difference between the curve fits, Welch’s t-test was performed on
the model parameters (as shown in Equations 1 and 2). The levels
of significance are indicated as follows: ∗p < 0.05, ∗∗p < 0.01 and
∗∗∗p < 0.001.

Expression of D2 Receptors in Visual
Cortex
A subgroup of WT mice was used to investigate the presence
of D2 receptors in V1. Mice were killed by a rapid cervical
dislocation. Heads of animals were immediately cooled by
immersion in liquid nitrogen for 6 s. The brains were extracted
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and 500µm thick serial coronal sections were prepared
using ice-cold adult mouse brain slicer and matrix (Zivic
instruments). Visual cortices (Figure 1), striatum and liver
tissues were dissected rapidly (within 90 s) on an ice-cold
surface using microsurgical knife (KF Technology) and frozen
in liquid nitrogen (one mouse per sample). Tissue samples were
lysed by adding TRI reagent (Zymo research) and RNA was
extracted by Direct-zol RNA kit according to the manufacturer’s
instructions (Zymo research). RNA concentration was
quantified using ND-1000 Spectrophotometer (NanoDrop
Technologies).

Complementary DNA was synthesized using a reverse
transcriptase SuperScript III kit according to the manufacturer’s
instructions (Invitrogen). PCR was performed using following
primers: Drd2 forward—TACGTGCCCTTCATCGTCAC, Drd2
reverse—CCATTGGGCATGGTCTGGAT, Gapdh forward—
ACAGTCCATGCCATCACTGCC, Gapdh reverse—GCCTGCT
TCACCACCTTCTTG.

RESULTS

Receptor Expression
Quantitative real time PCR was used to determine the presence
of D2 receptors. Figure 1 shows the presence of the receptor in
the visual cortex comprising V1 and adjacent visual areas. As
expected a strong band was observed in the striatum while no
receptors were seen in the liver.

Anatomo-Functional Maps
In the present study, optical imaging of intrinsic signals was
used to assess the cortical architecture from D2-KO mice.

FIGURE 1 | Characterization of the expression of D2 receptors in the visual

cortex of wild-type mice. (Top) Location of the visual cortex (gray areas)

extracted for the quantitative real time PCR (qRT-PCR) analysis (Adapted from

Paxinos and Franklin, 2008). (Bottom) qRT-PCR for Drd2 and GAPDH from

visual cortex, striatum and liver tissues. GAPDH was used as a loading control.

V1, primary visual cortex; V2L, secondary visual cortex lateral area; V2M,

secondary visual cortex medial area.

Retinotopic cortical maps were obtained using the periodic
stimulus paradigm described by Kalatsky and Stryker (2003).
Representative examples of azimuth and elevation cortical maps
from D2-KO and WT mice are shown in Figures 2C–F. Initially,
the qualitative analysis of the maps did not reveal any obvious
alterations in cortical morphology (V1 shape) or visuotopic
representation (number of phases) of D2-KO mice. Further
analysis was performed on the amplitude and phase components
of the cortical retinotopic maps in order to respectively quantify
different features of the cortical morphology and functional
organization. Our results are summarized in Table 1. V1
boundaries were drawn from the amplitude component of the
retinotopic maps from which the cortical surface and ovality
index were analyzed. The surface of V1 in D2-KO mice was not
significantly different to that of their WT littermates. Similarly,
no differences were observed between the ovality index of both
groups. The functional organization of V1 from D2-KO mice
was also examined. First, the extent of the visual field stimulated
(apparent visual field) was assessed. D2-KO mice exhibited
apparent visual field values similar to those of WT mice in
both azimuth and elevation. The phase component was equally
used to quantify the CMF (see Materials and Methods) for
azimuth and elevation maps. No significant differences between
CMF values of D2-KO and WT mice were observed, indicating
that the lack of D2 receptors had no effect on the amount
of cortical surface dedicated to the processing of a specific
part of the visual field. Finally, the scatter index from D2-
KO mice was computed. Again, no significant differences were
noted between the quality of the retinotopic maps derived from
azimuth and elevation phase maps of D2-KO and WT mice.
Taken together, the analysis of cortical retinotopic maps from
D2-KO mice revealed that the lack of D2 dopamine receptors
had no significant impact on the functional organization
of V1.

Further, the ocular dominance of D2-KO and WT mice
was assessed by calculating the ocular dominance index (ODI).
Figure 3 shows the distribution of ODI values for D2-KO mice
and their WT littermates. ODI values of D2-KO mice were not
different fromWTmice (0.173± 0.056 vs. 0.29± 0.07, Wilcoxon
rank sum test, p = 0.21), indicating that the ocular dominance
was not affected by the congenital lack of D2 dopamine
receptors.

Response Properties
In a next step, we measured and compared the SF selectivity and
the contrast response of V1 from WT and D2-KO mice using
drifting sinusoidal gratings.

Contrast Response Function
Contrast response curves were obtained from V1 of D2-KO
and WT mice. Individual datasets were pooled, and data were
fitted in order to obtain a response curve for each group.
Figure 4 shows the contrast response curves for D2-KO and
WT mice as well as the comparison of the C50 values and
slope coefficient drawn from the curve fits. While V1 of
D2-KO mice tended to be less sensitive to contrast (lower
C50 and slope) than WT mice, this trend, however, did not
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FIGURE 2 | Retinotopic maps in V1 of wild-type and D2-KO mice. (A,B) Anatomical reference images of cortical vessels at 545 nm illumination (scale bar = 1mm; A,

anterior; L, lateral). (C–F) Retinotopic maps along elevation and azimuth. The insets in (C,E) show the stimulus which consisted of a two degrees white bar drifting

periodically at 0.2Hz over a black background. The color bar indicates the position of the bar along the horizontal or vertical axis. The visual field covered in elevation

and azimuth was 135 and 150 degree, respectively. (G,H) Cortical activation maps to episodic stimulation (inset in G, drifting gratings at 100% contrast). Regions of

interest (ROIs) are represented by the white and red lines.

reach statistical significance. Indeed, F-statistics performed on
the curve fits failed to reveal any differences between the
two curves (F-test, p = 0.27) and comparison of C50 and
slope coefficient values (Welch’s t-test) revealed no significant
differences between the response to contrast of D2-KO and
WT mice.

Spatial Frequency Selectivity
The overall SF selectivity of V1 was also evaluated. As for contrast
response functions, datasets in each group were pooled and curve
fits were applied to obtain SF selectivity curves (Figure 5A). One

may note that SF tuning function of D2-KO mice was shifted
toward higher SFs when compared to the WT curve (F-test,
p < 0.05). This was accompanied by changes in the optimal
SF and high cut-off. D2-KO mice exhibited higher optimal SF
(Figure 5B; 0.026± 0.009 vs. 0.0175±0.0021, Welch’s t-test, p <

0.001) and high cut-off (Figure 5C; 0.28± 0.019 vs. 0.24± 0.031,
Welch’s t-test, p < 0.01) compared to their WT littermates. Thus,
the SF selectivity profile of D2-KO mice revealed that the lack of
functional D2 dopamine receptors increased the sensitivity of V1
neuronal populations by shifting the optimal SF and increasing
the SF high-cut-off.
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TABLE 1 | Summary of analysis performed on wild-type and D2-KO mice azimuth

and elevation retinotopic maps.

Parameters analyzed D2-KO Wild-type p-value

AZIMUTH

Activated cortical

surface (mm2)

3.956 ± 0.0269 3.816 ± 0.0385 p = 0.357

Ovality index 0.5469 ± 0.0046 0.5673 ± 0.0071 p = 0.298

Apparent visual field (◦) 37.81 ± 0.7079 40.46 ± 1.2141 p = 0.417

Cortical Magnification

Factor (mm/◦ )

0.03404 ± 0.001 0.03243 ± 0.0023 p = 0.7908

Scatter index (◦) 43.94 ± 1.2142 53.62 ± 2.2030 p = 0.179

ELEVATION

Activated cortical

surface (mm2)

3.971 ± 0.0271 3.8 ± 0.0523 p = 0.099

Ovality index 0.5778 ± 0.0050 0.5645 ± 0.0072 p = 0.747

Apparent visual field (◦) 81.96 ± 0.8394 77.89 ± 1.0863 p = 0.3328

Cortical Magnification

Factor (mm/◦ )

0.0298 ± 0.0003 0.03064 ± 0.0006 p = 0.5856

Scatter index (◦) 39.46 ± 0.6573 47.38 ± 1.6127 p = 0.398

FIGURE 3 | Scatter plot of D2-KO and WT ocular dominance indices (ODIs).

No significant differences were observed between groups (Wilcoxon rank sum

test, p = 0.2109). Black bars represent the mean. N.S.: not significant.

DISCUSSION

In this study, taking advantage of knockout animal models,
we present the first evidence of altered visual responses in the
primary visual cortex of mice lacking functional D2 dopamine
receptor. The main impact of the lack of these receptors was
a significant change in the SF tuning function. This change
was not accompanied by a modification of the response to
the stimulus contrast. Further, the analysis of retinotopic maps
indicated that V1 shape or retinotopic organization, as well
as ocular dominance in binocular cortex were not altered in
D2-KO mice.

Functional Structure of D2-KO Mice V1
In order to investigate if the lack of D2 receptor function could
cause structural alterations in mice primary visual cortex, the
present study analyzed the retinotopic maps obtained by the
periodic paradigm described by Kalatsky and Stryker (2003).
Previous studies from us and others have successfully applied this
technique in order to assess the impact of different molecular
pathways and receptors on the structural organization of V1
connectivity in different knockout mice models (Cang et al.,
2005b; Groleau et al., 2014; Farishta et al., 2015). In the
present study, the analysis of visual maps revealed that the
cortical structure of D2-KO mice did not differ from their WT
littermates, suggesting that D2 receptors are not involved in V1
structural organization. Furthermore, the lack of functional D2
dopamine receptors did not affect the ocular dominance in V1 of
D2-KO mice.

DAergic receptors are known to play a role in brain
development (see Money and Stanwood, 2013 for a review) and
pharmacological approaches as well as knockout models have
been extensively used to investigate the impact of the lack of these
receptors in cortical structure (Jones et al., 2000; Stanwood et al.,
2005; Zhang et al., 2010). In a D1-KO mouse model, Stanwood
et al. (2005) observed that the lack of functional D1 receptors
induced morphological alterations in the dendritic projection of
the prefrontal and anterior cingulate cortex whereas the cellular
morphology of neurons from the visual cortex remained intact,
suggesting that the role of D1 receptors in development is
confined to cortical areas with major DAergic input, such as the
prefrontal cortex, without any detectable alterations in cortical
circuitry of visual areas.

Our data shows that the absence of D2 receptors did not
alter the cortical organization of V1 (as shown by the retinotopy
and ocular dominance), suggesting that, as observed for D1
receptors, D2 receptors do not play a preponderant role in the
organization of the circuitry in the visual cortex. However, given
the experimental approach used here, we cannot rule out any
morphological changes occurring at the cellular level or in other
parts of the visual pathways. Although no structural alterations
were observed in V1 of D2-KO mice, the lack of function of D2
receptors did influence cortical processing as described in the
next section.

Contrast and SF Functions of D2-KO Mice
V1
Visual areas are generally considered to have a less prominent
DAergic innervation compared to other parts of the brain such
as the prefrontal cortex (Papadopoulos and Parnavelas, 1990;
Boumghar et al., 1997; Zhao et al., 2001; Govindaiah and Cox,
2005, 2006). Nevertheless, there is evidence that DA and its
receptors are implicated in different aspects of the processing of
visual information from the retina to the cortex (Papadopoulos
and Parnavelas, 1990; Antal et al., 1997; Witkovsky, 2004; Lavoie
et al., 2013; Zaldivar et al., 2014). In particular, previous studies
have demonstrated modulatory effects of DAergic receptors on
SF processing and contrast response function in the retina and
visual thalamus, respectively (Zhao et al., 2001;Witkovsky, 2004).
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FIGURE 4 | Contrast response curve for D2-KO and wild-type mice V1. (A) Curve fitted on normalized response amplitude (mean ± SEM) of pooled individual data

elicited by gratings of varying contrasts (6, 12, 50, and 100%). (B,C) Comparison of parameters drawn from the curve fits, c50 and slope coefficient respectively. No

significant difference was observed between the datasets (F-test, p = 0.27). N.S.: not significant.

FIGURE 5 | Spatial frequency (SF) tuning function for D2-KO and wild-type mice V1. (A) The normalized response amplitude (mean ± SEM) of pooled individual data

is plotted against the SFs tested. Note that the D2-KO mice curve is shifted toward higher SFs. The curves are statistically different (F-test, p < 0.05). (B) SF eliciting

the maximal response (mean ± SEM) from V1 of D2-KO and wild-type. V1 neurons of D2-KO were optimally activated by higher SFs compared to wild-type mice

(Welch’s t-test, ***p < 0.001). (C) Predicted high cut-off for V1 of D2-KO and wild-type mice. The SF threshold was determined by the value at which the model

intercepts the level of noise (example of cut-off level depicted in A) present in the blank recordings for each individual (Students t-test, **p < 0.01).

One could thus hypothesize that V1 neurons will exhibit a
similar modulation of the contrast response by inheriting the
effects produced in the LGN relay neurons. Our findings do not
support this assumption since the contrast response function
of D2-KO mice was not significantly different from their WT
littermates, indicating that D2 receptors do not influence the
contrast sensitivity of V1 neurons. This result is thus at odds with
Zhao et al. (2001) report that the injection of D2 receptor agonists
provoked a facilitation or inhibition of the contrast response gain

of relay neurons in the cat dLGN in a dose-dependent manner.
It is worth emphasizing that the contrast responses obtained in
the present study is the mean response of the whole primary
visual cortex. Since D2 receptors activation gives rise to both
facilitation and suppression in the thalamus (Zhao et al., 2001),
it is possible that those modulatory effects are balanced or even
nullified once the different thalamic signals are integrated in the
cortex, avoiding any profound effects on the cortical processing
of contrast. Alternatively, a recent study in mice indicated that
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contrast adaptation inV1 arises primarily from the local circuitry,
with less contribution from the thalamus (King et al., 2016).
Hence, the compensatory mechanisms from local circuitry of
V1 may dampen the potential modulatory D2-mediated changes
observed in the thalamus on the contrast response.

There is little evidence of the specific role of D2 dopamine
receptors on the modulation of the SF selectivity of neurons in
the visual system. Until now, the effects of the DAergic system on
the SF responses have been observed mostly at the retinal level.
For instance, in anesthetized monkeys, the administration of l-
sulpiride, a selective D2 receptor antagonist caused a reduction
of the amplitude of the pattern-ERG (PERG) at the optimal SF
(Tagliati et al., 1994). Similar effects were also reported in humans
(Stanzione et al., 1995). In our study, the lack of D2 dopamine
receptors induced an increased sensitivity to SF in V1, with D2-
KOmice exhibiting higher optimal SFs and cut-off values. To our
knowledge, this is the first demonstration of the impact of the
lack of D2 dopamine receptors on the SF selectivity in V1. Aside
obvious methodological differences between our study and the
above-mentioned ones, our data suggest that the effects of the
lack of D2 dopamine receptors on V1 SF tuning do not arise
from the retina. Therefore, it is most likely that the increased
SF sensitivity presented in D2-KO mice resulted from changes
occurring in the visual thalamus or directly in the cortex since
D2 receptors are present in the LGN (Zhao et al., 2001) and in
the visual cortex, as revealed here. Nonetheless, it is worth noting
that the animalmodel used in the present study lacks congenitally
the D2 dopamine receptor and this takes place ubiquitously.
Therefore, the effects observed in the primary visual cortex may
result from changes arising at the subcortical level and/or in
higher-order visual areas.

CONCLUSION

Our data shows that the lack of function of D2 receptors does
not impair the structural organization of neuronal populations
of V1. However, compared to WT littermates, D2-KO mice were
characterized by an increase of the response amplitudes to higher
SFs and of the high SF cut-off. These results suggest that D2
receptors are specifically implicated in the processing of spatial
aspects of the visual scene in V1.
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orrelation  of  hemodynamic  and  fluorescence  signals  under  resting
tate  conditions  in  mice’s  barrel  field  cortex
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 i g  h  l  i g  h  t  s

A  bimodal  IOI—calcium  imaging  system  was  used  to  record  resting  state  activity.
Neuronal  and  glial  parts  of  fluorescence  signal  were  retrieved  with  frequency  filters.
Hemodynamic  response  and  fluorescence  signals  correlation  was  computed.
Differences  in  correlation  patterns  were  found  between  high  and  low  spectrum.
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a  b  s  t  r  a  c  t

Both  neurons  and  astrocytes  are  known  to affect  local  vascular  response  in the  brain  following  neuronal
activity.  In order  to  differentiate  the  contributions  of  each  cell  type  to the  hemodynamic  response  during
stimulation  and  resting  state,  intrinsic  optical  signal  (IOI)  was  recorded  synchronized  with  fluorescence
imaging  of  calcium  concentration  sensitive  dye Oregon  Green  BAPTA-1  AM.  By changing  the  stimulation
parameters  (frequency  and  duration),  it was  possible  to individually  promote  neuronal  and  glial  responses
eywords:
eurovascular coupling
esting state
strocytes

ntrinsic signal imaging
alcium fluorescence signal imaging

and to compare  them  to levels  of oxy  (HbO),  deoxy  (HbR)  and  total  (HbT)  hemoglobin  concentrations.
Finally, resting  state  recordings  were  done  to investigate  the  possible  correlation  between  hemoglobin
fluctuation  and  calcium  transients,  based  on different  frequency  bands  associated  either  with  neuronal
or  glial  activity.

© 2016  Elsevier  Ireland  Ltd.  All  rights  reserved.
arrel field cortex

. Introduction

Following neuronal activity, a cascade of events induces a local
hange in vascular dynamics. This phenomenon, known as neu-
ovascular coupling, is well-documented in literature. As described
n a recent review [1], multiple actors influence vascular tone in the
rain. Starting at the capillaries and then propagating backward
o ascending arterioles and to pial arteries, the dilatation process

nduced by local neuronal activity affects hemoglobin concentra-
ion levels. The ensuing hemodynamic response associated with
hese events consists of a local increase in oxy-hemoglobin (HbO)

∗ Corresponding author at: Institut de Génie Biomédical, Dpt. de Génie Électrique,
cole Polytechnique de Montréal, C.P. 6079, succ. Centre-ville, Montréal QC H3C
A7, Canada.

E-mail address: samuel.belanger@polymtl.ca (S. Bélanger).

ttp://dx.doi.org/10.1016/j.neulet.2016.01.067
304-3940/© 2016 Elsevier Ireland Ltd. All rights reserved.
and a decrease in deoxy-hemoglobin (HbR) concentration. Mul-
tiple cell types are known to influence hemodynamics, primarily
neurons and astrocytes, although through different pathways. As
oxygenation changes are used as a way  to quantify brain activity,
it is important to understand more precisely how different cellu-
lar populations are involved in this process. In particular, to assess
whether the causality observed during stimulation translates in the
context of resting state signals.

Using a bimodal acquisition setup for simultaneous fluorescence
calcium level and fMRI recordings, Schultz et al. [2] were able to dif-
ferentiate the neuronal and glial contributions to the BOLD signal.
They showed that a strong correlation exists between the BOLD
signal and changes in calcium levels in neurons, measured by cal-

cium sensitive fluorescent probes. Comparing the BOLD response
with a simple model based on neuronal response, they observed
some dissimilarities explained by glial activity. By analyzing these

dx.doi.org/10.1016/j.neulet.2016.01.067
http://www.sciencedirect.com/science/journal/03043940
http://www.elsevier.com/locate/neulet
http://crossmark.crossref.org/dialog/?doi=10.1016/j.neulet.2016.01.067&domain=pdf
mailto:samuel.belanger@polymtl.ca
dx.doi.org/10.1016/j.neulet.2016.01.067


1 ence L

d
c
m
a
i
s
u
r
n
t
[
o
p

b
t
h
t
o
t
a
h
s

d
r
b
p
c
a
t
s
r
b
A
s
t
o

i
c
c
t
t
H

2

2

8
g
s
m
a
i
C

i
r
o
d
o
I

78 S. Bélanger et al. / Neurosci

ifferences, they were able to extract the neuronal and the glial
omponents from the BOLD response. However, these results were
easured using stimulation and anesthesia. The question remains

s to whether the astrocyte contribution to BOLD, measured under
soflurane anesthesia in [2] was diminished compared to awake
ignals, given that there is a known reduction in astrocyte activity
nder anesthesia [3]. Separately, one might ask whether a similar
elationship to what Schultz et al. [2] observed exists between sig-
als measured at rest. BOLD fMRI signals are now commonly used
o assess brain region connections during resting state conditions
4–6] and while some work has tried to pin down the neural origin
f resting state signals [7], it remains to be investigated whether
art of the signal has a glial origin.

The bimodality scheme developed by Schultz can be reproduced
y a simpler optical system. Intrinsic optical signal imaging (IOI)
echniques have been used for many years in order to measure
emodynamic at the surface of the cortex [8–10]. More recently,
he ability to record both hemodynamic and fluorescence changes
f calcium probes was demonstrated [11]. As IOI signals are akin
o BOLD signals, they offer a simple means to reproduce the dual
pproach investigated by Shultz et al. [2], with increased control on
emodynamic parameters and the ability to measure more than a
ingle spatial point in the cortex.

Likewise, the idea of measuring both fluorescence and hemo-
ynamic signals during the same experiment is not new. Other
ecent work has used genetically modified mouse models to image
oth calcium activity (GCaMP3) and hemodynamics in resting state
aradigm [12–14]. Evidence of correlation between neuronal cal-
ium transient and hemodynamics was observed using such an
pproach. However, the contribution from astrocytes was  not able
o be determined since GCaMP3 transgenic mice fluorescence is
pecific to neuronal activity. In our investigation, we used a fluo-
escent dye that is not specific to either neurons or astrocytes, and
ased the analysis on the frequency of the recorded calcium signal.
s shown in previous work [2,15], glial and neuronal calcium tran-
ient do not have support in the same frequency bands enabling
heir distinction in recordings (less than 0.5 Hz for astrocytes and
ver 1 Hz for neurons).

The goal of this study was to use a bimodal IOI-Calcium imag-
ng technique in order to measure simultaneous hemodynamic and
alcium transients during resting state (RS) experiments. Fluores-
ence staining was done using Oregon Green Bapta-1 AM in order
o measure both neuronal and glial calcium activity. Doing so, we
ried to determine the separate neuronal and glial influences on the
bO/HbR fluctuations seen in RS.

. Material and methods

.1. Animal model and preparation

A total of N = 8 Male C57BL/6 mice (weight between 18 and 22 g,
 weeks old, Charles River) were imaged for this study. From this
roup, three mice were rejected (dehydration, poor tracheostomy
urgery and abnormal physiological signals respectively). The Ani-
al  Research Ethics Committee of the Montreal Heart Institute

pproved all surgical procedures, which were performed accord-
ng to the recommendations of the Canadian Council on Animal
are.

All animals were anesthetized using urethane (1–1.5 mg/kg,
ntraperitoneal injection (IP)). A tracheostomy was performed to
educe the risk of respiratory depression often seen with the use

f this anesthetic. The mice were then attached to a stereotaxic
evice with monitoring capabilities to record physiology through-
ut the experiment (Small Animal Monitoring Station, Labeotech
nc.). After the injection of a local anesthetic (Xylocaine, subcuta-
etters 616 (2016) 177–181

neous (SC), 0.2%) under the scalp, a surgical procedure was  done
to expose the skull covering the whole cortex area. A small hole
was drilled through the bone over the barrel field cortex of each
hemisphere (based on a stereotaxic atlas [16] over the barrel field
cortex: −1.25 mm AP, ±3 mm ML)  to have access to the brain for
injections with a glass pipette. Artificial Cerebrospinal Fluid (aCSF:
125 mM NaCl, 10 mM HEPES, 10 mM glucose, 5 mM KCl, 1,5 mM
CaCl2, 1 mM MgSO4) was  used to keep the scalp moist for clear
imaging. Injections of fluorophore (Oregon Green BAPTA-1, Invitro-
gen) diluted to a final concentration of 1 mM (first in 3.97 �l of 20%
Pluronic acid in DMSO to reach a 10 mM solution, then, in 35 ml of
aCSF to obtain the 1 �M final solution) were done with a microin-
jection pump (UMP3, WPI) according to procedures found in the
literature [17,18]. To complete the surgical procedure, a small imag-
ing chamber was  installed around the skull and fixed with dental
cement (Ortho-Jet, Lang). Next, agarose (0.8 mg/ml, Sigma-Aldrich)
was poured to cover the skull and completely fill the chamber. A
small cover slip was  then installed on the top of the agarose to pre-
vent exposure to air and to help re-establish normal intracranial
pressure on the brain.

2.2. Physiology monitoring

Physiological monitoring was done continuously, from the
beginning of anesthesia to the end of the experiment. Cardiac and
respiratory rates were recorded; body temperature was maintained
between 36.5 and 37.5 ◦C. The mice’s hydration was  preserved by
injecting 0.25 ml  of saline (SC) every hour. After the tracheostomy,
an air mixture of 0.8 l/min of medical air and 0.2 l/min of oxygen
was delivered close to the tracheal tube to reduce slow CO2 level
increases that can occur with time and ensure constant blood gas
levels among the animals.

Finally, blood pressure was  measured through volume-pressure
recordings (VPR) during the procedure performed immediately
preceding imaging in order to validate the physiological status dur-
ing IOI recordings.

2.3. Stimulation

Activity in the barrel fields of the sensory cortex of each mouse
was modulated by the stimulation of its whiskers with a controlled
airflow (Picospritzer II, Parker). A series of air puffs were directed
toward the whiskers unilaterally, with a pressure of 25 PSI for a
duration of 100 ms.  Length and frequency of the series were modu-
lated so as to favor either the neuronal or the astrocytic response [2].
Frequencies were set to 1, 3 or 5 Hz and for a duration of 5 s or 30 s.
Each series of stimulations were followed by an inter-stimulation
period of rest of 30 ± 3 s, repeated 10 times. For each animal, 8
recordings were done: 2 resting state sessions of 5 min  and 6 stimu-
lations sessions (1 Hz for 5 s, 1 Hz for 30 s, 3 Hz for 5 s, etc.). The order
of session recording was set randomly for each acquisition to avoid
effects from habituation or physiology (e.g. fatigue, anesthesia, etc.)
in the recorded data.

2.4. Optical imaging

Both IOI and fluorescence were acquired with a 12-bit charge-
coupled device (CCD) camera (MV-D1024E-160-cl, PhotonFocus)
with a full resolution of 1024 × 1024 pixels. The camera was linked
to a computer through a frame grabber (Neon-CLB, Bitflow), allow-
ing high frame rate acquisitions. A custom-made interface was
programmed in Matlab (Matlab, MathWorks) to control the illu-

mination, the stimulation, and the acquisition of images and vital
signs. A macro-photo camera lens (EF-S 60 mm f/2.8 Macro USM,
Canon) was used to image the brain on the CCD camera. With this
particular lens set in macro mode, we were able to get a field of view
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Fig. 1. Typical responses to stimulation block-averaged from the signal measured on the contralateral barrel cortex of a mouse. (For interpretation of the references to colour
in  this figure legend, the reader is referred to the web  version of this article.)
On the left: HbO (in red), HbR (in blue) and HbT (in green) concentrations changes computed from the IOI acquisitions made according to the different stimulation paradigms
(3  frequencies and two total durations). The gray areas represent when the stimulations were ON. On the right: the normalized power spectrum density computed on a 2 s
window swept along the time dimension on each acquisition. The spectrum was separated in two  frequency bands: greater than 1 Hz to quantify neuronal activity and lower
than  0.5 Hz for glial activity.

Fig. 2. Correlation maps for resting state sessions for both IOI and fluorescence signals.
All  correlation values shown here are Pearson’s coefficients. On the left: co-registered averaged maps across animals for the hemoglobin concentrations. The seed is indicated
w  show
m  Hz. B
t

o
p
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w
d
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ith  a black dot on each map  and the time course of its variation for one animal is
aps  for the power spectrum variation of the fluorescence signal over and under 0.5

he  three Hb data set.

f 10 mm2 on a region of interest (ROI) of 512 × 512 pixels (20 �m
er pixel in both directions). The depth of view (the distance on the
ptical axis for which the image remains at focus) was  determined
y both the focal distance (200 mm)  and the stop number (3, for an
perture opening of 2.8) of the lens, giving a focal depth of 1.2 mm.

Reflectance changes on the surface of the cortex were recorded
ith time-multiplexed illumination (488, 525, 590, 625 nm)  pro-

uced by 3.5 W LED (LZ4-00MA00, Led Engin; XP-E blue, CREE).
he four temporally multiplexed wavelengths led to a full-frame
ate of 5 Hz for IOI and 15 Hz for fluorescence imaging. Illumina-
ion was further adjusted so that no part of the brain was  under- or
n next to each maps. Scale bars in black represent 1 mm.  On the right: correlation
ottom-right: group-averaged correlations maps between the two OGB-1 seeds and

oversaturated by any of the wavelengths. The exposure time of the
camera was set to 30 ms.  Finally, filters were used to ensure that
there was  no contamination between the fluorescence channel and
IOI channels (FF01-480/40-25 and FF01-515/LP-25, Semrock).

2.5. Analysis
Prior to data analysis, camera frames were filtered to remove
electric noise [19]. They were then classified according to their
corresponding illumination color. To reduce the influence of
noise sources on the data, a generalized linear model (GLM) was
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omputed from multiple nuisance regressors: the EEG (XEEG), the
eart rate (XBPM), the respiratory signal (XRESP), the respiratory rate
XRPM) and the averaged reflectance measure on a ROI including all
he cortical pixels (XG). Once the estimate was obtained, it was  used
o normalize data and thus, remove (or reduce) the effects of those
egressors on the signal of interest.

For IOI channels (530 nm,  590 nm and 630 nm), each pixel’s
ntensity time course was then filtered with a low pass filter (4th
rder Butterworth, cutoff frequency at 1 Hz). The use of a filter is
ecessary to reduce higher frequency noise unrelated to the hemo-
ynamic response: predominantly respiration (from 2 Hz to 4 Hz)
nd heart-rate (between 6.5 Hz and 10 Hz). Butterworth filters are
he most common choice to achieve this task because of their rela-
ively flat (i.e. free of ripples) bandpass gain and their fast decrease
fter the cutoff frequency [20,21]. Moreover, the hemodynamic
esponse is a slow process, having most of its frequency support
elow 1 Hz. To get HbO, HbR and HbT measures, the modified
eer–Lambert’s law was used as described in Ref. [20].

For fluorescence recordings, the images (480 nm)  were filtered
nto two distinct bandwidth signals, noted LF for the lower band
nd HF for the higher one. The bandpass cutoff frequencies were set
etween 0.01 to 0.1 Hz for LF and between 0.5 and 6 Hz for HF. In
rder to have comparable signals with the hemodynamic signal, the
nal LF and HF components were calculated by doing the summa-
ion of the power spectral density function of the two  bandwidths
n a 1 s moving window.

To compare hemodynamic activity with LF and HF fluorescence
ariations through the stimulation protocol, each signal (LF, HF,
bO, HbR and HbT) was averaged over every stimulation event for

he contralateral barrel field area. As for resting state paradigm, cor-
elation maps were generated from a seed (0.25–0.3 mm)  selected
n the barrel field cortex of one hemisphere (same seed area for
very signal, positioned based on a stereotaxic atlas [16] over the
arrel field cortex: −1.25 mm AP, 3 mm ML,  next to the holes drilled
or the OGB-1 injections) [20,22]. In addition, correlation coeffi-
ients were computed to compare both LF and HF calcium transient
ith HbO/HbR/HbT resting state signals (0.009–0.08 Hz) in order

o evaluate the influence that each calcium frequency band might
ave on hemodynamics. From those Pearson’s coefficient r values,
isher Z measures were built using Fisher’s Z-transform before per-
orming a random effect t-tests on the seeds. Statistical significance
as determined by using a standard Student’s unpaired t-test of all
ixels. Values were considered significant at p < 0,05, after adjusting
he p values with the Benjamini–Hochberg procedure [20].

. Results

Fig. 1 shows the mean block-averaged results for acquisition
essions with whisker stimulation. The fluorescence curves repre-
ent the power spectrum summation over high (HF) and low (LF)
requencies associated with neuronal (>0.5 Hz) and glial (<0.5 Hz)
ctivity. For the long-duration stimulation sessions, the effect of
abituation can be seen on the HF curves and the response was
trongest when stimulation was set to 3 Hz. In comparison, LF
esponses were stronger for long-duration as compared to short-
uration stimulation. This is in accordance with previous work [2].

There were no notable differences when comparing hemo-
ynamic response at different stimulation frequencies using IOI
easurements. But, when comparing the short and long stim-

lation periods some differences are noticeable. During the

hort-stimulation period (5 s), the signal returns quickly to its basal
evel, without the large oscillations seen after the long-duration
timulation period (30 s). This behavior is also present when look-
ng at the fluorescence measures.
etters 616 (2016) 177–181

Correlation maps created with IOI data show a strong relation-
ship between the somatosensory cortices of both hemispheres. As
shown on Fig. 2, this relationship appears to be weaker with the
OGB-1 signal. Also, the correlation spread for LF, related to astro-
cytes, is stronger and spatially larger than for the HF maps in the
ipsilateral hemisphere. This relationship is reversed when look-
ing at the contralateral side, associated with an increased bilateral
correlation for HF signals. Finally, when looking at the correla-
tion maps between the LF and HF power spectrum variations and
the HbO/HbR/HbT signals, HF signals had a statistically signifi-
cant (anti-) correlation with HbO (p = 0.03 ipsilateral seed, p = 0.03,
contralateral seed) and HbT (p = 0.04 ipsilateral seed, p = 0.03, con-
tralateral seed). No significant correlations were found between LF
and hemodynamic signals.

4. Discussion

4.1. Changes measured with the stimulation paradigm

The link between stimulation parameters and the signal mea-
sured in fluorescence shows the same trends as what has been
reported previously in literature [2]. Lower frequency calcium sig-
nals have a stronger response to longer stimulation periods. In
comparison, higher frequencies return to a normal level a few
seconds after the start of stimulation, probably caused by the habit-
uation effect the stimulation has on neurons [2].

It has been shown that astrocytes have significantly slower cal-
cium transients than neurons [15], a finding that was  used in this
study as a basis for the separation of calcium signal between neu-
ronal and glial components. However, one cannot exclude crosstalk.
Other works have shown low frequency correlation maps from flu-
orescence measurements on GCaMP3 mice, on which fluorescence
is neuron-specific [13]. One hypothesis could be that neuronal
activity is present in both frequency bands, while astrocytes only
have support in the low frequency band. This could be validated by
imaging with fluorophores that are astrocyte-specific (i.e. rhod-2
or fluo-4). In this study, imaging of fluo-4 signals was unsuccess-
ful due to a weak fluorescence signal after staining when using the
large-spatial scale IOI technique. The use of this fluorophore in wide
field imaging might be more difficult in part because of its position
close to blood vessels in the brain. Further investigation is needed
in order to be able to measure both signals distinctively.

Furthermore, as shown in Ref. [3], isoflurane anesthesia has a
significant effect on both neuron and astrocyte activity. Questions
about a similar outcome should be raised with respect to ure-
thane anesthesia, as the effects of this particular agent on cells and
blood vessels might also have an impact on the recorded signals.
To explore this, future studies should be conducted on both awake
and anesthetized mice.

4.2. Correlation maps from resting state sessions

The correlation maps of hemoglobin changes in resting state
show a strong relationship in both ipsilateral and contralateral bar-
rel field’s cortices, as could be expected considering previous works
[20]. The added value of the current study is the investigation of
hemoglobin change in correlation with fluorescence signals, which
provides insight into the nature of the resting state signal origins.

As seen on Fig. 2, there are noticeable differences between the
seed-based spatial-correlation of LF and HF fluorescence signals.
The size and the strength of the highly correlated area on the LF

map  might be a sign of a stronger ipsilateral local network in this
frequency range (from both neurons and astrocytes). In opposi-
tion, the HF correlation map  shows a more uniform correlation
between contra- and ipsi- lateral areas. We  found that only HF
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ignals correlated with significance with hemodynamics (HbO and
bT) suggesting that RS signals have a neuronal substrate in this
nesthetized preparation.

An important limitation to keep in mind when comparing these
wo signals is the fact that OGB-1 is excited at 488 nm and emits flu-
rescence at 530 nm.  This range of wavelength is greatly absorbed
y hemoglobin and thus can be influenced by hemodynamics. Per-
aps LF signals were more affected than HF signals in this particular
ase since they share support in the same frequency band. The
uorescence maps presented in Fig. 2 were normalized by fluc-
uations of the IOI data based on known extinction coefficients of
emoglobin. In doing this procedure, we observed a stronger cor-
ection on LF signals, indicating that despite this correction, there
ay  be a remaining confound due to partial volume effects. A sec-

nd limitation is the use of a global regressor: we cannot exclude
hat introducing such a regressor may  induce spurious negative
orrelations in RS maps. However, the IOI technique used here does
ot provide a clear alternative and more work needs to be done to

nvestigate this issue.

. Conclusions

In conclusion, this study provided multimodal measurements
inking calcium transients in neurons and astrocytes to changes
een in hemoglobin concentration during resting state imagery. By
eparating the calcium-related fluorescence signal in two distinc-
ive frequency bands, we were able to show differences in the way
hese signals correlate with hemodynamics.
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