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Résumé 

Pour améliorer les interactions homme-ordinateur dans les domaines de la santé, de l'e-

learning et des jeux vidéos, de nombreux chercheurs ont étudié la reconnaissance des émotions 

à partir des signaux de texte, de parole, d'expression faciale, de détection d'émotion ou 

d'électroencéphalographie (EEG). Parmi eux, la reconnaissance d'émotion à l'aide d'EEG a 

permis une précision satisfaisante. Cependant, le fait d'utiliser des dispositifs 

d'électroencéphalographie limite la gamme des mouvements de l'utilisateur. Une méthode non 

envahissante est donc nécessaire pour faciliter la détection des émotions et ses applications. 

C'est pourquoi nous avons proposé d'utiliser une caméra thermique pour capturer les 

changements de température de la peau, puis appliquer des algorithmes d'apprentissage 

machine pour classer les changements d'émotion en conséquence. Cette thèse contient deux 

études sur la détection d'émotion thermique avec la comparaison de la détection d'émotion 

basée sur EEG. L'un était de découvrir les profils de détection émotionnelle thermique en 

comparaison avec la technologie de détection d'émotion basée sur EEG; L'autre était de 

construire une application avec des algorithmes d'apprentissage en machine profonds pour 

visualiser la précision et la performance de la détection d'émotion thermique et basée sur EEG. 

Dans la première recherche, nous avons appliqué HMM dans la reconnaissance de l'émotion 

thermique, et après avoir comparé à la détection de l'émotion basée sur EEG, nous avons 

identifié les caractéristiques liées à l'émotion de la température de la peau en termes d'intensité 

et de rapidité. Dans la deuxième recherche, nous avons mis en place une application de 

détection d'émotion qui supporte à la fois la détection d'émotion thermique et la détection 

d'émotion basée sur EEG en appliquant les méthodes d'apprentissage par machine profondes - 

Réseau Neuronal Convolutif (CNN) et Mémoire à long court-terme (LSTM). La précision de 

la détection d'émotion basée sur l'image thermique a atteint 52,59% et la précision de la 

détection basée sur l'EEG a atteint 67,05%. Dans une autre étude, nous allons faire plus de 

recherches sur l'ajustement des algorithmes d'apprentissage machine pour améliorer la 

précision de détection d'émotion thermique. 

 

Mots-clés: Détection d'émotion thermique, Détection d'émotion basée sur d'EEG, CNN, 
HMM, LSTM, Images de stimuli affectif 
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Abstract 

To improve computer-human interactions in the areas of healthcare, e-learning and video 

games, many researchers have studied on recognizing emotions from text, speech, facial 

expressions, emotion detection, or electroencephalography (EEG) signals. Among them, 

emotion recognition using EEG has achieved satisfying accuracy. However, wearing 

electroencephalography devices limits the range of user movement, thus a noninvasive method 

is required to facilitate the emotion detection and its applications. That’s why we proposed using 

thermal camera to capture the skin temperature changes and then applying machine learning 

algorithms to classify emotion changes accordingly. This thesis contains two studies on thermal 

emotion detection with the comparison of EEG-base emotion detection. One was to find out the 

thermal emotional detection profiles comparing with EEG-based emotion detection technology; 

the other was to implement an application with deep machine learning algorithms to visually 

display both thermal and EEG based emotion detection accuracy and performance. In the first 

research, we applied HMM in thermal emotion recognition, and after comparing with EEG-base 

emotion detection, we identified skin temperature emotion-related features in terms of intensity 

and rapidity. In the second research, we implemented an emotion detection application 

supporting both thermal emotion detection and EEG-based emotion detection with applying the 

deep machine learning methods – Convolutional Neutral Network (CNN) and LSTM (Long-

Short Term Memory). The accuracy of thermal image based emotion detection achieved 52.59% 

and the accuracy of EEG based detection achieved 67.05%. In further study, we will do more 

research on adjusting machine learning algorithms to improve the thermal emotion detection 

precision.  

 

Keywords: Thermal emotion detection, EEG-based emotion detection, CNN, HMM, LSTM, 
affective stimuli pictures 
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Chapter 1. Introduction 

1.1 Background and Objective 

As one of the effective methods to improve the human-computer interactions, emotion 

detection has been an emerging research field in many disciplines of biology, neuroscience, 

psychology, cognitive science and computer science. In recent decades, researches on detecting 

emotions theoretically and empirically from text (Kao, Edward Chao-Chun, et al. 2009), speech 

(El Ayadi, Moataz, et al. 2011), music (Kim, Jonghwa, and Elisabeth André, 2008), facial 

expression (Sprengelmeyer, R., et al, 1998), body posture (De Gelder, Beatrice. 2006), and EEG 

(Electroencephalogram) signals (Petrantonakis and Leontios, 2010) has increased significantly. 

 While for speech-based emotion detection, the global-level acoustic features are not 

able to describe dynamic variation along an utterance (Busso, Carlos, et al. 2004), the facial 

expression based emotion recognition also is restricted by the pictures’ quality and clarity, or 

the lighting conditions. For the EEG-based technologies, as the headset device as to be worn by 

subject, it’s hard to apply to remote and mobile scenarios. In this thesis, we do a progressive 

approach to analyse the feasibility and accuracy of a non-invasive emotion detection method – 

thermal imaging based technology. We propose and carry out an experiment to capture both 

EEG and thermal photos for subjects when they are watching affective stimuli. Then both 

signals are trained and classified with machine learning algorithms in the application we 

implemented. The recognized emotions by two source are visualized in the application. 

1.2 Outline of The Thesis 

 Following the study approach, this thesis is organized as below. Section 1 reviews the 

emotion detection background, methods and related affective computing technologies. Section 

2 is my research paper of detecting thermal emotion profiles with the comparison with EEG 

based emotion detection, which was accepted and was presented at the PhyCS2016 conference. 

Section 4 is another paper about the application and algorithm of automatically detecting the 

emotion from the infrared images, comparing with the emotion detection from EEG signals, 
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which titled as Automatic Thermal Emotional Detection and which was submitted to the PhyCS 

2017 conference. The final findings and conclusions of this thesis will be done in section 4.  

1.3 Related Researches 

Affective computing researchers have used various measures to estimate and detect 

emotion states, including self-report, behavior analysis, facial expression interpretation, and 

neurophysiologic measurement. In this section, we review the methods and algorithms used in 

emotion detection and compare their advantages and limitations.  

1.3.1 Detect Emotion from Text and Speech 

As the most general and direct way for human to interact with a computer system is via 

writing text or verbal communication, the researches of detecting emotions from text and speech 

have increasingly developed since Picard and Roalind proposed the conception of affective 

computing in 1997. The three categories: keyword-based, learning-based, and hybrid 

recommended approaches were mainly applied into textual affective detection (Kao, Edward 

Chao-Chun, et al. 2009) in blogs, news, or other articles. With the emerging development of 

social media, understanding the emotion expression, such as friendship, compassion or threaten, 

from short informal text has become an hot topic. Machine learning algorithms, such as non-

linguistic machine learning, and support vector machines (SVMs) are widely used (Abbasi et 

al., 2008; Argamon et al., 2007; Boiy, Erik, and Marie-Francine Moens, 2009; Thelwall, Mike, 

et al. 2010; Wilson, Wiebe, & Hwa, 2006) in emotion detection, furthermore recognize 

sentiment strength or perform opinion mining. Speech emotion recognition was applied in car 

driving system for detecting a driver’s stressed mental state to avoid car accidents (Scheller et 

al.2 2004).   

However, there are some research concerns in text and speech emotion recognition. The 

ambiguity of keywords, lack of linguistic information, and difficulties in determining emotion 

identifiers (Shivhare et al. 2012) have limited the performance and precision of emotion 

detection. Ayadi et al. (2011) also pointed the issue of identify proper features for efficiently 

characterizing different emotion.  
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1.3.2 Detect Emotion from Facial Expression 

About how feelings communicate, psychologist Albert Mehrabian pointed in 1968 that 

feelings are communicated more by nonverbal elements such as facial expression or tones of 

voice than by words a person uses. He gave the formula of how much each of communicate 

messages contribute to the whole expression effect: Total Impact = 7% verbal + 38% vocal + 

55% facial. As a multi-signal input-output communication system, the human face is our 

preeminent means of understanding somebody’s affective states (Keltner et al. 2003). Keltner 

and many researchers believe that, among four classes of facial signals (static facial signals, 

slow facial signals, artificial signals, rapid facial signals), rapid facial signals (facial 

expressions) communicate emotions (Ekman & Friesen, 2003; Ambady & Rosenthal, 1992; 

Keltner & Ekman, 2000) and personal traits (Ambady & Rosenthal, 1992).  

 

 

Figure 1. Examples of upper face action units and some combinations (Donato, 

Gianluca, et al. 1999) 

 

In 1971, Ekman and Frisen proposed and experimentally proved the relationships 

between six emotions (happiness, sadness, anger, surprise, disgust and fear) and distinctive 

patterns of the facial muscles. Later, they developed a facial action labeling system named as 

Facial Action Coding System (FACS) to associate facial expression changes with actions of the 
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muscles in 1978. 44 different action united (AUs) (Figure 1.) were distinguished to indicate the 

smallest visually discernable facial muscle movement (Ekman and al. 1980). Essa and Alex 

(1997) proposed an extended FACS model (FACS+) to observe subjects’ expression 

articulations in video sequence and archived 98% recognition accuracy. Then, machine learning 

models, such as Hidden Markov Model (HMM) (Cohen et al. 2000; 2003), LSTM (Wöllmer, 

Martin, et al. 2010), and Support Vector Machines (Michel et al.), etc, were applied to facial 

expression recognition for higher computing performance and precession. While as expressions 

recognition of images or videos is obviously impacted by lighting conditions, infrared thermal 

images was suggested to use to identify emotions even in dark environment (Yoshitomi et al. 

2000; Hernández, Benjamín, et al.2007).  

1.3.3 Detect Emotion from EEG 

Over the recent decades, a number of researchers used physiological signals on affective 

computing and have achieved impressive results using machine learning algorithms. Among the 

various physiological signals, electroencephalogram (EEG) is the most popular method to 

analyse emotion status because it reaches high accuracy and provides real-time data processing 

possibility.  Zheng et al. compared multiple deep learning method to classify EEG signals and 

achieved 87.62% accuracy using DBN-HMM and 84.08% accuracy using SVM. Petrantonakis 

and Hadjileontiadis (2011) applied Support Vector Machines model on emotion recognition and 

got 94.4% accuracy. Murugappan et al. (2009) combined spatial filtering and wavelet transform 

to classify emotions (happy, surprise, fear, disgust, and neutral). Liu et al. (2010) implemented 

a real-time algorithm to recognize six emotions, including fear, frustration, sadness, happiness, 

pleasant and satisfied, and achieved 90% classification accuracy for distinguishing joy, anger, 

sadness and pleasure.  

However, during the experiment, we found that EEG can’t support long time experiment 

due to the humidity conditions that the electrode contacts require. In other words, when the 

electrode contacts become dry, the signals are not able to be effectively processed to computers. 

Another restriction is that EEG requires the subjects to stay near the device, which limits the 

applications of EEG based emotion detection. 
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1.3.4 Summary 

 Above emotion detection methods have achieved good results and they have been 

applied in a number of business areas, such as in social media marketing (Cvijikj and 

Michahelles, 2011), in affect aware video games (Szwoch and Wioleta, 2015), and in customer 

response analysis to products (Desmet, 2003). However, as the speech based emotion 

recognition requires multiple large databases for semantic feature classification, the facial 

expression recognition needs proper clarity and lighting conditions, the wearable device based 

affective analysis limits the subjects’ moving area, we proposed a new non-invasive emotion 

detection method – Thermal Emotion Detection, comparing its rapidity, intensity and accuracy 

with the results of EEG emotion detection.  
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Chapter 2. Experiment Set up and Thermal Emotional 

Profile Detection 

The main approach of our thermal emotion detection research is: step 1. to setting up an 

experiment of displaying stimuli pictures and capturing both EEG and thermal photos; step 2. 

to analyse the thermal emotional profiles comparing with that of EEG; step 3. to facilitate 

thermal facial area detection and improve the precision of thermal emotion detection using deep 

machine learning algorithms. This paper is to achieve the goals of the first and second steps, 

and next paper in chapter 3 is describing how we achieve the goal of the third step. 

Then for this paper, to understand the links between brain signal and the skin temperature 

changes impacted by the blood flow changes, we set up six experiments inviting participants to 

watch a series of stimuli pictures with wearing EEG device and facing a thermal camera. Thus, 

the EEG signals and thermal photos are recorded for later analysis.  

In terms of inviting participants, an email describing the experiment goals and how it 

works was distributed to the students of the Department of Computer Science and Operation 

Research (DIRO) of University of Montreal. Many students showed interests and we selected 

the first six students and scheduled experiment appointment with them. Before every 

experiment, the participant need to sign the Consent Form to make sure he or she understand 

the research objective, the participation in the research, the confidentiality, the advantage and 

disadvantage, and the right of withdrawal.  

Before every experiment, the participants were suggested to sit and stay calm for letting 

their temperature keep at a stable situation. During each 60-minutes experiment, 80 pre-selected 

stimuli pictures from International Affective Picture System (IAPS) were displayed to 

participants, and every picture were displayed three seconds to ensure the participant’s emotion 

reactions aroused. Meantime, the brain activities and thermal photos were captured and saved 

automatically. 

Then after the completion of the six experiments, we selected the most active brain 

activity channels to recognize the EEG emotional changes, and we manually identify the facial 
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areas (eyes, nose, month, and cheeks) on each thermal photo to train classifiers and then detect 

thermal emotional changes. As the manually facial area identification method limits the thermal 

data volume for further study, we proposed a model to identify facial areas automatically. This 

method is described and implemented in paper 2 (chapter 3). 

In terms of machine learning algorithms that we applied to detect emotions, Hidden 

Markov Model (HMM) was applied because of its good performance on profile classification. 

Considering the individual differences, in this case, the temperature arousal differences or the 

skin temperature differences based their previous activities, we implemented the HMM 

algorithm to train and classify the thermal profiles and detect thermal emotion changes based 

on the participant himself or herself data (participant-independent) and based on all six 

participants’ thermal data (participant-dependent). The result shows that thermal emotional 

profile changes are 3 to 6 second slower than that of EEG, and the participant-dependent thermal 

emotion detection model brings better accuracy than that of the participant-independent model. 

There are still many work to do for achieving higher accuracy. We can arrange more 

experiments to get more thermal data for improving the HMM classifier training; we can try and 

apply other machine learning algorithms to find a way to get higher accuracy. Besides, the 

stimuli can be changed from image to sound to trigger the emotion arousal, such as IADS2 (the 

International Affective Digitized Sounds), and we can group participants by gender or character 

to reduce the impact from the individual differences.   
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Abstract:       Human can react emotionally to specific situations provoking some 

physiological changes that can be detected using a variety of devices: facial expression, 

electrodermal activity, and EEG systems are among the efficient devices that can assess the 

emotional reactions. However, emotions can trigger some small changes in blood flow with an 

impact on skin temperature. In the present research we use EEG and a thermal camera to 

determine the emotional profile of a user submitted to a set of emotional pictures. Six 

experiments were performed to study the thermal reactions to emotions, and in each experiment, 

80 selected standard stimuli pictures of 20 various emotional profiles from IAPS (a database of 

emotional images) were displayed to participants every three seconds. An infrared camera and 

EEG were used to capture both thermal pictures of participants and their electrical brain 

activities. We used several area of the face to train a classifier for emotion recognition using 

Machine Learning models. Results indicate that some specific areas are more significant than 

others to show a change in temperature. These changes are also slower than with the EEG signal. 

Two methods were used to train the HMM, one is training classifier per the participant self data 

(participant-independent), another is training classifier based on all participants’ thermal data 

(participant-dependent). The result showed the later method brings more accuracy in emotion 

recognition. 
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2.1 Introduction 

Research in education, psychology, computational linguistics, and artificial intelligence 

acknowledge that emotions have an effect on learning (Heraz et al, 2007). Many works in that 

field focus on identifying learners’ emotions as they interact with computer systems such as 

Intelligent Tutoring Systems (Chaffar et al, 2009) or educational games (Derbali et al, 2012). 

Unfortunately, many of these types of systems only focus on external behavior like face 

analysis, vocal tones and gesture recognition. Most of the time, psychological methods are used 

to collect real-time sensing data. Despite advances in these methods, it is still a challenging 

problem. The effective emotional state and its assessment lack precision. In addition, these 

methods are not applicable in the case of disabled, taciturn and impassive learners. Today, 

researches are directed toward a multi-model system that can automatically extract 

physiological signal changes in addition to vocal, facial or posture changes. All those features 

can be combined to detect and assess emotions. 

2.1.1 Assessing Emotions 

To properly interact with the learner, the emotion data collection methods have evolved 

from self-report (Anderson, 2001) to facial expression analysis (Nkambou, 2004), to body 

posture and gesture interpretations (Ahn et al, 2007), and to biofeedback measurements (Heraz 

et al, 2007,  2009). To increase the prediction of the emotional and cognitive learner states, the 

approaches of combining different kinds of information collection channels were applied 

(Kapoor et al, 2005). Regarding biofeedback measurement, researches showed that the 

Electroencephalograms (EEG) is one of the most reliable and accurate physiological signal to 

monitor the brain activities (Heraz et al, 2007). However, the wearable EEG devices, such as Q 

sensor (worn on wrist), EPOC Neuroheadset (worn on head), or SomaxisMyoLink (worn on 

body), also limit the user’s movement. It will be more convenient if there is a way to measure 

emotions noninvasively. In our research, our goal is to see the relation between the changes of 

skin temperature and emotions.  
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2.1.2 Assessing Emotions 

During the past half century, psychologists have discovered and studied the relationship 

between skin temperature and emotion changes (Baker and Taylor, 1954). They have indicated 

that the skin temperature is getting lower because of the production of a constriction of the 

arterioles when the participants are under a stressful situation. By testing 27 participants with 4 

negative and 4 positive stimuli, Vos P et al. (2012) found that the skin temperature is higher for 

expressing low intensity negative emotions. Kuraoka and Nakamura (2010) measured the nasal 

region temperature changes studying emotion in macaque monkeys. They found temperature 

decreased when the monkeys were facing negative situations. More interestingly, another 

experiment in the research of Ioannou et al. (2013) showed that when a child felt guilty after 

breaking a toy, his nose tip cooled off with more purple color (third picture); and after he was 

soothed, the thermal color turned more orange indicating his nose wormed (fifth picture on 

Figure 2). 

 

 

Figure 2. Five pictures of a child showing the temperature change of the nasal tip. 

In this paper we present an exploratory study of using thermal camera to detect and 

assess emotions. After looking at the functionalities of a thermal camera and their use in the 

industry, we present the features of Electroencephalograms devices (EEG), a well known 

method for assessing emotions, mental engagement and workload. Then, we present the 

experiments realized with a set of emotional stimuli and the two devices. We compare the 

measures obtained with the two devices to validate thermal assessments.  

2.2 Thermal Camera 

Infrared thermography is a powerful technique for non-destructive and non-invasive 

investigation. It has been applied in building leakage detection (Titman, 2001; Balaras, 2002), 

medicine area (Jones, 1998), and even accident rescue (Doherty et al., 2007). Because of its 
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non-invasive and non-destructive nature, the thermal detection can be rapidly completed, with 

slight access efforts and costs. The visibility of the output also can be interpreted immediately 

by a skilled practitioner (Titman, 2001).  

2.2.1 Thermal Camera in Medicine 

Measuring body temperature is one of the traditional diagnostic methods in medicine, 

besides, it is also applied to measure the outcome of clinical trials. In recent decades, as a non-

invasive and painless method, thermal imaging technique has been widely applied to various 

fields of diagnostic, such as to find the sites of fractures and inflammations, to recognize the 

degree of burn, to detect breast cancer and to determine the type of skin cancer tumors (Ogorevc 

et al., 2015). As Ring et al. (2012) mentioned in their research, the skin temperature can indicate 

the existence of inflammation in underlying tissue (Figure 3), osteoarthritis, soft tissue 

rheumatism, and complex regional pain syndrome (CPRS). A temperature difference of 1 °C 

between the affected and the non-affected limb is one of the diagnostic criteria of CPRS (Wilson 

et al. 1996). 

 

Figure 3. Chronic inflammation of the forefoot following a sport injury (Ring, 2012). 

Studies showed that infrared imaging is also a powerful tool for clinical testing. 

Devereaux et al. (1985) used infrared thermography to quantify joint inflammation and to assess 

patients’ response to therapy of rheumatoid arthritis. By following patients over 12 months, the 

researchers found that there are significant correlations for thermography with other parameters 

of disease activity. In recent years, the study of Spalding et al. (2008) showed that three-
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dimensional measures and thermal imaging are able to indicate a significant coincidence 

between high temperature and swelling of figure joints.  

2.2.2 Using Infrared Camera for Emotion Detection 

2.2.2.1 Infrared Camera 

In our study, we used an infrared camera (ICI 7320) (Figure 4) to capture real time 

thermal images and provide radiometric data streams to hard or portable devices. The camera is 

able to give sensitive and accurate thermal data in a range of -20°C to 100°C. Comparing with 

EEG, because of the camera’s non-invasive feature, it is easier to set up and configure. 

 

Figure 4. ICI 7320 Infrared Camera. 

2.2.2.2 IAPS 

To know which emotions should be detected we used a set of emotional pictures as 

stimuli materials which have been categorized according to specific emotions. The Centre for 

the Study of Emotion and Attention (CSEA) of the University of Florida developed two large 

sets of affective stimuli, IAPS (International Affective Picture System) and IADS (the 

international Affective Digitalized Sound system), to provide standard materials for emotion 

and attention related studies. Based on Osgood et al. (1962) seminal work, IAPS assessed the 

emotions from three dimensions: affective valence, arousal and dominance. In this research, the 

arousal-valence model (Figure 5) was used to represent the emotions. Valence ranges from 

pleasant to unpleasant and arousal ranges from calm to excited. Dominance, which is also called 

control, is a less strongly-related dimension. In our experiments, we selected 80 IAPS pictures 
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from 20 various picture sets for presenting to participants and measuring their emotional 

reactions. 

 

Figure 5. Arousal-valence Model. 

Emotions considered were: neutral, happy, sad, angry, fear, disgust, and sad. To 

measure them according to arousal and valence dimensions, we used the means and standard 

deviations of the rating emotion table (Table I) from Panayiotou (2008) research as a standard 

base for further machine learning. 

Human skin temperature is the product of heat dissipated from the vessels and organs 

within the body, and the effect of environmental factors on heat loss or gain. To facilitate the 

detection of emotions by thermal variations we will focus on five area of the face: forehead, 

nose, mouth, left cheek and right cheek. 
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Table I. Means and standard deviations (parentheses) of ratings for emotions 

(Panayiotou, 2008). 

 

Considering that the temperature changes may require time to display on participants 

skin, every picture was displayed three seconds. Meanwhile, to figure out how the skin 

temperature is back to a ‘neutral’ status, a non-stimuli picture was shown in between every two 

IAPS pictures.  

The emotional profile, which depends on each participant, will be based on two 

parameters: 1) the rapidity of the thermal changes; and 2) the temperature change intensity. 

 

2.2.2.3 Hidden Markov Models 

Six students were invited to participate into this study and they were asked to watch the 

eighty slide-showing pictures without any disruption. Thermal photos were taken every three 

seconds during the picture-displaying period. Then the features of thermal changes on the five 

areas of their face (forehead, nose, mouth, left cheek and right cheek) were trained and classified 

with a Hidden Markov Model, in order to obtain the thermal emotional profiles. 

Hidden Markov Models (HMM) are widely used to find out the joint probability of a 

collection of hidden variables and observed variables. It is defined by a tuple λ=(n, m, A, π, B), 

where n indicates the number of hidden states, m indicates the number of observable states, A 

is the state transition probability, B is the emission probability density function of each state, 

and π is the initial state probability. In this research, recognizing emotion from a series of 

thermal data over the time is a typical modeling problem which can take advantage of HMM.  
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As an emotion state can transfer to any other states, the state-transition topology of the 

emotion recognition model is an ergodic topology (Figure 6). Then, we train the maximum 

likelihood classifier using the Baum-Welch algorithm. According to the classifiers, the hidden 

states – emotions (neutral, happy, sad, disgust, angry, afraid, relaxed) can be computed from the 

observed states (turn wormer (1), colder (2), or no change (0) on nose, on forehead, etc.) - the 

thermal change states. Two training methods were used in our study: one is to train the classifier 

with a participant’s previous data, which was named as participant-independent training. 

Another is to train the classifier based on all other participants’ data, named as participant-

dependent method.  

 

 

Figure 6. Training classifiers using Hidden Markov Model. 

2.3 Using EEG to Measure Emotions 

In this section, we introduce the EEG device, explain how it monitor brain activities and 

how it was applied on emotion detection. 
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2.3.1 Emotiv Classification of Emotions 

In many recent researches, EEG has been applied to recognize emotions (Figure 7). We 

also took EEG as comparison reference to analyze the rapidity and intensity of thermal signals. 

Thus EEG signals were captured at the same time when the participants were watching the 

experiment pictures and when the thermal pictures were recorded. 

 

 

Figure 7. Emotiv EPOC headset. 

EEG detects the electrical signals released by the brain through a series of electrodes 

placed. The brainwaves were categorized into 6 different frequency bands: delta, theta, alpha, 

beta1, beta 2 and beta 3 waves (Figure 8). Two of them, the alpha (8-12Hz) and beta (12-30Hz) 

were used in our research, since alpha waves are the main indicator for an alert and beta signals 

are related to the active state of mind (Bos et al. 2006). 



 

24 

 

Figure 8. A raw EEG sample and its filtered component frequencies. Respectively 

(from the top): Beta, Alpha, Theta and Delta Brainwaves (Heraz et al. 2009). 

 

2.3.2 Correlation between Two Measure Methods 

In recent decades, EEG has been used in many researches to recognize emotions. 

Murugappan et al. (2009) combined spatial filtering and wavelet transform to classify emotions 

(happy, surprised, afraid, disgust, and neutral). Liu et al. (2010) implemented a real-time 

algorithm to recognize six emotions, including fear, frustration, sadness, happiness, pleasure 

and satisfaction, and achieved 90% classification accuracy for distinguishing joy, anger, sadness 

and pleasure. EEG was also applied in monitory drivers’ emotional behavior and help them to 

adjust their negative emotions to keep driving safely (Frasson et al. 2014). 

Based on the EEG emotion recognition methods and algorithms, it is more efficient for 

us to apply the thermal technique into emotion detection area. We can also use the HMM or 

other proved model to perform classification and detect emotion changes. The only questions to 

consider are which thermal signals to capture, how to tailor the classifier training model to fit 

the thermal data processing approach, and how to check the accuracy of emotion recognition 

with thermal signal. Thus, in our research, the EEG emotion detection methods were used as 

important inputs and reference for the study of applying thermal signal on emotion 

reorganization.  
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2.4 Experiment 

2.4.1 Experiment Overview 

2.4.1.1 Experiment Method 

As shown in Figure 9, the participants were invited to watch a series of IAPS stimuli 

pictures. During the experiment, an Emotiv EPOC headset (Figure 7) and an infrared camera 

(ICI 7320, Figure 4) were used to respectively capture the real-time Electroencephalography 

(EEG) signals, and the thermal pictures of the participants’ faces. After recording both EEG and 

thermal pictures, we used the ICI camera software to export the 640*480 digital temperature 

matrix, which means 300k temperature data, in csv format for each infrared picture. To deal 

with the numerous thermal data, a data analysis agent was implemented to detect face areas, 

calculate average temperatures, and identify thermal changes. By comparing the EEG and 

thermal changes, we analyzed the thermal emotional profiles according to rapidity and intensity 

parameters. The details of the approach are presented in the next subsection. 
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Figure 9. Experiment Method. 

 

2.4.1.2 Experiment Material Selection 

The International Affective Picture System (IAPS) provides the rating of a large set of 

emotionally-evocative color photographs across a wide range of semantic categories. In each 

picture set (totally 20 picture sets), 60 different IAPS pictures are varied in valence and arousal 

ranges. To measure participant’s emotional reactions distinguishably, we selected 4 various 
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pictures in each picture set and displayed them 3 seconds each, which means that 80 IAPS 

pictures were selected. Meanwhile, to measure the thermal emotional changes when the 

participant is in neutral state, a preparation picture writing “Get ready to watch the next picture” 

appeared for three seconds before displaying the next IAPS picture.  

 

2.4.2 Experiment Steps 

The methodology of the experiment process is decomposed into five steps indicated 

below. Two agents Stimuli Display Agent and Thermal Data Analysis Agent are co-working 

with EEG and ICI camera software in experiments. The Stimuli Display Agent was designed to 

associate the experiment to record participant information, experiment information and every 

pictures displaying time, etc. About Thermal Data Analysis Agent, it was developed to read 

thermal pictures, calculate face five areas temperature, and analyze thermal changes. 

Step 1. Participants view stimuli pictures, and devices record EEG data and 

thermal pictures.  Six experiments were performed one by one with different participants of 

the two genders of similar ages. We helped every participant to wear the EEG headset and 

positioned the IR camera in front of him/her. After the devices were set properly, the participant 

was invited to watch the pictures slide-showed by the Stimuli Display Agent in a quiet 

environment. In the meantime, the pictures were displaying, the EEG data were recorded in real 

time and the thermal pictures were taken (refer to the sample picture in Figure 10) every 3 

seconds. 

 

Figure 10.  Experiment Step 1. Display stimuli and record thermal picture. 
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Step 2. Export temperature data for every thermal picture. As mentioned in the 

Experiment Material Selection paragraph, in each experiment, 160 pictures were displayed to 

each participant and a total of 160 thermal photo accordingly. Later the thermal pictures were 

manually exported into related 160 cvs files (as IR Flash Software version 2.13.29.10 only 

supports exporting thermal matrix into csv file one by one) (Figure 11).   

 

Figure 11. IR Camera exports temperature data on pixels for every thermal picture. 

Step 3. Calculate the mean temperatures on five face areas and analyze thermal 

changes. The face location of a thermal photo was detected manually and five areas were 

focused for further analyzing thermal changes (Figure 12). Considering that every thermal 

picture can generate a 640 * 480 temperature data matrix, the data volume of 160 thermal 

pictures reaches almost 50 million data. To process the data efficiently, an initial analysis of 

calculating area average temperature were performed and the mean values were recorded instead 

of saving the huge amount of raw data into database, performed by the Thermal Data Analysis 

Agent. Then the thermal state changes (Figure 13) were identified. Please note that we focused 

more on the temperature changes, not the absolute temperature value since every human has 

different thermal activity, even when they are in the same environment. 

 

 

Figure 12. For each thermal photo, find five-areas (forehead, nose, mouth, left cheek 

and right cheek) locations manually, and then calculate the five-area mean temperatures. 
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Figure 13. Comparison and extraction features of the thermal photo series. 

 

Step 4. Compare EGG emotional profiles with thermal emotional profiles.  In this 

step, both EEG data and thermal changes were compared to analyze the rapidity and intensity 

of thermal emotional profiles (Figure 14). For the EEG data, the beta/alpha ratio (Fp1 and Fp2) 

were set as an indicator of the arousal state, and alpha activities (F3, F4) was used to recognize 

valence state (Bos, 2006). Then we use the thermal change produced in previous step to compare 

with the EEG arousal/valence states to figure out if thermal detection refers to the same 

emotional state measured by the EEG. 

 

Area Temperature

Forehead 27.82

Nose 21.56

Mouth 31.02

Left Cheek 28.83

Right Cheek 29.21

Area Temperature Change

Forehead 27.98 ↑

Nose 20.06 ↓

Mouth 31.62 ↑

Left 
Cheek

27.98 ↓

Right 
Cheek

28.65 ↓

Area Temperature Change

Forehead 28.02 ↑

Nose 20.56 ↑

Mouth 30.72 -

Left 
Cheek

27.76 ↓

Right 
Cheek

29.67 ↑

…

The 1st Thermal 
Picture

The 2nd Thermal 
Picture

The Nth Thermal 
Picture
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Figure 14. EEG and Thermal Emotional Arousals have 3 to 6 seconds difference. 

 

Step 5. In this step, we applied Hidden Markov Model on emotion recognition using 

thermal data. Considering the individual differences, the emotion arousal may be different for 

each participant. Then the question is whether to use the participant’s history data to train 

classifiers or use all other participants’ history data to train, which will bring higher accuracy 

when using the classifiers to detect emotions. As mentioned in subsection 2.3.2, we proposed 

two methods to train the emotion classifiers, one is based on participant himself or herself data 

(named as participant-independent model), and the other is based on other participants’ data 

(named as participant-dependent model). 

For the first model, only current participant’s thermal signals were taken into account. 

The thermal data of the first 60 IAPS pictures and 60 preparation pictures were used as input to 

train the classifier for a participant, then the classifier was used to recognize the emotions when 

he/she was watching the rest of 20 pictures.  

A segment of EEG data

3~6 seconds difference
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For the second model, the participant-dependent model, in order to recognize a 

participant’s emotion when he/she was watching the stimuli pictures, the classifiers were trained 

based on the other five participants’ thermal data, As the training base for the second model is 

larger than the first model, theoretically, the emotion recognition accuracy of the second model 

will be better than the first one. In the next section, the experiment result shows that the inference 

is correct. 

2.5 Results and Discussion 

2.5.1 Thermal Profiles on Face 

 

 

 

Figure 15. Two thermal signal charts of the 2nd and the 3rd experiment, showed that left 
cheek is cooler than the right. 

By assessing all six experimental results, we found that generally the nose temperature 

is lower than cheek temperature, and normally the left cheek is cooler than the right cheek which 

is the same as the finding of Rimm-Kaufman et al (1996). Figure 15 shows the sub segments of 
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the 2ndand 3rdexperiment.  X indicated the pictures number that the participant watched (0 refers 

to the preparation picture) and Y indicates the temperature. 

2.5.2 Thermal Emotional Profiles: Rapidity and Intensity 

Doucleff (2013) indicated in his study that the skin temperature changes because of the 

stimulation of nervous system, oxygen to the muscles, heart beat and blood pressure. So the skin 

thermal signal must appear slower than the brain signals. Then two questions arise:  How long 

the thermal change can reflect on participant’s skin? And what are the thermal intensities 

reflecting to different stimuli materials.  In this section, we compare EEG and thermal data to 

analyze the emotional profiles from two dimensions: rapidity and intensity (Figure 16). 

 

 

Figure 16. A similar while slower thermal arousal segment comparing with EEG arousal. 

 

We filtered EEG data, and then used FC6 for getting the arousal levels and F3/F4 channel 

for getting the valence levels (Liu et al. 2010). By comparing the EEG channel signals with 

thermal changes, which were calculated in the experiment step 3, we found that around 60% 

similar thermal arousals on forehead and left cheek were shown 3 to 6 seconds after the EEG 

arousal. In terms of intensity, the temperature increase was normally within a range of 0.1°C to 
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0.5°C, and temperature decrease in a smaller range of 0.05 to 0.3°C, which means the skin 

temperature is easier to increase than to decrease. 

2.5.3 Thermal Emotion Recognition using HMM 

As mentioned in the experiment approach section, the emotion recognition was 

conducted using participant-independent and participant-dependent methods. This two method 

is mainly referring to which training sets are considered. For the participant-independent, we 

selected the participant’s first 60 stimuli pictures and related thermal photos to train the 

emotional classifiers, then test the classification model on the remaining 40 stimuli picture and 

related thermal photos. For the participant-dependent method, as the name signifies, one 

participant’s emotion likelihood depends on the other participants’ classifications, which means 

that the classifier training was based on a total of 800 (=160*5) thermal samples. The results in 

Table I show that we achieved higher accuracies with participant-dependent model, which meets 

our inference. 

Table II. The participant-independent and participant-dependent accuracy table. 

Participant No. Participant-Independent 
Accuracy（％） 

Participant-Dependent 
Accuracy（％） 

1 4.55 38.89 

2 18.18 23.46 

3 4.59 35.19 

4 9.09 30.25 

5 27.27 28.40 

6 4.55 30.25 

Average 11.37 31.07 

 

From an overall point of view, there are possibilities to improve the emotion recognition 

accuracies to higher rates. The solutions could be to perform more experiments, to display more 

IAPS pictures to train the model, and to replace current manually indicated five-area locations 

by detecting automatically the five-area locations subject to change. 
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2.6 Conclusion 

More experiments could be performed to improve the HMM classifier training, to 

enhance the analysis accuracy, and study the emotion profile differences by gender or ages. 

Furthermore, the matching learning algorithm used in this research could be applied to recognize 

the emotion profiles on the other normative emotional stimuli sets, such as IADS2 (the 

International Affective Digitized Sounds). More data analysis can be applied to find which 

part(s) of skin temperature can provide more accurate emotion recognition. As unlike the facial 

expression, the internal thermal reaction cannot be controlled by the participant, we can also 

compare the accuracy between facial expression and thermal emotion detection.   Meanwhile, 

as manually locating faces on thermal photos is unrealistic in high volume of data analysis, an 

automatic face detection method should be built out to improve the efficiency. Next target also 

includes the improvement of our application, Thermal Profile Analyzer to display both EEG and 

thermal signals for replaying the experiment and showing participant’s emotional analysis 

result.  
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Chapter 3. Automatic Thermal Emotional Detection 

In Chapter 2, we described the experiments to display stimuli pictures and record both 

EEG signals and thermal photos, and the comparison of emotion detection performance using 

these two kinds of signal. We continue to apply more machine learning models to facilitate 

facial area detection on thermal photo, and to improve the emotion detection based on EEG and 

thermal photos. To further code reuse and easy to interact with computers, we implemented a 

application called Thermal Emotional Detector to support uploading both EEG and thermal data, 

analyzing emotional profiles, and then display recognized emotions.  

Based on the experiment results described in Chapter 2, we proposed CNN 

(Convolutional Neural Network) to automatically identify the locations of eyes, nose, mouth 

and cheeks on a thermal photo, applied LSTM (Long-Short Term Model) to classify the 

emotional profiles based on the temperature changes on above facial areas, and then 

implemented Fractal Dimension (FD) Algorithm in EEG emotion detection. 

The results show the EEG based emotion detection has higher accuracy than using 

thermal changes. This may be because of the limited thermal training data, which means more 

experiment need to be performed. On the other hand, we may improve the accuracy by adjusting 

the machine learning algorithms.  In summary, in other to use the thermal cameras’ as a non-

invasive method to detect emotions, we still need to optimize the machine learning models or 

try other algorithms. So that thermal emotion detection technology can be widely applied to 

improve the human-computer interactions, such as health care, e-learning, customer preference 

analysis and video games.  
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Abstract: 

In recent decades, detecting emotions has attracted the interests of researchers in the 

areas of psychology, neuroscience and computer science. To effectively identify emotions, 

facial emotion expression, emotion state in speech, body languages and EEG 

(Electroencephalography) have been studied with machine learning methods. In this research, 

we are exploring how the facial temperature changes relate to human emotions, such as 

happiness, sadness, fear and relax. We implemented an application named as Thermal 

Emotional Detector to support analysing both the EEG and thermal signal in terms of emotion 

recognition. CNN (Convolutional Neural Network) was applied in this application for face 

identification in thermal images and emotion detection. The emotions identified by both 

electroencephalography and skin temperature changes are able to be displayed and compared 

by the application.  

Keywords: Emotion Recognition, Skin Temperature, Thermal Emotional Profile, 

Machine Learning, EEG, CNN (Convolutional Neural Network), LSTM (Long Short Term 

Memory) 

3.1 Introduction 

In recent decades, as one of the methods to improve the human-computer interactions, 

emotion recognition has become a growing field in psychology, neuroscience and computer 

science. With the capability of understanding users’ mood, especially the exact affective states 
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such as interest, anger, joy, sadness, fear, or contempt, e-learning systems are able to response 

and adjust training materials more properly and timely, video games are able to be more 

interactive and challenging, and the communication with autistics may become 

possible.  Researches showed that using the real-time detected emotions as the feedback to e-

learning systems could lead them to deliver proper learning content and increase their 

superiority significantly (Liping et al, 2009).  Derbali and Frasson (2012) have successfully 

showed that several physiological parameters such as heart rate, skin conductance, and 

electroencephalogram (EEG) are suitable to assess the effects of motivational strategies on 

learners’ motivation. In Rani, Sarkar and Liu’s study (2005), the physiological signals were 

utilized as a powerful indicator to make a game more challenging and to induce the player to 

perform better. 

To identify the affective states, the methods evolve from self-report (Anderson, 2001), 

text and speech (New et al. 2003), facial expression analysis (Nkambou, 2004), body posture 

and gestures interpretations (Ahn et al, 2007), to biofeedback measurements (Heraz et al, 2007b, 

2007c, 2008). For the latter, researches proved that the Electroencephalogram (EEG) is one of 

the reliable physiological signals to monitor the brain activities (Heraz et al, 2007b) and 

furtherly recognize emotion changes. To increase the accuracy of detecting affective states, the 

approaches of combining different kinds of affective signal collection channels were applied 

(Kapoor et al, 2005).  

However, the patients who suffer from facial nerve paralysis, are not able to express 

facial emotions effectively (Coulson, Susan et al. 2004). The wearable devices, including EEG, 

Q sensor (worn on wrist), EPOC Neuroheadset (worn on head), and Somaxis MyoLink (worn 

on body), require the subjects to be near the equipment. Thus, in our research, we propose a 

remote and non-invasive way, using thermal signals to detect emotions.  

As it has been proved that EEG is an effective tool for the emotion recognition (Liu, Yisi 

et al. 2010, 2011; Bos and Danny, 2006), EEG was used as a reference to check the accuracy of 

thermal emotion detection, and to compare the rapidity and intensity of the emotions explored 

though skin temperature.  Thermal facial parts identification and thermal emotional feather 

classification are two main challenges in our study. We apply deep machine learning algorithms 

– CNN (Convolutional Neural Network) to resolve these issues and achieve higher accuracy 
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rate. Intelligent interactive systems can greatly benefit from the result to enhance the user 

motivation and application performances. 

3.2 Research Challenges 

There are two main technology challenges in detecting thermal emotions automatically. 

First, identifying the exact location of face, eyes, nose and mouth is a crucial precondition for 

thermal emotional analysis. Because we found that the commonly used facial detection method 

– using Haar feature-base cascades classifiers (Wilson, 2006) was not working on thermal 

images.  In our previous study reference, to focus on the affective study, the face points were 

manually identified. This was a long task to achieve. Thus in this research, we used Deep 

Convolution Network Cascade (Sun et al., 2013) for accurate facial points detection.  

The second challenge is that identifying a method to interpret the emotional changes based on 

the facial skin temperature changes. Instead of using IR facial expression to recognize emotion 

(Yoshitomi, Yasunari, et al. 2000; Wang, Shangfei, et al., 2010; Nguyen, Hung, et al. 2013), we 

want discover the mystery of the relation between temperature and emotional changes, 

especially the model should recognize features from each subjects’ thermal change differences.  

3.3 Experiment 

We proposed and carried out an experiment recording both thermal facial photos and 

EEG signals of subject when they are watching the visual stimuli – International Affective 

Picture System (IAPS) (Lang, Peter J. et al. 2008). An application was implemented to display 

the IAPS stimuli images, to support the upload of the thermal data and EEG data for each 

subject, and to analyze and compare the emotion detection accuracies using these two kinds of 

signals. We describe the architecture, algorithm and technologies of the EEG and thermal 

emotion application in the the next section.    

3.3.1 Experiment Equipment 

3.3.1.1 EEG Device 
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Figure 17. Emotiv EEG headset. 

 

Figure 18. Fourteen channel signals: AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, 

F4, F8, and AF4. 

 

During the experiment, subjects were invited to wear Emotiv EEG headset (Figure 17) 

to capture electroencephalogram signals when they were watching the slide-showed affective 

pictures. 14 channel signals: AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8 and AF4 

(Figure 18) were monitored and recorded through the wireless Bluetooth connection. Its 

bandwidth is at 0.2-45 Hz; digital notch filters is at 50Hz and 60Hz; A/D converter is with 16 

bits resolution and sampling rate is of 128Hz. EEG-based emotion recognition is one of the most 

common used methods since capturing brain activities is a natural and direct way to observe 

human’s emotion responses. However, proper electrode application is crucial to obtain signals 

in good quality. For instance, skin preparation, application of conductive gel, correct position 

of electrode, wetting degree of electrode all may impact the experiment performance (Mak, J. 
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N., et al. 2011). In this research, comparing with the EEG-based emotion recognition method, 

we study the feasibility and accuracy of thermal imaging based method.   

 

3.5.1.2 Infrared Camera 

In this research, an infrared camera (ICI 7320) (Figure 19) produced by Infrared Camera 

Inc. was used as it not only has the capability of gauging temperature ranging from -20°C to 

100°C with precision up to 0.01°C, but also provides a perfect resolution of 320x240 pixels. In 

terms of the functions, the camera support to capture series images and export the temperature 

data on every pixel of each image. The refresh rate is 50/60 Hz. With the USB connection, the 

captured infrared image and temperature data can be processed and displayed in real-time on a 

computer. 

 

 

Figure 19. ICI 7320 Infrared Camera and Its User Interface. 

Infrared thermography was proved to be an effective technique for non-destructive and 

non-invasive investigation. This technique is widely applied in building leakage detection 

(Titman, 2001), in medicine research (Jones, 1998), and even in accident rescue (Doherty et al., 

2007). Because of its non-invasive feature, the thermal detection is able to be performed rapidly 

with little access efforts and costs. The infrared output can be interpreted immediately by a 

skilled practitioner (Titman, 2001). For instance, a property inspector can use IR camera to find 

energy leaks caused by improperly installed or damaged insulation, thermal bridges, air leakage, 

moisture damages or cracks in concretes (Balaras, 2002).  
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3.3.2 Experiment Organization 

 

Figure 20. Experiment Organization. 

 

 

Figure 21. Stimuli Display Method. 

 

We carried out an experiment (Figure 20) inviting participants to watch a series of 

affective stimuli pictures which had been selected from International Affective Picture System 

(IAPS). During each experiment, one participant was wearing an Emotiv EPOC headset and 

placed in front of an infrared camera when he/she was watching the affective stimuli pictures 

which were displayed by our application (Figure 21) every 3 seconds. Both 

electroencephalogram (EEG) signals and thermal photos of the participant’s face were recorded 

for further analysis. In every experiment, 60 affective stimuli images varying in valence and 
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arousal ranges, together with neutral elements, were displayed in 30 minutes. During every 

experiment, 14 channels EEG signals in EDF format and around 160 thermal images in 320*240 

pixel digital format were recorded. 

 

3.4 Application 

In this section, we describe our designed application architecture based on Model-View-

Control (MVC) framework, how the components interact, and the machine learning algorithms 

applied in the main functions. 

3.4.1 Application Architecture 

 

Figure 22. Thermal Emotion Detection Application Architecture. 

 

Figure 22 illustrates the architecture of Thermal Emotion Detection Application based 

on the Model-View-Controller (MVC) framework. The related classes and actions were grouped 

in three types of component as below.  

•   Views: 
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§   Stimuli Display UI: An user interface to display affective stimuli IAPS pictures 

every 3 seconds and to record user and experiment information, such as user name, 

experiment start time, end time, etc. So that researchers are able to upload and 

analysis experiment data accordingly. 

§   EEG and Thermal Image Upload UI: On this user interface, the researchers can 

upload EEG data file, and both the thermal images and temperature data of 

participants that were taken during experiments.  

§   Emotion Detection Result UI: This user interface was designed to display the 

stimuli pictures and detected emotions from EEG and thermal images (Figure 23). 

•   Controllers: 

§   Stimuli Display Controller: This controller was implemented to set how long they 

are shown on the Stimuli Display UI to a participant. We plan to add a function of 

randomly selecting stimuli picture in next version. 

§   EEG Emotion Detector: This controller was designed to get and interpret EEG data 

from the upload UI, and then to call Fractal Dimension Model for analysing 

emotions based on EEG signals. (Details in section 3.3.) 

§   Thermal Facial Area Detector: The precondition of training thermal emotion 

features is to focus on the main facial areas. We implemented this detector to 

recognize the locations of eyes, nose, mouth and cheeks by applying Convolutional 

Neural Network (CNN) model. (Details in section 3.2) 

§   Thermal Emotion Detector: Using the identified facial area images of every 

thermal image, this detector calls the LSTM model to classify emotional related 

features and recognize emotions. Then, it sends the detected emotions from both 

EEG and thermal images back to Emotion Detection Result UI for showing the 

results to the user.  

•   Models: 
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§   Fractal Dimension Model: This model was implemented to train and classify 

emotions based on EEG signals, this method was proved to be affective and able 

to reach higher accuracy in Sourina et al.’s (2012) research. 

§   CNN Model: Because it fits for matrix structure, Convolutional Neural Network 

provides high performance of image processing (Yi Sun et al. 2013). We applied 

this model to train and learn features from thermal images to finding out the 

position of main facial areas for further analysing emotions.   

§   LSTM Model: The Long Short-Term Model has showed its capability of 

predicting classifications on a set of time series data, for instance, handwriting 

recognition (Graves, Alex et al. 2009) and natural language text compression 

(Hochreiter et al. 1997). We implemented this model to detect emotions based on 

the main facial area temperature changes. 

 

Figure 23. Emotion Detection Result UI. 

Here, we go through a general scenario to understand the normal approach on how this 

application works, to understand the input, output, and functionalities of each component in this 

MVC framework. 



 

49 

1. Stimuli Display Controller gets the stimuli pictures from the IAPS database, adds 

neutral elements in between every two stimuli pictures, and then provides combined info to the 

Stimuli Display User Interface (UI) for showing images to participants. 

2. After each experiment, the researcher uploads both the thermal data and the EEG data 

to the user interface called EEG and Thermal Image Upload UI.  

3. Then three actions are triggered accordingly. First, EEG Emotion Detector works on 

the EEG data to interpret emotions using the Fractal Dimension Model, which has showed good 

performance in many emotion detection researches (Yang, Lin et al. 2010; Ververidis and 

Kotropoulos 2006). The details of how this algorithm works are described in section 3.3. 

Secondly, the Thermal Facial Area Detector identifies the participant’s eyes, nose, mouth and 

cheeks on every thermal image using CNN model (details in section 3.2). Then the Thermal 

Emotion Detector analyzes the emotions based on the temperatures and their changes, with the 

LSTM model (details in section 3.4). 

4.  Finally, the emotions detected both by EEG and thermal data are compared and 

displayed on the Emotion Detection Result UI. 

 With this MVC architecture, the functions and algorithms were grouped logically 

and they can interact clearly and smoothly. It saved our debugging time and it provides us with 

the ease to reuse the code or adjust the models. The results showed that using thermal data to 

detect emotion consume more time and get lower accuracy than the emotion detection from 

EEG. While there is still a large space to improve thermal emotion detection performance, it 

might apply to many areas such as game, e-learning, or health care. 

3.4.2 Facial Area Recognition using CNN 

As mentioned in section 3.2, to improve the emotion detection precession, the first 

problem to resolve is to identify the facial area accurately.  Previously, we tried to use the 

popular technology for face detection - Haar feature-base cascades classifiers while we found 

that it only worked for few thermal images. Then, we turned to apply Convolution Neural 

Network (CNN) method. With its large learning capability and fitness of image structure, CNN 

is flexible and provides high performance for imaging processing. In the Yi Sun et al. (2013) 
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study, three-level cascaded convolutional neural network (CNN) worked well on facial points 

(left eye center, right eye center, nose tip, left mouth corner, and right mouth corner) detection 

and achieved high accuracy.  

 Thus, our Facial Area Detector was designed and implemented with a similar 

two-level CNN structure to identify the positions of the main six facial areas: two eyes, two 

cheeks, nose and mouth. In the next paragraphs, we explain the thermal image processing 

approach (Figure 24) and how the two-level convolutional neural network works (Figure 25 and 

Figure 26). 

 

Figure 24. Facial Area Detection Approach. Step 1, cut the facial area from the thermal image; 
step 2, detect four facial areas (eyes, mouth and nose) using deep CNN; step 3, calculate the 

position of cheeks according to the positions of other facial areas. 

  

Facial Area Detection Approach: 

At the first step, the application cuts the facial area of the digital thermal image 

(320*240) for reducing further calculation volume. As illustrated Figure 24, it is obvious that 

the temperature of human skin is higher than that of the environment. The application simply 

extracts human face rectangle from the original thermal image considering the temperature 

differences between environment (blue area in Figure 24) and the human skin.  

Second, to identify the facial areas, a two-level convolutional neural network (CNN) 

(Figure 25 and Figure 26) was implemented to train features and identify facial area positions 

for analysing emotion changes in next action. The CNN structure, algorithms and formulas are 

described after this section. 

Step three, after getting the positions of eyes, nose and mouth, this detector calculates 

the areas below the eyes, beside the nose and above the mouth to scope the area of cheeks. Then 
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the sub thermal images of eyes, nose, mouth and cheeks will be used to detect emotional changes 

by Thermal Emotion Detector with LSTM model.  

Two-level CNN method for Facial Area Detection: 

As Figure 25 shows, we proposed a two-level convolutional neural network to recognize 

facial areas on thermal images. At the first CNN level, for each facial area, we use 600 of the 

total 960 thermal images as the training set to train the features of eyes, mouth and nose, and to 

predict the facial area positions for the remaining 460 images. The second CNN level takes both 

the training set features and features identified from the first level to re-predict the facial areas. 

 

 
Figure 25. Two-level convolution neural network. 



 

52 

 

 
Figure 26. The structure of one of the deep convolutional neural network (left eye) at 

the first CNN level. 

Figure 25 demonstrates the whole picture of the two-level CNN for the four facial areas, 

and Figure 26 demonstrate one of the deep convolutional neural network of one facial area (in 

this case, left eye) to describe how it works. For each facial area, a two-level CNN is applied to 

classify the feature of this facial area. And the classifiers that were identified from the first level 

are the inputs for the second CNN level. We also tried a three-level CNN while the perdited 

result were worse than the result of two-level CNN. Then for each level, the net contains five 

layers with weights. The first layer is convolutional to filter the input image with kernels of size 

30*30 with a stride of 10 pixels. Then the output of the first layer is pooled and the output image 

is take as the input for the next layer. The second convolutional layer then filters the output of 

the pooling layer with kernels of size 11*11.  

As Figure 26 illustrates, taking one of the deep convolution network (e.g. left eye) at the 

first level as an example, each CNN model contains five convolutional layers following with 

pooling layers, and two fully connected layers to predict the position of a facial area. Following 

paragraphs explain how above convolutional, pooling and connected layers were implemented. 

Taking h and w as the height and width, and tmp as the temperature of input region, 

I(h,w, tmp) denotes the input layer. At the first convolutional layer, we used a 10*10 convolution 

matrix (stride = 5) to filter the I(h,w,tmp) and produce feature maps. Then in the following 

pooling layer, the max pooling with size of 5*5 was performed. For the following convolution 
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layers, the similar operations were performed, but with smaller filter (3*3) and pooling matrix 

(3*3). After five convolutional and pooling layers, two fully connected layer takes all neurons 

at the last layer to complete the high lever reasoning. 

Finally, we measure the validation performance with the average detection error (Err) 

rate of each facial area, which is formulated as below, where (x, y) and (x’, y’) indicate the 

ground truth and the detected position, and the bounding box width is denoted by l. 

𝐸𝑟𝑟 = 	
   (𝑥 − 𝑥()* + (𝑦 − 𝑦′)*/𝑙, 

The classification results showed that the facial areas did not recognize well for the two 

participants who were wearing glasses. So we used four participant’s data instead of six.  500 

of 960 thermal images (160 thermal images each for the four participants) were used as training 

database with label of facial points. We got average error rate around 22.76% and computed the 

facial areas for each thermal images. However, there are space to reduce the computing time as 

the original thermal image is in 320*240 pixel resolution. In our case, the program run few hours 

to train and predict facial points for around 600 infrared images.  

3.4.3 Emotion Detection from EEG Data 

According to recent emotion detection researches, the emotion detection based on EEG 

signal has achieving high accuracy. For instance, Using K Nearest Neighbor (KNN) non-linear 

classifier, Murugappan et al. (2011) got 82.87% classification accuracy on 62 channels and 

Brown et al. (2011) archived 85.0% precision. Petrantonakis et al. (2011) applied SVM classifier 

on affective detection experiments and the result showed 96.4% accuracy. To recognize six 

emotions, afraid, frustrated, sad, happy, pleased and satisfied in real time, Fractal Dimension 

(FD) Algorithm was applied by Sourina et al. (2012) and 83.33% accuracy was achieved.  As 

many researches have demonstrated EEG signal’s capability and reliability on emotion 

detection, our research took it as a reference to compare and measure the performance of thermal 

image based emotion recognition. 
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Figure 27. Highlighted emotions to detect on the Arousal-Valence Dimension. 

 
 To classify emotions, we follow the widely used two-dimensional Arousal-Valence 

model (Figure 27) proposed by Russell, James A. (1979).  In terms of which emotions to detect, 

we tend to detect emotions with obvious difference (e.g. sadness, fear, neutral, relaxation, 

happiness) rather than emotions in similar arousal and valence level such as happy and pleased, 

or afraid and disgust. 

In order to interpret the nonlinear and chaotic EEG signals, the Fractal Dimension 

algorithm (Higuchi, 1988) was implemented because of its capability of geometric complexity 

analysis. In 1993, Pradhan and Narayana proved that FD values are able to reflect the changing 

patterns of electroencephalogram (EEG) signal. 

In terms of which EEG channel to analyze the arousal and valence values, AF3, F4 and 

FC6 (Sourina et al., 2012) were selected since it was proven that left hemisphere reflect negative 

emotions and right hemisphere reflect positive emotions (Canli, Turhan, et al. 1998). FC6 was 

selected to recognize the arousal values. The larger FD (Fractal Dimension Algorithm) value 

means the higher arousal level. Then the change of FD value of FC6 can be mapped on the 

arousal axis of Figure 27 to figure out the arousal direction and value changes. Then the 

difference of the FD value of AF3 (left hemisphere) and F4 (right hemisphere) The difference 
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between FD values from electronic pair of left hemisphere (AF3) and right hemisphere (F4) 

were used to identify the valence level. 

The EEG based emotion detection results were saved in our application and later were 

compared with the emotions detected from the thermal images. 

3.4.4 Emotion Detection from Thermal Image 

As mentioned in section 3.2, we applied Convolutional Neural Network (CNN) to 

identify the location of the six facial areas, two eyes, nose, mouth, and two cheeks. In this 

section, we explain how to use Long Short-Term Memory (LSTM) to classify and predict 

emotions based on the temperature changes over time on these six facial areas. 

In 1997, Sepp Hochreiter and Jürgen Schmidhuber proposed LSTM to provide a network 

to learn from time series experience to classify features. Then LSTM has achieved impressive 

results in the research areas of natural language text compression (Filippova, Katja, et al. 2015), 

visual recognition (Donahue, Jeffrey, et al. 2015), and handwriting recognition (Graves and 

Schmidhuber 2009). It won the 2009 ICDAR (International Conference On Document Analysis 

and Recognition) handwriting competition.    

In emotion recognition studies, LSTM also achieved good performance. In 2010, 

Wöllmer, Martin, et al. applied LSTM in emotion recognition from speech and facial expression, 

and compared the accuracy rate with other machine learning models, e.g. Hidden Markov Model 

(HMM), HMM+LM (Language Model), and Support Vector Machine (SVM). They proved that 

using LSTM increases the accuracy of emotion recognition. Soleymani, Mohammad, et al. 

(2014) also studied Long Short Term Memory Recurrent Neural Network (LSTM-RNN) in 

EEG-based and facial expression based emotion recognition and found this model has similar 

performances with Multi-Linear Regression (MLR), Support Vector Regression (SVR), 

Conditional Random Fields (CCRF).  
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Figure 28. LSTM was applied to detect emotion changes. 

 

Figure 29. A basic LSTM unit. 

In our research, the LSTM model to detect emotions based on the thermal facial area image is 

designed as Figure 28 and Figure 29 demonstrate.  

 

The input of each LSTM unit includes two parts. One is the facial area thermal data (𝑥0) 

which was extracted by Thermal Facial Area Detector (section 3.2). 𝑥0  is an array: 

𝑠2340565, 𝑠89:;565, 	
  𝑠<=>3, 𝑠?=@0;, 𝑠2340AB55C, 𝑠89:;0AB55D	
   	
  indicates the temperature change status 
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(0 no change, -1 lower, 1 higher) of each facial area. The other input is the output from the 

previous LSTM unit. There are three gates: input gate (𝑖0 ∈ ℝH), forget gate (𝑓0 ∈ ℝH) and 

output gate (𝑜0 ∈ ℝH) in each unit. The input gate decides if the previous input will be written 

to the memory cell (𝑐0 ∈ ℝH). The forget gate controls whether clear the value in memory cell. 

The output gate decides if the memory cell value shall be output as the hidden state (ℎ0 ∈ ℝH) 

or just output to the next sequence. In our case, the hidden states are the emotions, happiness, 

sadness, relaxed, neutral and fear. To control the gates, we defined an sigmoid function f 

between 0 and 1, 𝜎 𝑥 = 1 + 𝑒PQ PR. The gates equations are defined as follow (W indicates 

weight, and b indicates bias). 

𝑖0 = 𝜎(𝑊Q9𝑥0 +𝑊;9ℎ0PR + 𝑏9) 

𝑓0 = 𝜎(𝑊Q4𝑥0 +𝑊;4ℎ0PR + 𝑏4) 

𝑜0 = 𝜎(𝑊Q=𝑥0 +𝑊;=ℎ0PR + 𝑏=) 

So the recurrent equation of a memory cell is as follow. 

𝑐0 = 𝑥0𝑓 𝑖0 + 𝑐0PR𝑓(𝑓0) 

The recurrent equation of hidden state is defined as below, where g is an element-wise non-

linearity – a sigmoid tangent. 

ℎ0 = 𝑔(𝑊Q;𝑥0 +𝑊;;ℎ0PR + 𝑏;) 

  Then the loss rate is calculated based on the equation as blow. ℎ0 indicates the emotion 

states of training sets. 

𝐿 = 	
   (ℎ0 − ℎ0)*
<

0WX

 

Gradient Descent method was applied to train 660 thermal images and test 80 thermal images 

to find the most proper weight and the lowest loss rates.  
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3.5 Result and Discussion 

The Automatic Thermal Emotion Detection Application provides the functions of 

displaying stimuli pictures, uploading EEG data in EDF format and thermal images, detecting 

emotions by EEG and thermal data. On the Emotion Detection Result User Interface, the 

application replays stimuli pictures exactly like how they were displayed during the experiment. 

Under each stimuli picture, the detected emotions by the two sources are illustrated by different 

emotional icons to give the researchers a direct sense of which emotion is detected from the two 

sources and what are the differences. The results show that analysing skin temperature changes 

can be used as a tool to recognize human emotions.  

 

Table III. EEG-Based Emotion Detection Accuracy (%) 

 EEG-based 

Sad Fear Neutral Relaxed Happy 

Subject 1 62.73 50.23 77.16 52.73 63.74 

Subject 2 73.03 67.34 80.77 56.29 66.82 

Subject 3 75.45 68.19 82.95 72.69 70.83 

Subject 4 59.88 61.00 78.40 66.68 69.77 

Subject 5 76.87 57.62 69.27 62.93 59.01 

Subject 6 54.74 72.13 70.04 69.36 62.80 

Ave. acc. 67.12 62.75 76.43 63.44 65.49 

Overall Ave. 
Acc.  

67.05 

 

Table IV. Thermal Emotion Detection Accuracy (%) 

 Thermal Image-based 

Sad Fear Neutral Relaxed Happy 

Subject 1 62.12 44.29 65.67 49.23 54.82 

Subject 2 - - - - - 
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Subject 3 49.08 38.34 56.29 36.45 58.98 

Subject 4 - - - - - 

Subject 5 56.21 36.24 62.88 60.22 65.01 

Subject 6 57.35 41.69 64.92 38.89 53.21 

Ave. acc. 56.19 40.14 62.44 46.20 58.00 

Overall 
Ave. Acc.  

52.60 

 

In terms of emotion detection accuracy, we used the arousal-valence model (Figure 27) 

on IAPS to get the emotion that a stimuli image indicates, then compare the recognized emotion 

with the IAPS emotions to get the accuracy rate. Previously, we got an average accuracy rate of 

36%. In order to improve the accuracy, we optimized the facial area identification by adjusting 

learning rate in Gradient Descent algorithm to minimize the loss rate, and by eliminating few 

facial areas which are not well identified. Then we applied these adjusted facial areas in the 

LSTM model to classify the emotions. So that the emotion classification test is not impact by 

the facial area identification result very much. Thus we got a better emotion detection accuracy. 

As Table III and 

Table IV shows, EEG-based emotion recognition achieved higher accuracy than thermal 

imaged based model. As participant 2 and 4 were wearing glasses, the facial area detection 

algorithm did not work well, thus we did not use thermal emotion detection result for them. 

Comparing the accuracy rates between different types of emotion in thermal model, we found 

that happiness got higher accuracy rate (58%) while sadness got lower accuracy rate (56%). It 

may be because normally human trigger higher arousal level than other emotions. 

In terms of performance, to process more than 600 photos in 320*240 pixels efficiently, 

we apply CNN model to recognize the main facial area, such as eyes, nose and mouth, we train 

features based on these recognized facial areas using time-series based machine learning model 

- LSTM, then we apply these features to detect emotions. Above process ensure the computer 

focus on the critical data and reduced the data processing time.  

In the CNN model, we designed an two-level CNN structure containing multiple 

convolution and pooling layers, and in LSTM algorithms, the temperature changes on six facial 
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areas were considered. These may cause overfitting problem. On the other hand, underfitting 

may happen because some other parameters we did not take in to account. So for the future 

studies, we may work on avoid overfitting and underfitting to get better accuracy.     

3.6 Conclusion 

In this study, we applied multiple machine learning models and we believe that there is 

much space to improve performance and increase accuracy in further researches on thermal 

emotion detection: 1) To adjust network of CNN and LSTM to check if there are overfitting or 

underfitting, then to reduce bias and variance; 2) to set up a thermal emotional database for 

training features and getting better classification; 3) to build real-time wireless interfaces on 

thermal cameras, so that to support remote or mobile thermal emotion detection application; 4) 

to study and apply multiple faces detection algorithms on group emotion detection. 

In summary, because of thermal technology’s non-invasive feathers and long-distance 

infrared data capturing capability, we can foresee that one day the emotions will be able to be 

immediately recognized remotely through infrared camera, and this technology will be widely 

applied to many practical affective computing areas, such as e-learning, gaming, workspace 

training, driving safe, medical diagnosis and treatment or security. 
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Chapter 4. Findings and Conclusion 

In this thesis, we performed two main studies, one was to find out the thermal emotional 

detection profiles comparing with EEG-based emotion detection technology; the other was to 

implement an application with deep machine learning algorithms to visually display both 

thermal and EEG based emotion detection accuracy and performance. 

In the first research, we performed experiments to capture EEG and thermal signals when 

the participants were watching affective stimuli pictures which selected from IAPS. In data 

analysis stage, we applied HMM in thermal emotion recognition and achieved the findings: 1) 

around 60% similar thermal arousals on forehead and left cheek; 2) the skin temperature change 

is 3 to 6 seconds slower than EEG arousal; 3) skin temperature is easier to increase than to 

decrease, the temperature increase was normally within a range of 0.1°C to 0.5°C, and 

temperature decrease in a smaller range of 0.05 to 0.3°C. 

For the second research, an emotion detection application was implemented. It provided 

the functions of displaying affective stimuli pictures, uploading both EEG and thermal data, and 

presenting the recognized emotions from EEG and thermal data. The deep machine learning 

models, CNN and LSTM were implemented to identify thermal facial areas, train thermal 

emotional classifiers and perform emotion classification.  The accuracy of thermal image based 

emotion detection achieved 52.59%. Although this is lower than the accuracy of EEG based 

detection (67.05%), this result still showed the feasibility and measurability of using skin 

temperature on emotion detection. 

Because of the non-invasive features, remote capability and signal capture rapidity of 

thermal camera, the thermal emotion detection technology may ease and be made more suitable 

to apply to many practical areas, such as medical diagnosis and treatment, e-learning, workspace 

training, gaming and security.  

For the future work, we recommend to move further on optimizing deep learning 

machine model and algorithms, to build thermal affective database to provide a standard for 

researchers to communicate and compare studies, to apply remote real-time interface with 
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infrared cameras to archive real-time emotion detection, or to apply multi-face detection for 

further group emotion detection. We believe that, following the emerging development of 

artificial intelligence, the studies of thermal emotion detection will become a powerful method 

to enrich AI applications. 
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